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          Nadia Elena Comaneci (originally Comăneci /ko.mə'neʧʲ/) (born November 12, 1961) is a Romanian gymnast, winner of five Olympic gold medals, and the first to be awarded a perfect score of 10 in an Olympic gymnastic event. She is one of the most well-known gymnasts in the world and, along with Olga Korbut, is credited with popularizing the sport around the world.


          


          Early life


          Comaneci was born in Oneşti, Romania, on 12 November 1961 as the daughter of Gheorghe and Ştefania-Alexandrina. Comaneci's pregnant mother was watching a Russian film in which the heroine was called Nadya, the shortened version of the Russian name Nadyezhda (which means, literally, "Hope"). She decided that her daughter would be named Nadia, too. Comaneci has a younger brother named Adrian.


          


          Early gymnastics career


          Comaneci began gymnastics at the age of 6, after coach Bla Krolyi spotted her and a friend turning cartwheels in a schoolyard. She was one of the first students at the gymnastics school established in Onesti by Bla and his wife, Marta, who would later defect to the United States and become coaches of many prominent American gymnasts. Unlike many of the other students at the Krolyi school, Comaneci was able to commute from home for many years because she lived in the area.


          Comaneci began competing as a member of her hometown team in 1970. In 1971, she participated in her first international competition, a dual junior meet between Romania and Yugoslavia, winning her first all-around title and contributing to the team gold. For the next few years, she competed as a junior in numerous national contests in Romania and additional dual meets with nearby countries such as Hungary, Italy and Poland.


          Comaneci's first major international success came at the age of 13, when she nearly swept the 1975 European Championships in Skien, Norway, winning the all-around and gold medals on every event but the floor exercise, in which she placed second. She continued to enjoy success in other meets in 1975, winning the all-around at the "Champions All" competition and placing first in the all-around, vault, beam, and bars at the Romanian National Championships. In the Pre-Olympic test event in Montreal, Comaneci won the all-around and the balance beam golds, as well as silvers in the vault, floor, and bars behind accomplished Soviet gymnast Nellie Kim, who would prove to be one of her greatest rivals over the next five years. The international community took note of Comaneci: The Associated Press named her its 1976 "Female Athlete of the Year".


          


          Montreal Olympics


          At the age of 14, Comaneci became one of the stars of the 1976 Olympic Games in Montreal. During the team portion of the competition, her routine on the uneven bars was scored at a 10.0. It was the first time in Olympic gymnastics history that the score, which signified a perfect routine without any deductions, had ever been awarded. The scoreboards were not even equipped to display scores of 10.0--so Nadia's perfect marks were reported on the boards as 1.00 instead. Over the course of the Olympics, Comaneci would earn six additional 10s, en route to capturing the all-around, beam and bars titles and a bronze medal on the floor exercise. The Romanian team also placed second in the team competition.


          Comaneci was the first Romanian gymnast to win the all-around title at the Olympics. She also holds the record as the youngest Olympic gymnastics all-around champion ever; with the revised age-eligibility requirements in the sport (gymnasts must now turn 16 instead of 15 in the calendar year to compete in the Olympics), this record will stand indefinitely.


          Comaneci's achievements at the Olympics generated a significant amount of media attention. The theme song from the American soap opera The Young and the Restless became associated with her after the television program ABC Wide World Of Sports used it as background music for montages of her routines. The song became the best seller of the year 1976, and the song writer renamed it to " Nadia's Theme" after her. However, Comaneci never actually performed to "Nadia's Theme." Her floor exercise music was a medley of the songs "Yes Sir, That's My Baby" and "Jump in the Line" arranged for piano.


          She was the 1976 BBC Sports Personality of the Year in the overseas athletes category. Back home in Romania, Comaneci's success led her to be named a " Hero of Socialist Labor", she was the youngest Romanian to receive such recognition during the reign of Nicolae Ceauşescu.


          [bookmark: 1977-1980]


          1977-1980


          Comaneci successfully defended her European all-around title in 1977, but when questions about the scoring were raised, Ceauşescu ordered the Romanian gymnasts to return home. The team followed orders and controversially walked out of the competition during the event finals.


          An overweight and out of shape Comaneci showed up at the 1978 World Championships. A fall from the uneven bars resulted in a 4th place finish in the all-around behind Elena Mukhina, Nellie Kim, and Natalia Shaposhnikova, but Comaneci won the beam title.


          In 1979, a newly slim and motivated Comaneci won her third consecutive European all-around title, becoming the first gymnast, male or female, to achieve the feat. At the World Championships that December, Comaneci led the field after the compulsory competition but was hospitalized prior to the optional portion of the team competition for blood poisoning caused by a cut in her wrist from her metal grip buckle. Against doctors' orders, she left the hospital and competed on the beam, where she scored a 9.95. Her performance helped give the Romanians their first team gold medal. After her performance, Comaneci spent several days recovering in All Saints Hospital and underwent a minor surgical procedure for the infected hand, which had developed an abscess.


          Comaneci participated in the 1980 Summer Olympics in Moscow, placing second in the all-around to Yelena Davydova. She defended her Olympic title in the balance beam and tied with Kim for the gold medal in the floor exercise. The Romanian team finished second overall.


          Comaneci retired from competition in 1981. Her official retirement ceremony took place in Bucharest in 1984 and was attended by the IOC Chairman.


          


          Post retirement


          In 1981, Comaneci participated in a gymnastics exhibition tour in the United States. During the tour, her coaches, Bla and Marta Krolyi, along with the Romanian team choreographer Geza Pozar, defected. Upon her return to Romania, Comaneci's actions were strictly monitored. She was granted leave to attend the 1984 Olympics in Los Angeles but was supervised for the entire trip. Aside from that journey, Comaneci was forbidden to leave the country for any reason. "Life..." she wrote in her autobiography, "took on a new bleakness."


          Working in Romania, between 1984 and 1989, Comaneci was a member of the Romanian Gymnastics Federation and helped coach the Romanian junior gymnasts. In November of 1989, a few weeks before the Revolution, she defected with a group of other young Romanians. Her overland journey took her through Hungary, Austria, and finally, to the United States.


          After settling in the United States, Comaneci spent most of her time touring and promoting lines of gymnastics apparel and aerobic equipment. She also dabbled in modeling, appearing in ads for wedding dresses and Jockey underwear.


          In 1994, she became engaged to US gymnast Bart Conner, whom she had met for the first time in 1976 at the American Cup. Together with Conner, she returned to Romania for the first time since her defection (and since the fall of Communism and of Ceausescu), and the couple were married in Bucharest on April 27, 1996. The ceremony was broadcast live in Romania, and the reception was held in the former presidential palace.


          On June 29, 2001, Comaneci became a naturalized citizen of the United States. She has also retained her Romanian passport, making her a dual citizen.


          Comaneci is active in many charities and international organizations. In 1999, she became the first athlete to be invited to speak at the United Nations to launch the Year 2000 International Year of Volunteers. She is currently the Vice-Chair of the Board Of Directors of the International Special Olympics and Vice President of the Board of Directors of the Muscular Dystrophy Association. She has also personally funded the construction and operation of the Nadia Comaneci Children's Clinic, a clinic in Bucharest that provides low-cost and free medical and social support to Romanian children. In 2003, the Romanian government appointed her as an Honorary Consul General of Romania to the United States to deal with bilateral relations between the two nations. She performs this function based out of her Norman, Oklahoma, office.


          In the world of gymnastics, Comaneci is the Honorary President of the Romanian Gymnastics Federation, the Honorary President of Romanian Olympic Committee, Ambassador of Sports of Romania and a member of the International Gymnastics Federation Foundation. She and her husband own the Bart Conner Gymnastics Academy, the Perfect 10 Production Company and several sports equipment shops. They are also the editors of International Gymnast magazine. Additionally, Comaneci and Conner have provided television commentary for many gymnastics meets, most recently the 2005 World Championships in Melbourne.


          Comaneci received the Olympic Order, the highest award given by the International Olympic Committee, in 1984 and 2004. She is the only person to receive this honour twice, and was also the youngest recipient. She has also been inducted into the International Gymnastics Hall of Fame


          In December 2003, her book, Letters To A Young Gymnast, was published. The memoir answers questions that she has received in letters from fans. Comaneci has also been the subject of several unofficial biographies, television documentaries and a made-for-television film, Nadia, that was broadcast in the United States shortly before the 1984 Olympics.


          In 2005, Fox.com elected the Greatest Athletes in 150 years of Sports history, Nadia placed 4th in the final voting, ahead of Pel and Mohammad Ali, and was the highest ranked female athlete.


          Comaneci and Conner welcomed their first child, a baby boy named Dylan Paul Conner, on June 3, 2006 in Oklahoma City, Oklahoma. The baby was three weeks early, weighing in only at 4 lb 10 oz and measuring 17 inches long, but was able to go home from the hospital a few days after delivery.


          


          Special skills


          
            	On the uneven bars, Comaneci performed her own release move, a kip to front salto. The skill is named after her in the women's Code of Points and, as of 2005, is rated as an 'E' element. Only a handful of international gymnasts are capable of performing the Comaneci successfully.


            	Comaneci was the first gymnast to successfully perform an aerial walkover and an aerial cartwheel-two back handsprings flight series on the beam.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nadia_Com%C4%83neci"
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              Armenian guerrillas fighting against Azeri forces in trenches in Karabakh.
            


            
              	
                
                  
                    	Date

                    	19881994
                  


                  
                    	Location

                    	Nagorno-Karabakh, Armenia, and Azerbaijan
                  


                  
                    	Result

                    	
                      Military victory by Armenian forces.


                      Cease-fire treaty signed in 1994 by representatives of Armenia, Azerbaijan, and Nagorno-Karabakh (still in effect).

                    
                  


                  
                    	Territorial

                    changes

                    	Nagorno-Karabakh became a de facto independent republic, while remaining a de jure part of Azerbaijan. Peace talks are held between the two nations to decide the future of the disputed territory.
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              	20,000

              	42,000
            


            
              	Casualties and losses
            


            
              	6,000 dead,

              25,000 wounded

              	11,000 dead,

              30,000 wounded
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              Nagorno-Karabakh is currently a de facto independent republic in the South Caucasus, but is officially recognized as part of the Republic of Azerbaijan.
            

          


          The Nagorno-Karabakh War refers to the armed conflict that took place from February 1988 to May 1994, in the small ethnic enclave of Nagorno-Karabakh in southwestern Azerbaijan, between the predominantly ethnic Armenians of Nagorno-Karabakh backed by the Republic of Armenia against the Republic of Azerbaijan. As the war progressed, Armenia and Azerbaijan, both former Soviet Republics, became enveloped in a protracted, undeclared war in the mountainous heights of Karabakh as Azerbaijan attempted to curb a secessionist movement in Nagorno-Karabakh. The enclave's parliament had voted in favor of uniting itself with Armenia and a referendum was held with the vast majority of the Karabakh population voting in favour of independence. The demand to unify with Armenia, which proliferated in the late 1980s, began in a relatively peaceful manner; however, in the following months, as the Soviet Union's disintegration neared, it gradually grew into an increasingly violent conflict between the two ethnic groups, resulting in claims of ethnic cleansing by all sides.


          The war was the most destructive ethnic conflict in both terms of lives and property that emerged after the Soviet Union collapsed in December 1991. Inter ethnic fighting between the two broke out shortly after the parliament of Nagorno-Karabakh, an autonomous oblast in Azerbaijan, voted to unify the region with Armenia on February 20, 1988. The declaration of secession from Azerbaijan was the final result of a "long-standing resentment in the Armenian community of Nagorno Karabakh against serious limitations of its cultural and religious freedom by central Soviet and Azerbaijani authorities," but more importantly, as a territorial conflict regarding the land.


          Along with the secessionist movements in the Baltic republics of Estonia, Latvia, and Lithuania, the secessionist movements in the Caucasus characterized and played a large role in bringing the downfall of the Soviet Union. As Azerbaijan declared its independence from the Soviet Union and removed the powers held by the enclave's government, the Armenian majority voted to secede from Azerbaijan, and in the process proclaimed the enclave the Republic of Nagorno-Karabakh.


          Full-scale fighting erupted in the late winter of 1992. International mediation by several groups including Europe's OSCE failed to bring an end resolution that both sides could work with. In the spring of 1993, Armenian forces captured regions outside the enclave itself, threatening the involvement of other countries in the region. By the end of the war in 1994, the Armenians were in full control of not only the enclave but also held and currently control approximately 9% of Azerbaijan's territory outside the enclave. As many as 400,000 Armenians from Azerbaijan and 800,000 Azeris from Armenia and Karabakh have been displaced as a result of the conflict. A Russian-brokered cease fire was signed in May of 1994 and peace talks, mediated by the OSCE Minsk Group, have been held ever since by Armenia and Azerbaijan.


          


          Background


          The territorial ownership of Nagorno-Karabakh today is still a heavily disputed issue between Armenia and Azerbaijan. Called Artsakh by Armenians, its history spans several centuries, where it came under the control of several empires. Debate, however, is mired mainly in the aftermath of World War I. Shortly before the Ottoman Empire's capitulation in the war, the Russian Empire collapsed in November 1917 and fell under the control of the Bolsheviks. The three nations of the Caucasus, Armenia, Azerbaijan, and Georgia, previously under the rule of the Russians, declared their independence to form the Transcaucasian Federation which dissolved after only three months of existence.


          


          Armenian-Azerbaijani war


          Fighting soon broke out between the Democratic Republic of Armenia and the Democratic Republic of Azerbaijan in three specific regions: Nakhichevan, Zangezur (today the Armenian province of Syunik), and Karabakh itself. Armenia and Azerbaijan quarreled as to where the boundaries would fall in accordance to the three provinces. The Karabakh Armenians attempted to declare their independence but failed to make contact with the Republic of Armenia. After the defeat of Ottoman empire in World War I, British troops occupied the South Caucasus in 1919. The British command provisionally affirmed Khosrov bey Sultanov (an appointee of the Azerbaijan government) as the governor-general of Karabakh and Zangezur, pending a final decision by the Paris Peace Conference.


          


          Soviet division


          Two months later however, the Soviet 11th Army invaded the Caucasus and within three years, the Caucasian republics were formed into the Transcaucasian SFSR of the Soviet Union. The Bolsheviks thereafter created a seven-member committee, the Caucasus Bureau (often shortened to Kavburo), which under the supervision of the future Soviet ruler Joseph Stalin, the People's Commissar for Nationalities, was tasked to head up matters in the Caucasus. Although the committee voted 4-3 in favour of allocating Karabakh to the newly created Soviet Socialist Republic of Armenia, protestations made by Azerbaijani leaders including the Communist Party leader of Azerbaijan Nariman Narimanov and an anti-Soviet rebellion in the Armenian capital Yerevan in 1921 embittered relations between Armenia and Russia. These factors led the committee to reverse its decision and award Karabakh to Soviet Azerbaijan in 1921, and later incorporated the Nagorno-Karabakh Autonomous Oblast (NKAO) within the Azerbaijan SSR in 1923, leaving it with a population that was 94% Armenian. The capital was moved from Shusha to Khankendi, which was later renamed as Stepanakert.


          Armenian and Azeri scholars have speculated that the decision was an application by Russia of the principle of " divide and rule". This can be seen, for example, by the odd placement of the Nakhichevan exclave, which is separated by Armenia but is a part of Azerbaijan. Others have also postulated that the decision was a goodwill gesture by the Soviet government to help maintain "good relations with Atatrk's Turkey." Armenia had always refused to recognize this decision and continued to protest its legality in the ensuing decades under Soviet rule.


          


          February 1988, the revival of the Karabakh issue


          As the new general secretary of the Soviet Union, Mikhail Gorbachev, came to power in 1985, he began implementing his plans to reform the Soviet Union. These were encapsulated in two policies, perestroika and glasnost. While perestroika had more to do with economic reform, glasnost or "openness" granted limited freedom to Soviet citizens to express grievances about the Soviet system itself and its leaders. Capitalizing on this, the leaders of the Regional Soviet of Karabakh decided to vote in favour of unifying the autonomous region with Armenia on February 20, 1988. Karabakh Armenian leaders complained that the region had neither Armenian language textbooks in schools nor in television broadcasting, and that Azerbaijan's Communist Party General Secretary Heidar Aliev had extensively attempted to " Azerify" the region and increase the influence and the number of Azeris living in Nagorno-Karabakh, while at the same time reducing its Armenian population (in 1987, Aliev would step down as General Secretary of Azerbaijan's Politbureau). By 1988, the Armenian population of Karabakh had dwindled down to nearly three-quarters of the total population.


          The movement was spearheaded by popular Armenian figures and also members of the Russian intelligentsia, such as the dissident and Nobel Laureate Andrei Sakharov. Prior to the declaration, Armenians had begun to protest and stage workers' strikes in Yerevan, demanding a unification with the enclave. This prompted Azeri counter-protests in Baku. In reaction to the protests, Gorbachev stated that the borders between the republics would not change, in accordance with Article 78 of the Soviet constitution. Gorbachev also stated that several other regions in the Soviet Union were yearning for territorial changes and redrawing the boundaries in Karabakh would thus set a dangerous precedent. Armenians viewed the 1921 Kavburo decision with disdain and felt that in their efforts, they were correcting a historical error under the principle of self-determination, a right also granted in the constitution. Azeris, on the other hand, found such calls for relinquishing their territory by the Armenians unfathomable and aligned themselves with Gorbachev's position.


          


          Sumgait


          


          Ethnic infighting soon broke out between Armenians and Azerbaijanis living in Karabakh. On February 22, 1988, a direct confrontation between Azerbaijanis and Armenians, near the town of Askeran (located on the road between Stepanakert and Agdam) in Nagorno-Karabakh, degenerated into a skirmish. During the clashes, which left about 50 Armenians wounded, a local policeman, purportedly an Armenian, shot dead two Azerbaijani youths. On February 27, 1988, while speaking on Baku's central television, the Soviet Deputy Procurator Alexander Katusev mentioned the nationality of those killed.


          The Askeran clash was the prelude to Sumgait pogroms, where emotions, already heightened by news about Karabakh crisis, turned even uglier in a series of protests starting February 27, 1988. Speaking at the rallies, Azerbaijani refugees from the Armenian town of Ghapan accused Armenians of "murder and atrocities including raping women and cutting their breasts off"; these allegations were later disproved and many of the speakers were revealed to be agents provocateurs. Within hours, a pogrom against Armenian residents began in Sumgait, a city some 25 kilometers north of Baku, where some 2,000 Azerbaijani refugees from Armenia were settled. The pogroms resulted in the deaths of 32 people, according to official Soviet statistics, although many Armenians feel that the figures were understated by the Soviet media, as nearly all of Sumgait's Armenian population left the city after the pogrom. Armenians were beaten, raped and killed both on the streets of Sumgait and inside their apartments in three days of violence that was only put down when Soviet armed forces entered the city and quelled much of the rioting on March 1.


          The manner of which many Armenians were killed reverberated amongst Armenians who felt the pogrom was backed by government officials to intimidate those involved in the Karabakh movement. Violence slowly began to escalate after Sumgait as Gorbachev finally decided to send in Soviet Interior troops to Armenia in September 1988. By October 1989, over 100 people were estimated to have been killed since the revived idea of unification with Karabakh in February 1988. The issue temporarily absolved, when on December 7, 1988, a devastating earthquake hit Armenia, leveling the towns of Leninakan (now Gyumri) and Spitak, and killing an estimated 25,000 people.


          Gorbachev's attempts to stabilize the region were to no avail, as both sides were equally intransigent. Armenians refused to allow the issue to subside despite concessions made by Gorbachev, including a promise of a 400 million rubles package to introduce Armenian language textbooks and television programming in Karabakh. At the same time, Azerbaijan was unwilling to cede any territory to Armenia. Furthermore, the newly formed Karabakh Committee, which comprised eleven members including the future president of Armenia Levon Ter-Petrossian, were jailed by Moscow officials in the ensuing chaos after the quake. Such actions polarized relations between Armenia and the Kremlin; Armenians lost faith in Gorbachev and despised him even more because of his mishandling of the earthquake and his uncompromising stance in regards to Nagorno-Karabakh.


          


          Black January


          Inter-ethnic strife began to take a toll on both countries' populations, forcing most of the Armenians in Azerbaijan to flee back to Armenia and most of the Azeris in Armenia to Azerbaijan. The situation in Nagorno-Karabakh had grown so out of hand that in January 1989 the central government in Moscow temporarily took control of the region, a move welcomed by many Armenians. In the summer of 1989, Popular Front leaders and their ever-increasing supporters managed to pressure the Azerbaijan SSR to instigate a railway and air blockade against Armenia, effectively crippling Armenia's economy, as 85% of the cargo and goods arrived through rail traffic (this also cut off Nakhichevan from the rest of the Soviet Union). The disruption of rail service to Armenia was in part due to the attacks of Armenian militants on Azerbaijani train crews entering Armenia, who then began refusing to do so.


          In January 1990, another pogrom against Armenians in Baku forced Gorbachev to declare a state of emergency and sent MVD troops to restore order. A curfew was established and violent clashes between the soldiers and the surging Azerbaijan Popular Front were common, in one instance over 120 Azeris and eight MVD soldiers were killed in Baku. During this time, however, Azerbaijan's Communist Party had fallen and the belated order to send the MVD forces had more to do with keeping the Party in power than to protect the city's Armenian population. The events, referred to as " Black January," also delineated the relations between Azerbaijan and Russia.


          Fighting spread through other cities in Azerbaijan, including, in December 1988, in Ganja and Nakhichevan, where seven people (four of them soldiers) were killed and hundreds injured when Soviet army units attempted to stop attacks directed at Armenians.


          


          Operation Ring


          In the spring of 1991, President Gorbachev held a special countrywide referendum called the Union Treaty which would decide if the Soviet republics would remain together. Newly elected, non-communist leaders had come to power in the Soviet republics, including Boris Yeltsin in Russia (Gorbachev remained the President of the Soviet Union), Levon Ter-Petrossian in Armenia and Ayaz Mutalibov in Azerbaijan. Armenia and five other republics boycotted the referendum (Armenia would hold its own referendum and declared its independence from the Soviet Union on September 21, 1991), whereas Azerbaijan voted in compliance to the Treaty.


          As many Armenians and Azeris in Karabakh began an arms build up (by acquiring weaponry located in caches throughout Karabakh) in order to defend themselves, Mutalibov touted support from Gorbachev in launching a joint military operation in order to disarm Armenian militants in the region. Known as Operation Ring, the operation forcibly deported Armenians living in villages in the region of Shahumyan. It was perceived by both Soviet officials from the Kremlin and from the Armenian government as a method of intimidating the Armenian populace to giving up their demands for unification.


          The operation proved counter-productive to what it had originally sought to accomplish. The initial Armenian resistance inspired volunteers who flocked from Armenia, and only reinforced the belief among Armenians that the only solution to the Karabakh conflict was through outright armed conflict. Monte Melkonian, an Armenian-American who had served in revolutionary groups in the 1980s and would later rise to be perhaps the most famed commander of the war, argued that Karabakh be "liberated" and contended that if it remained in Azeri hands, the region of Syunik would then be annexed by the Azeris and the rest of Armenia would follow thereafter, concluding that "the loss of Artsakh could be the loss of Armenia." Velayat Kuliev, a writer and the deputy director of Azerbaijan's Literary Institute disputed this, "Lately the Armenian nationalists, including some quite influential people, have started talking again about ' Greater Armenia'. Its not just Azerbaijan. They want to annex parts of Georgia, Iran and Turkey."


          


          Weapons vacuum


          


          As the disintegration of the Soviet Union became a reality for Soviet citizens in the autumn of 1991, both sides sought to acquire weaponry from military caches located throughout Karabakh. The initial advantage tilted in Azerbaijan's favour. During the Cold War, the Soviet military doctrine for defending the Caucasus had outlined a strategy where Armenia would be a combat zone in the case NATO member Turkey invaded from the west. Thus, in the Armenian SSR only three divisions and no airfields had been established while the Azeri SSR had a total of five divisions and five military airfields. Furthermore, Armenia had approximately 500 railroad cars of ammunition in comparison to Azerbaijan's 10,000.


          As MVD forces began pulling out, they bequeathed the Armenians and Azerbaijanis a vast arsenal of ammunition and stored armored vehicles. The government forces initially sent by Gorbachev three years earlier were from other republics of the Soviet Union and many had no wish to remain any longer. Most were poor, young conscripts and many simply sold their weapons for cash or even vodka to either side, some even trying to sell tanks and armored personnel carriers (APCs). The unsecured weapons caches led both sides to blame and mock Gorbachev's policies as the ultimate cause of the conflict. The Azeris purchased a large quantity of these vehicles, as reported by the Azeri Foreign Ministry in November 1993, which said it had acquired 286 tanks, 842 armored vehicles, and 386 artillery pieces from the power vacuum. Several black markets also sprang up which included weaponry from the West.


          Further evidence also showed that Azerbaijan received substantial military aid and provisions from Israel, Iran, Turkey and numerous Arab countries. Most weaponry was Russian-made or came from the former Eastern bloc countries however some improvisation was made by both sides. The Armenian Diaspora managed to donate a significant amount of money to be sent to Armenia and even managed to push for legislation in the United States Congress to pass a bill entitled Section 907 of the Freedom Support Act in response to Azerbaijan's blockade against Armenia; restricting a complete ban on military aid from the United States to Azerbaijan in 1992. While Azerbaijan charged that the Russians were initially helping the Armenians, it was said that "the Azeri fighters in the region [were] far better equipped with Soviet military weaponry than their opponents."


          With Gorbachev resigning as Soviet General-Secretary on December 26, 1991, the remaining republics including the Ukraine, Belarus and Russia declared their independence and the Soviet Union ceased to exist on December 31, 1991. This dissolution gave way to any barriers that were keeping Armenia and Azerbaijan from waging a full scale war. One month prior, on November 21, the Azerbaijani Parliament rescinded Karabakh's status as an autonomous oblast and renamed its capital "Xankandi". In response, on December 10, a referendum was held in Karabakh by parliamentary leaders (with the local Azeri community boycotting it) where the Armenians voted overwhelmingly in favour of independence. On January 6 1992, the region declared its independence from Azerbaijan.


          The withdrawal of the Soviet interior forces from Nagorno-Karabakh in the Caucasus region was only temporary. By February 1992, the former Soviet states consolidated as the Commonwealth of Independent States (CIS). While Azerbaijan abstained from joining, Armenia, fearing a possible invasion by Turkey in the escalating conflict, entered the CIS which would have protected it under a "collective security umbrella". In January 1992, the CIS forces then moved in and established a headquarters at Stepanakert and took up a slightly more active role in peacekeeping, incorporating old units including the 366th Motorized Rifle Regiment and 4th Army.


          


          Building armies
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              The grave of Karo "the White Bear" Kaqhedjian, an Armenian-American, at Yerablur cemetery. Kaqhedjian was one of many Armenians from the Diaspora who volunteered to go and fight in the Karabakh conflict.
            

          


          The sporadic battles between Armenians and Azeris had intensified after Operation Ring recruited thousands of volunteers into improvised armies from both Armenia and Azerbaijan. In Armenia, a recurrent and popular theme at the time compared and idolized the separatist fighters to historical Armenian guerrilla groups and revered individuals such as Andranik Ozanian and Garegin Njdeh, who fought against the Ottoman Empire during the late 19th and early 20th centuries. In addition to the government's conscription of males aged 1845, many Armenians volunteered to fight and formed tchokats, or detachments, of about forty men, which combined with several others were under the command of a Lieutenant Colonel. Initially, many of these men chose when and where to serve and acted on their own behalf, rarely without any oversight, when attacking or defending areas. Direct insubordination was common as many of the men simply did not show up, looted the bodies of dead soldiers, and commodities such as diesel oil for armored vehicles disappeared only to be sold in black markets.


          Many women enlisted in the Armenian military; however, they more often served in auxiliary roles such as providing first-aid and evacuating wounded men from the battlefields than taking part in the fighting. Azerbaijan's military functioned in much the same manner; however, it was better organized during the first years of the war. The Azeri government also carried out conscription and many Azeris enthusiastically enlisted for combat in the first months after the Soviet Union collapsed. Azerbaijan's National Army consisted of roughly 30,000 men, in addition to nearly 10,000 in its OMON paramilitary force and several thousand volunteers from the Popular Front. Suret Huseynov, a wealthy Azeri, also improvised by creating his own military brigade, the 709th of the Azerbaijani Army, and purchasing many weapons and vehicles from the 23rd Motor Rifle Division's arsenal. İsgandar Hamidov's bozkurt or Grey Wolves brigade also mobilized for action. The government of Azerbaijan also poured a great deal of money into hiring mercenaries from other countries through the revenue it was making from its oil field assets on and near the Caspian Sea.


          Former troops of the Soviet Union also offered their services to either side. For example, one of the most prominent officers to serve on the Armenian side was former Soviet General Anatoly Zinevich, who remained in Nagorno-Karabakh for five years (1992  1997) and was involved in planning and implementation of many operations of the Armenian forces. By the end of war he held the position of Chief of Staff of the NKR armed forces. The estimated amount of manpower and military vehicles each entity involved in the conflict had in the 19931994 time period was:


          
            
              
                	Entity

                	Military Personnel

                	Artillery

                	Tanks

                	Armored personnel carriers

                	Armored fighting vehicles

                	Fighter aircraft
              


              
                	Republic of Nagorno-Karabakh

                	20,000

                	16

                	13

                	120

                	N/A

                	N/A
              


              
                	Republic of Armenia

                	20,000

                	170

                	160

                	240

                	200

                	N/A
              


              
                	Republic of Azerbaijan

                	42,000

                	330

                	280

                	360

                	480

                	170
              

            

          


          In an overall military comparison, the number of men eligible for military service in Armenia, in the age group of 1732, totaled 550,000, while in Azerbaijan it was 1.3 million. Most men from both sides had served in the Soviet Army and so had some form of military experience prior to the conflict. Among Karabakh Armenians, about 60% had served in the Soviet Army. Most Azeris, however, were often subject to discrimination during their service in the Soviet military and relegated to work in construction battalions rather than fighting corps. Despite the establishment of two officer academies including a naval school in Azerbaijan, the lack of such military experience was one factor that rendered Azerbaijan unprepared for the war.


          


          Spring 1992, Early Armenian victories


          


          Khojaly


          Officially the newly created Republic of Armenia publicly denied any involvement in providing any weapons, fuel, food, or other logistics to the secessionists in Nagorno-Karabakh. However, Ter-Petrossian later did admit to supplying them with logistical supplies and paying the salaries of the separatists but denied sending any of its own men to combat. Armenia faced a debilitating blockade by the now Republic of Azerbaijan as well as pressure from neighboring Turkey, which decided to side with Azerbaijan and build a closer relationship with it. The only land connection Armenia had with Karabakh was through the narrow mountainous Lachin corridor which could only be reached by helicopters. The region's only airport was in the small town of Khojaly, which was seven kilometers north of Stepanakert with an estimated population of 6,00010,000 people. Additionally, Khojaly had been serving as an artillery base and since February 23, was shelling Armenian and Russian units in the capital. By late February, Khojaly had largely been cut off. On February 26, Armenian forces, with the aid of armored vehicles in the 366th, mounted an offensive to capture Khojaly.


          According to Azerbaijani side and the affirmation of other sources including Human Rights Watch, the Moscow based human rights organization Memorial, and the biography of a leading Armenian commander, Monte Melkonian, documented and published by his brother, after Armenian forces captured Khojaly, they proceeded to massacre several hundred civilians evacuating from the town. Armenian forces had previously stated they would attack the city and left a land corridor for them to escape through. However, when the attack began, the attacking Armenian force easily outnumbered and overwhelmed the defenders who along with the civilians attempted to retreat north to the Azeri held city of Agdam. The airport's runway was found to have been intentionally destroyed, rendering it temporarily useless. The attacking forces then went on to pursue those fleeing through the corridor and opened fire upon them, killing scores of civilians. Facing charges of an intentional massacre of civilians by international groups, Armenian government officials denied the occurrence of a massacre and asserted an objective of silencing the artillery coming from Khojaly. An exact body count was never ascertained but conservative estimates have placed the number to 485. The official death toll provided by Azerbaijani authorities for casualties suffered during the events of February 2526 is 613 civilians, of them 106 women and 83 children. On March 3, 1992, the Boston Globe reported over 1,000 people had been slain over four years of conflict. It quoted the Mayor of Khojaly, Elmar Mamedov, as also saying 200 more were missing, 300 were held hostage, and 200 injured in the fighting.


          A report published in 1992 by the human rights organization Helsinki Watch however stated that their inquiry found that the Azerbaijani OMON and "the militia, still in uniform, and some still carrying their guns, were interspersed with the masses of civilians" which may have been the reason why Armenian troops fired upon them.


          


          The capture of Shusha
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          In the aftermath of Khojaly Massacre, in Azerbaijan, president Ayaz Mutalibov was forced to resign on March 6, 1992, under public pressure for his failure to protect and evacuate civilians in Khojaly. In the ensuing months after the capture of Khojaly, Azeri commanders holding out in the region's last bastion of Shusha began a large scale artillery bombardment with GRAD rocket launchers against Stepanakert. By April, the shelling had forced many of the 50,000 people living in Stepanakert to seek refuge in underground bunkers and basements. Facing ground incursions near the city's outlying areas, military leaders in Nagorno-Karabakh organized an offensive to take the town.


          On May 8, a force of several hundred Armenian troops accompanied by tanks and helicopters attacked the Shusha citadel. Fierce fighting took place in the town's streets and several hundred men were killed on both sides. Overwhelmed by the numerically superior fighting force, the Azeri commander in Shusha ordered a retreat and fighting ended on May 9.


          The capture of Shusha resonated loudly in neighboring Turkey. Its relations with Armenia had grown better after it had declared its independence from the Soviet Union; however they gradually worsened as a result of Armenia's gains in the Nagorno-Karabakh region. A deep resentment towards Turkey by Armenia predated the Soviet era and this enmity stemmed in part from the Armenian Genocide. Many Armenians collectively referred to Azeris as "Turks" since they are considered ethnic cousins. Turkey's prime minister, Suleyman Demirel said that he was under intense pressure by his people to have his country intervene and aid Azerbaijan. Demirel however, was opposed to such an intervention, saying that Turkey's entrance into the war would trigger an even greater Muslim-Christian conflict (Turks are predominantly Muslims).


          Turkey never did actively contribute troops to Azerbaijan but did send a great deal of military aid and advisers. In May 1992, the military commander of the CIS forces, Marshal Yevgeny Shaposhnikov, issued a warning to Western nations, especially the United States, to not interfere with the conflict in the Caucasus; stating it would "place us [the Commonwealth] on the verge of a third world war, and that cannot be allowed."


          A Chechen contingent, led by Shamil Basayev, was one of the units to participate in the conflict. According to Azeri Colonel Azer Rustamov, in 1992, "hundreds of Chechen volunteers rendered us invaluable help in these battles led by Shamil Basayev and Salman Raduev." Basayev was said to be one of the last fighters to leave Shusha. Basayev later said during his career, he and his battalion had only lost once, and that defeat came in Karabakh in fighting against the " Dashnak battalion". He later said he pulled his mujahideen out of the conflict when the war seemed to be more for nationalism than for jihad. During the conflict, Basayev was first introduced to Amir Ibn Khattab. Azerbaijani Ministry of Defence denies involvement of the latter.


          


          Sealing Lachin
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          The loss of Shusha led the Azeri parliament to lay the blame on Mamedov, which removed him from power and cleared Mutalibov of any responsibility after the loss of Khojaly; reinstating him as President on May 15 1992. Many Azeris saw this act as a coup in addition to the cancellation of the parliamentary elections slated in June of that year. The Azeri parliament at that time was made up of former leaders from the country's communist regime and the losses of Khojaly and Shusha only aggrandized their desires for free elections.


          To contribute to the turmoil, an offensive was launched by Armenian forces on May 18 to take the city of Lachin in the narrow corridor separating Armenia and Nagorno-Karabakh. The city itself was poorly guarded and, within the next day, Armenian forces took control of the town and cleared any remaining Azeris to open the road that linked the region to Armenia. The taking of the city then allowed an overland route to be connected with Armenia itself with supply convoys beginning to trek up the mountainous region of Lachin to Karabakh.


          The loss of Lachin was the final blow to Mutalibov's regime. Demonstrations were held despite Mutalibov's ban and an armed coup was staged by Popular Front activists. Fighting between government forces and Popular Front supporters escalated as the political opposition seized the parliament building in Baku as well as the airport and presidential office. On June 16, 1992, Abulfaz Elchibey was elected leader of Azerbaijan with many political leaders from the Azerbaijan Popular Front Party were elected into the parliament. The instigators characterized Mutalibov as an undedicated and weak leader in the war in Karabakh. Elchibey was staunchly against receiving any help from the Russians, instead favoring closer ties to Turkey.


          


          Escalation of the conflict


          


          Operation Goranboy


          On June 12, 1992, the Azeri military, along with Huseynov's own brigade, used a large amount of tanks, armored personnel carriers and attack helicopters to launch Operation Goranboy, a large three-day offensive from the relatively unguarded region of Shahumyan, north of Nagorno-Karabakh, in the process taking back several dozen villages in the Shahumyan region originally held by Armenian forces. Another reason the front collapsed so effortlessly was because it was manned by the volunteer detachments from Armenia which had abandoned the lines to go back to their country after the capture of Lachin. The offensive prompted the Armenian government to openly threaten Azerbaijan that it would overtly intervene and assist the separatists fighting in Karabakh.


          The assault forced Armenian forces to retreat south towards Stepanakert where Karabakh commanders contemplated destroying a vital hydroelectric dam in the Martakert region if the offensive was not halted. An estimated 30,000 Armenian refugees were also forced to flee to the capital as the assaulting forces had taken back nearly half of Nagorno-Karabakh. However, the thrust made by the Azeris ground to a halt when their armor was driven off by helicopter gunships. It was claimed that many of the crew members of the armored units in the Azeri launched assault were Russians from the 104th Guards Airborne Division based out of Ganja and, ironically enough, so were the units who eventually stopped them. According to an Armenian government official, they were able to persuade Russian military units to bombard and effectively halt the advance within a few days. This allowed the Armenian government to recuperate for the losses and reorganize a counteroffensive to restore the original lines of the front.


          Renewed fighting
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          In late June, a new, smaller Azeri offensive was planned, this time against the town of Martuni in the southeastern half of Karabakh. The attack force consisted of several dozen tanks and armored fighting vehicles along with a complement of several infantry companies massing along the Majgalashen and Jardar fronts near Martuni and Krasnyi Bazar. Martuni's regimental commander, Monte Melkonian, referred now by his men as "Avo", although lacking heavy armor, managed to stave off repeated attempts by the Azeri forces


          In late August 1992, Nagorno-Karabakh's government found itself in a disorderly state and its members resigned on August 17. Power was subsequently assumed by a council called the State Defense Committee which was chaired by Robert Kocharyan, stating it would temporarily govern the enclave until the conflict ended. At the same time, Azerbaijan also launched attacks by fixed wing aircraft, often bombing civilian targets. Kocharyan condemned what he believed were intentional attempts to kill civilians by the Azeris and also Russia's alleged passive and unconcerned attitude towards allowing its army's weapons stockpiles to be sold or transferred to Azerbaijan.


          


          Winter thaw


          As the winter of 1992 approached, both sides largely abstained from launching full scale offensives so as to reserve resources, such as gas and electricity, for domestic use. Despite the opening of an economic highway to the residents living in Karabakh, both Armenia and the enclave suffered a great deal due to the economic blockades imposed by Azerbaijan. While not completely shut off, material aid sent through Turkey arrived sporadically.


          Experiencing both food shortages and power shortages, after the close down of the Metsamor nuclear power plant, Armenia's economic outlook appeared bleak: in Georgia, a new bout of civil wars against separatists in Abkhazia and Ossetia began, who raided supply convoys and repeatedly destroyed the only oil pipeline leading from Russia to Armenia. Similar to the winter of 19911992, the 19921993 winter was especially cold, as many families throughout Armenia and Karabakh were left without heating and hot water.


          Other goods such as grain were more difficult to procure. The international Armenian Diaspora raised money and donated supplies for Armenia. In December, two shipments of 33,000 tons of grain and 150 tons of infant formula arrived from the United States via the Black Sea port of Batumi, Georgia. In February 1993, the European Community sent 4.5 million ECUs to Armenia. Armenia's southern neighbour Iran, also helped Armenia economically by providing power and electricity. Elchibey's oppositional stance against Iran and his remarks to unify with Iran's Azeri minority alienated relations between the two.


          Azeris displaced as internal and international refugees were forced to live in makeshift camps provided by both the Azerbaijan government and Iran. The International Red Cross also distributed blankets to the Azeris and noted that by December, enough food was being allocated for the refugees. Azerbaijan also struggled to rehabilitate its petroleum industry, the country's chief export. Its oil refineries were not generating at full capacity and production quotas fell well short of estimates. In 1965, the oil fields in Baku were producing 21.5 million tons of oil annually; by 1988, that number had dropped down to almost 3.3 million. Outdated Soviet refinery equipment and a reluctance by Western oil companies to invest in a war region where pipelines would routinely be destroyed prevented Azerbaijan from fully exploiting its oil wealth.


          


          Summer 1993, the war spills out


          


          Conflicts at home


          Despite the grueling winter both countries had suffered, the new year was viewed enthusiastically by both sides. President Elchibey expressed optimism towards bringing an agreeable solution to the conflict with Armenia's Ter-Petrossian. Glimmers of such hope however, quickly began to fade in January 1993, despite the calls for a new cease fire by Boris Yeltsin and George H. W. Bush, as hostilities in the region brewed up once more. Armenian forces began a new bout of offensives that overran villages in northern Karabakh that had been held by the Azeris since the previous autumn.


          Frustration over these military defeats took a toll in the domestic front in Azerbaijan. Azerbaijan's military had grown more desperate and defense minister Gaziev and Huseynov's brigade turned to Russian help, a move which ran against Elchibey's policies construable as insubordination. Political infighting and arguments on where to shift military units between the country's ministry of the interior, İsgandar Hamidov, and Gaziev led to the latters' resignation on February 20. A political shakedown also occurred in Armenia when Ter-Petrossian dismissed the country's prime minister, Khosrov Arutyunyan and his cabinet for failing to implement a viable economic plan for the country. Protests by Armenians against Ter-Petrossian's leadership were also suppressed and put down.


          


          Kelbajar


          Situated west of northern Karabakh, out of the boundaries of the region, was the rayon of Kelbajar which bordered alongside Armenia. With a population of about 45,000, the several dozen villages were made up of Azeris and Kurds. In March of 1993, the Armenian-held areas near the Sarsang reservoir in Mardakert were reported to have been coming under attack by the Azeris. After successfully defending the Martuni region, Melkonian's fighters were tasked to move to capture the region of Kelbajar, where the incursions and purported artillery shelling were said to have been coming from. Scant military opposition by the Azeris allowed Melkonian's fighters to quickly gain a foothold in the region and also captured several abandoned armored vehicles and tanks. At 2:45 P.M., on April 2, Armenian forces from two different directions advanced towards Kelbajar in an attack that quickly struck against Azeri armor and troops entrenched near the Ganje-Kelbjar intersection. Azeri forces were unable to halt advances made by Armenian armor units and nearly all died defending the area. The second attack towards Kelbajar also quickly overran the defenders. By April 3, Armenian forces had captured Kelbajar.


          The offensive provoked international rancor against the Armenian government, marking the first time Armenian forces had crossed the boundaries of the enclave itself and into Azerbaijan's territory. On April 30, the United Nations Security Council (UNSC) passed Resolution 822, co-sponsored by Turkey and Pakistan, affirming Nagorno-Karabakh as part of Azerbaijan's territorial integrity and demanding that Armenian forces withdraw from Kelbajar.


          
            
              [image: An Azeri man weeping in the ruins of a home in Agdam after an Armenian artillery bombardment.]

              
                An Azeri man weeping in the ruins of a home in Agdam after an Armenian artillery bombardment.
              

            


            

          


          The political repercussions were also felt in Azerbaijan when Huseynov embarked on his "march to Baku" from Ganje. Frustrated with what he felt was Elchibey's incompetence in dealing with the conflict and demoted from his rank of colonel, his brigade advanced towards Baku to unseat the President in early June. Elchibey stepped down from office on June 18 and power was assumed by then parliamentary member Heidar Aliev. On July 1, Huseynov was appointed prime minister of Azerbaijan.


          


          Agdam, Fizuli, Jebrail, and Zangelan fall


          While the people of Azerbaijan were adjusting to the new political landscape, many Armenians were coping with the death of Melkonian who was killed earlier on June 12 in a skirmish near the town of Merzuli as his death was publicly mourned at a national level in Yerevan. The Armenian forces exploited the political crisis in Baku, which had left the Karabakh front almost undefended by the Azerbaijani forces. The following four months of political instability in Azerbaijan led to the loss of control over five districts, as well as the north of Nagorno Karabakh. Azerbaijani military forces were unable to put up much resistance to Armenian advances and left most of the areas without any serious fighting. In late June, they were driven out from Martakert, losing their final foothold of the enclave. By July, the Armenian forces were preparing to attack and capture the region of Agdam, another rayon nestled outside of Nagorno-Karabakh, claiming that they were attempting to bolster a greater security buffer to keep Azeri artillery out of range.


          On July 4, an artillery bombardment was commenced by Armenian forces against the region's capital of Agdam, destroying many parts of the town. Soldiers, along with the civilians began to evacuate Agdam. Facing a military collapse, Aliev attempted to mediate with the de-facto Karabakh government and Minsk Group officials. In mid-August, Armenians massed a force to take the Azeri regions of Fizuli and Jebrail, south of Nagorno-Karabakh proper.


          In light of the Armenians' advance into Azerbaijan, Turkey's prime minister Tansu iller, warned the Armenian government not to attack Nakhichevan and demanded that Armenians pull out of Azerbaijan's territories. Thousands of Turkish troops were sent to the border between Turkey and Armenia in early September. Russian Federation forces in Armenia countered their movements and thus warded off any possibility that Turkey might play a military role in the conflict.


          By early September, Azeri forces were nearly in complete disarray. Much of the heavy weapons they had received and bought by the Russians were either taken out of action or abandoned during the battles. Since the June 1992 offensive, Armenian forces captured dozens of tanks, light armor and artillery from the Azeris. Further signs of Azerbaijan's desperation included the recruitment by Aliev of 1,0001,500 Afghan and Arab mujahadeen fighters from Afghanistan. Although the Azerbaijani government denied this claim, correspondence and photographs captured by Armenian forces indicated otherwise. Azerbaijan's attempts to recruit from its Lezgin and Talysh minorities was met with stiff resistance. Other sources of foreign help arrived from Pakistan and also Chechnya including guerilla fighter Shamil Basayev. The United States-based petroleum company, MEGA OIL, also hired several American military trainers as a prerequisite for it to acquire drilling rights to Azerbaijan's oil fields.
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          19931994, final clashes
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          In October 1993, Aliev was formally elected as President, and promised to bring social order to the country in addition to recapturing the lost regions. In October, Azerbaijan joined the CIS. The winter season was marked with similar conditions as in the previous year, both sides scavenging for wood and harvesting foodstuffs months in advance. Two subsequent UNSC resolutions were passed, (874 and 884), in October and November and, although reemphasizing the same points as the previous two, they acknowledged Nagorno-Karabakh as a party to the conflict.


          In early January, Azerbaijani forces and Afghan guerrillas recaptured part of the Fizuli district, including the railway junction of Horadiz on the Iranian border, but failed to recapture the town of Fizuli itself. On January 10, 1994, an offensive was launched by Azerbaijan towards the region of Mardakert in an attempt to recapture the northern section of the enclave. The offensive managed to advance and take back several parts of Karabakh in the north and to the south of but soon stalled. The Republic of Armenia began sending conscripts and regular Army and Interior Ministry troops to stop Azerbaijani advancements in Karabakh. To bolster the ranks of its army, the Armenian government issued a decree, instituting a three-month call-up for men up to age forty-five and resorted to press-gang raids to enlist recruits. Several active-duty Armenian Army soldiers were captured by the Azerbaijani forces.


          Azerbaijan's offensives grew more dire as men as young as 16 with little to no training at all were recruited and sent to take part in ineffective human wave attacks, tactics once employed by Iran during the Iran-Iraq War. The two offensives that took place in the winter cost Azerbaijan as many as 5,000 men (at the loss of several hundred Armenians). The main Azeri offensive was aimed at recapturing the Khelbajar district, thus threatening the Lachin corridor. The attack initially met little resistance and was successful in capturing the vital Omar Pass. However, as the Armenian forces reacted, the bloodiest clashes of the war ensued and the Azeri forces were soundly defeated. Several Azeri brigades were isolated when the Armenians recaptured the Omar Pass, and were eventually surrounded and liquidated.


          While the political foundations changed hands several times in Azerbaijan, most Armenian soldiers in Karabakh claimed that the youths, and Azeris themselves, were demoralized and lacked a sense of purpose and commitment to fighting the war. Russian professor Georgiy I. Mirsky also supported this viewpoint, stating that "Karabakh does not matter to Azerbaijanis as much as it does to Armenians. Probably, this is why young volunteers from Armenia proper have been much more eager to fight and die for Karabakh than the Azerbaijanis have." This reality was reflected by a journalist who noted that "In Stepanakert, it is impossible to find an able-bodied man - whether volunteer from Armenia or local resident - out of uniform. [Whereas in] Azerbaijan, draft-age men hang out in cafes." Prior to his death in 1989, Andrei Sakharov also supported this view, famously stating, "For Azerbaijan the issue of Karabakh is a matter of ambition, for the Armenians of Karabakh, it is a matter of life or death."


          


          Final cease-fire


          After six years of intensive fighting, both sides were ready for a cease-fire. Azerbaijan, after exhausting nearly all its manpower was relying on a cease-fire to be put forth by either the CSCE or by Russia as Armenian commanders stated their forces had an unimpeded path towards Baku. The borders however remained confined to Karabakh and the immediate rayons surrounding it. Diplomatic channels increased between Armenia and Azerbaijan in the month of May. The final battles of the conflict took place near Shahumyan in a series of brief engagements between Armenian and Azeri forces at Gulistan.


          On May 16, the leaders of Armenia, Azerbaijan, Nagorno-Karabakh, and Russia met in Moscow to sign a truce that would effectively call for a cessation of hostilities. In Azerbaijan, many welcomed the end of hostilities, while others felt that a contingent of peacekeeping troops to temporarily remain in the area should not have came from Russia. Sporadic fighting continued in some parts of the region but all sides affirmed that they would stay committed to honoring the cease-fire.


          


          A frozen conflict
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          Today, the Nagorno-Karabakh conflict remains one of several frozen conflicts in the post-Soviet states along with Georgia's breakaway regions of Abkhazia and South Ossetia as well as Moldova's troubles with Transnistria. Karabakh remains under the jurisdiction of the government of the unrecognized but de facto independent Republic of Nagorno-Karabakh and maintains its own uniformed military, the Nagorno-Karabakh Defense Army. Contrary to media reports which nearly always mentioned the religions of the Armenians and Azeris, the war's religious aspects never gained enough significance as an additional casus belli as it remained primarily an issue on territory and the human rights of Armenians in Karabakh. Since 1995, the OSCE has been mediating with the governments of Armenia and Azerbaijan to settle for a new solution. Numerous proposals have been made which have primarily been based on both sides making several concessions. One such proposal stipulated that as Armenian forces withdrew from the seven regions surrounding Karabakh, Azerbaijan would share some of its economic assets including profits from an oil pipeline that would go from Baku through Armenia to Turkey. Other proposals also included that Azerbaijan would provide the broadest form of autonomy to the enclave next to granting it full independence. Armenia has also been pressured by being excluded from major economic projects throughout the region, including the Baku-Tbilisi-Ceyhan pipeline and Kars-Tbilisi-Baku railway.


          Most autonomy proposals have been rejected, however, by the Armenians, who consider it as a matter that is not negotiable. Likewise, Azerbaijan has also refused to let the matter subside and regularly threatens to resume hostilities. On March 30, 1998, Robert Kocharyan was elected President and continued to reject calls for making a deal to resolve the conflict. In 2001, Kocharyan and Aliev met at Key West, Florida to discuss the issues and, while several Western diplomats expressed optimism, mounting opposition against any concessions by both countries thwarted hopes for a peaceful resolution.


          Refugees displaced from the fighting account to nearly one million people. An estimated 400,000 Armenians living in Azerbaijan fled to Armenia or Russia and a further 30,000 came from Karabakh. Many of those who left Karabakh returned after the war ended. An estimated 800,000 Azeris were displaced from the fighting including those from both Armenia and the enclave. Various other ethnic groups living in Karabakh were also forced to live in refugee camps built by both the Azeri and Iranian governments. Although the issue of amount of Azeri territory controlled by Armenians has often been claimed to be 20% and even as high 40%, the number is estimated, taking into account the exclave of Nakhichevan, 13.62% or 14% (The number comes down to 9% if the territory of Nagorno Karabakh is excluded).


          The ramifications of the war were said to have played a part in the February 2004 murder of Armenian Lieutenant Gurgen Markaryan who was hacked to death with an axe by his Azerbaijani counterpart, Ramil Safarov at a NATO training seminar in Budapest, Hungary. Enmity against the Armenians also led to the destruction of thousands of centuries-old Armenian headstones, known as khatchkars, in cemeteries in Julfa, Nakhichevan. This was first revealed in 1998 and temporarily halted but continued on into 2005. In Azerbaijan, Armenia's control of the region is also likened to the Nazi occupation of the Soviet Union during World War II.


          In early 2008, tensions between Armenia, the NKR Karabakh and Azerbaian took a turn for the worse. On the diplomatic front, President Ilham Aliyev once again repeated increasingly bellicose statements that Azerbaijan would resort to force, if necessary, to take the territories back; concurrently, shooting incidents along the line of contact increased. The most significant breach of the cease-fire occurred on March 5, 2008, when up to sixteen soldiers were killed. Both sides accused the other of starting the battle. Moreover, the usage of artillery in the recent skirmishes marks a significant departure from previous clashes, which usually involved only sniper or machine gun fire.


          


          Air war


          


          The air war in Karabakh involved primarily fighter jets and attack helicopters. The primary transport helicopters of the war were the Mi-8 and its cousin, the Mi-17 and were used extensively by both sides. Armenia's active air force consisted of only two Su-25 ground support bombers, one of which was lost due to friendly fire. There were also several Su-22s and Su-17s however these aging craft took a backseat for the duration of the war. Azerbaijan's air force was composed of forty-five combat aircraft which were often piloted by experienced Russian and Ukrainian mercenaries from the former Soviet military. They flew mission sorties over Karabakh with such sophisticated jets as the Mig-25 and Sukhoi Su-24 and with older-generation Soviet fighter bombers, such as the Mig-21. They were reported to have been paid a monthly salary of over 5,000 rubles and flew bombing campaigns from air force bases in Azerbaijan often targeting Stepanakert.


          These pilots, like the men from the Soviet interior forces in the onset of the conflict, were also poor and took the jobs as a means of supporting their families. Several were shot down over the city by Armenian forces, and according to one of the pilots' commanders, with assistance provided by the Russians. Many of these pilots faced the threat of execution by Armenian forces if they were shot down. The setup of the defense system severely hampered Azerbaijan's ability to carry out and launch more air strikes. The most widely used helicopter gunship by both the Armenians and Azeris was the Soviet-made Mil Mi-24 Krokodil.


          


          The Russian role


          Russia, the largest republic of the former Soviet Union, played a dual and often obfuscated role during the war. The hardline members of the Soviet government supported Azerbaijan in the initial stages of the war because "until the Soviet Union's collapse...Azerbaijan was the last bastion of communist orthodoxy in the Caucasus." A contingent of troops during the war consisted of a 23,000-man force housed at the Russian 102nd Military Base near Gyumri. In Azerbaijan, Russian forces sped up the process of withdrawing after the assault on Khojaly and completely withdrew in 1993, one year ahead of schedule. Russian support during the war remained officially neutral. However, despite this stance, both sides accused the Russian military of favoritism.


          While Azerbaijan alleged involvement of Russian Army units based in Armenia during the Armenian offensives on Azerbaijani positions, the Armenian side claimed that Russian combatants were volunteers. On September 11, 1992, Azerbaijani forces captured six Russian special forces (spetznaz) troops of the 7th Russian Army based in Armenia near the village of Merjimek in Kelbajar. The men reportedly were paid in Russian rubles by the Armenian Ministry of Defense for action near the village of Srkhavend, Nagorno-Karabakh, in June 1992. Soldiers of Armenian descent serving in the Russian 127th Division based in Armenia were captured in Kelbajar province, Azerbaijan, in January 1994. But, as Markar Melkonian, Monte Melkonian's brother, notes, Russia welcomed the Armenian victories, including Kelbajar's:


          
            The Armenian offensive came at a time of escalating military threats to Russia: Washington was eager to push NATO right up to Russia's western doorstep, to set up military bases in Central Asia, and to abrogate the Anti-Ballistic Missile Treaty. Chechnya teetered on the brink of secessionist rebellion in the high Caucasus, while...the newly independent Republic of Georgia, was tearing itself up in civil war. And now Azerbaijan, the former Soviet Republic, once again turned its eyes toward Russia's age-old enemy, Turkey....Only Armenia held any promise as a reliable Russian ally in the southern Caucasus.

          


          Although it is well known that Russians among other ethnic groups of the former Soviet Union fought as mercenaries on both sides, official Russian military support relied primarily on the accounts of eyewitnesses. Russian military units were said to have been cooperating with Armenian units when they took Khojaly and similarly with Azerbaijan during its summer 1992 offensive. But even after the 366th regiment was officially withdrawn from Karabakh, many Russian mercenaries kept fighting on the Armenian side, seeing no future in Russia if they returned. A Boston Globe correspondent witnessed in March 1992 "a fair sprinkling of non-Armenian troops in and around Stepanakert." Among them was lieutenant colonel Yury Nikolayevich, who was said to have been the deputy commander of the 366th Motorized Regiment, who went over to the Armenian fighters with a large part of the regiment's military hardware.


          


          Misconduct


          Emerging from the collapse of the Soviet Union as nascent states and due to the near-immediate fighting, it was not until mid-1993 that Armenia and Azerbaijan became signatories of international law agreements, including the Geneva Conventions. Allegations from all three governments (including Nagorno-Karabakh's) regularly accused the other side of committing atrocities which were at times confirmed by third party media sources or human rights organizations. Khojaly, for example, was confirmed by both Human Rights Watch and Memorial while what became known as the Maraghar Massacre was first independently affirmed by the British-based human rights organization Christian Solidarity International in 1992. Azerbaijan was also criticized for its use of aerial bombing in densely populated civilian areas.


          The lack of international laws for either side to abide by virtually sanctioned activity in the war to what would be considered war crimes. Looting and mutilation (body parts such as ears, brought back from the front as treasured war souvenirs) of dead soldiers were commonly reported and even boasted about among soldiers. Another practice that took form, not by soldiers but by regular civilians during the war, was the bartering of prisoners between Armenians and Azerbaijanis. Often, when contact was lost between family members and a soldier or a militiaman serving at the front, they took it upon themselves to organize an exchange by personally capturing a soldier from the battle lines and holding them in the confines of their own homes. New York Times journalist Yo'av Karny noted this practice was as "old as the people occupying [the] land."


          After the war ended, both sides alleged their opponents of continuing to hold captives; Azerbaijan claimed Armenia was continuing to hold near 5,000 Azeri prisoners while Armenians claimed Azerbaijan was holding 600 people. The non-profit group, Helsinki Initiative 92, investigated two prisons in Shusha and Stepanakert after the war ended, but concluded there were no prisoners-of-war there. A similar investigation arrived to the same conclusion while searching for Armenians allegedly laboring in Azerbaijan's quarries.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nagorno-Karabakh_War"
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              	Nahuatl, Mexicano, Nawatl

              Nāhuatlahtōlli, Māsēwallahtōlli
            


            
              	Nahua woman from the Florentine Codex. The speech scroll indicates that she is speaking:

              	[image: ]
            


            
              	Spokenin:

              	Mexico

              ( Mexico State, Distrito Federal, Puebla, Veracruz, Hidalgo, Guerrero, Morelos, Oaxaca, Michoacn and Durango)

              El Salvador

              United States,
            


            
              	Totalspeakers:

              	1.45 million (2000)
            


            
              	Language family:

              	Uto-Aztecan

              Aztecan

              General Aztec

              Nahuatl, Mexicano, Nawatl
            


            
              	Official status
            


            
              	Official language in:

              	none
            


            
              	Regulated by:

              	Instituto Nacional de Lenguas Indgenas
            


            
              	Language codes
            


            
              	ISO 639-1:

              	none
            


            
              	ISO 639-2:

              	nah
            


            
              	ISO 639-3:

              	nci Classical Nahuatl

              For modern varieties, see List of Nahuan languages.
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          Nahuatl ( [ˈnaː.wat͡ɬ] ) is a group of related languages and dialects of the Aztecan, or Nahuan, branch of the Uto-Aztecan language family. All Nahuan branch languages are indigenous to Mesoamerica and are spoken by an estimated 1.5million Nahua people, most of whom live in Central Mexico.


          Nahuatl has been spoken in Central Mexico since at least the 7th century AD. At the time of the Spanish conquest of Mexico in the early 16th century it was the language of the Aztecs, who dominated central Mexico during the Late Postclassic period of Mesoamerican chronology. The expansion and influence of the Aztec Empire led to the dialect spoken by the Aztecs of Tenochtitlan becoming a prestige language in Mesoamerica in this period. With the introduction of the Latin alphabet, Nahuatl also became a literary language and many chronicles, grammars, works of poetry, administrative documents and codices were written in the 16th and 17th centuries. This early literary language based on the Tenochtitlan dialect has been labeled Classical Nahuatl and is among the most-studied and best-documented languages of the Americas.


          Today Nahuan dialects are spoken in scattered communities mostly in rural areas. There are considerable differences between dialects, and some are mutually unintelligible. They have all been subject to varying degrees of influence from Spanish. No modern dialects are identical to Classical Nahuatl, but those spoken in and around the Valley of Mexico are generally more closely related to it than those on the periphery. Under Mexico's Ley General de Derechos Lingsticos de los Pueblos Indgenas ("General Law on the Linguistic Rights of Indigenous Peoples") promulgated in 2003, Nahuatl along with the other indigenous languages of Mexico are recognized as lenguas nacionales ("national languages") in the regions where they are spoken, with the same status as Spanish.


          Nahuatl is a language with a complex morphology characterized by polysynthesis and agglutination, allowing the construction of long words with complex meanings out of several stems and affixes. Nahuatl has been influenced by other Mesoamerican languages through centuries of coexistence, becoming part of the Mesoamerican Linguistic Area. Many words from Nahuatl have been borrowed into Spanish and further on into hundreds of other languages. These are mostly words for concepts indigenous to central Mexico which the Spanish heard mentioned for the first time by their Nahuatl names. English words of Nahuatl origin include " atlatl", "avocado", " chili", "chocolate", " coyote" and " tomato".


          


          History


          


          Pre-Columbian period


          By a general consensus developed in the 20th century, linguists contend that the Uto-Aztecan languages originated in the southwestern United States, and thereafter migrated southwards into Mexico. Some recent scholars such as Jane H. Hill have challenged this view, by proposing instead that the Uto-Aztecan languages originated in central Mexico and then spread northwards at a very early date. This hypothesis is yet to be consolidated, and a northern origin of the Uto-Aztecan languages remains the most favored.


          Archaeological, ethnohistorical and linguistic evidence suggests that speakers of early Nahuan languages first migrated into central Mexico from the northern Mexican deserts, most likely in several waves. Before reaching the central altiplano, these early pre-Nahuan groups probably spent a period of time in contact with the Coracholan languages in northwestern Mexico ( Cora and Huichol).


          This migration of proto-Nahuatl speakers into the Mesoamerican region has been placed at sometime around AD 500, towards the end of the Early Classic period in Mesoamerican chronology. The major political and cultural influence across the region in the Early Classic had been Teotihuacan, the great city which flourished in central Mexico during the first half-millennium AD. The language(s) spoken by Teotihuacan's founders has long been debated, and the relationship of Nahuatl to Teotihuacan has figured centrally in that enquiry. While in the 19th and early 20th centuries it was presumed that Teotihuacan had been founded by speakers of Nahuatl, later linguistic and archaeological research tended to discount this view. Instead, the timing of the Nahuatl influx was seen to coincide more closely with Teotihuacan's fall than its rise, and other candidates such as Totonacan identified as more likely. Recently discovered linguistic and epigraphic evidence from the Maya region has revived interest in the notion that Nahuan influences may have been significantly earlier than previously thought, opening up again the possibility of a significant Nahuatl presence at Teotihuacan. However the exact implications of this evidence are not yet agreed upon by the Mesoamericanist community, and the linguistic affiliations of Teotihuacan's populace remain undetermined.


          In Mesoamerica the Nahua came into contact with speakers of Mayan, Oto-Manguean and Mixe-Zoquean languages who had coexisted for millennia, and whose languages had converged to form the Mesoamerican Linguistic Area. The earlier nomadic Nahuas adopted many aspects of Mesoamerican culture, which caused proto-Nahuatl to develop new traits similar to the other Mesoamerican languages. Those traits which are common to all Nahuatl varieties, but are absent in other Uto-Aztecan languages outside of Mesoamerica, are held to date from this period. Examples of such adopted traits include the use of relational nouns, the appearance of calques, or loan translations, and a form of possessive construction typical of Mesoamerican languages.


          The first group to split from the main group of proto-Nahuatl speakers were the Pochutec, who went on to settle on the Pacific coast of Oaxaca, possibly as early as AD 400, arriving in Mesoamerica a few centuries earlier than the main bulk of Nahua peoples. The earliest migrations are thought to correspond to the modern peripheral dialects some of which are relatively conservative and do not display much influence from the central dialects. Some Nahuan groups migrated south along the Central American isthmus, reaching as far as El Salvador and Panama. They would be ancestral to speakers of modern Pipil. Beginning in the 7th century Nahuan speakers rose to power in central Mexico, where they expanded into areas earlier occupied by speakers of Oto-Manguean, Totonacan and Huastec languages. The people of the Toltec culture of Tula, Hidalgo, which was active in central Mexico around the 10th century, are thought to have been Nahuatl speakers, and the traits associated with the central dialects spread within central Mexico in the epi-Toltec period migrations.


          By the 11th century, Nahuatl speakers were dominant in the Valley of Mexico and far beyond, with centers such as Azcapotzalco, Colhuacan and Cholula rising to prominence. Successive Nahua migrations from the north into the region continued into the Postclassic period. One of the last of these migrations to arrive in the valley settled on an island in the Lake Texcoco and proceeded to subjugate the surrounding tribes. This group were the Mexica (or Mexihka), who over the course of the next three centuries founded an empire based from Tenochtitlan, their island capital. Their political and linguistic influence came to reach well into Central America and it is well documented that among several non-Nahuan ethnic groups, such as the K'iche' Maya, Nahuatl became a prestige language used for long distance trade and spoken by the elite groups.


          


          Colonial period


          With the arrival of the Spanish in 1519 the tables turned for the Nahuatl language, and a new language became dominant. However, because the Spanish allied themselves with the Nahuatl speakers from Tlaxcala and later with the conquered Aztecs, the Nahuatl language continued spreading throughout Mesoamerica in the decades after the conquest, when Spanish expeditions with thousands of Nahua soldiers marched north and south to conquer new territories. Jesuit missions in northern Mexico and the southwestern US region often included a barrio of Tlaxcaltec soldiers who remained to guard the mission. For example, some fourteen years after the northeastern city of Saltillo, Coahuila, was founded in 1577, a Tlaxcaltec community was resettled in a separate nearby village ( San Esteban de Nueva Tlaxcala), to cultivate the land and aid colonization efforts that had stalled in the face of local hostility to the Spanish settlement. Spanish conquests to the south of Mexico also often included Tlaxcatecs or other Nahuatl speaking allies.
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          As a part of their missionary efforts, members of various religious orders (principally Fransciscan friars, Dominican friars and Jesuits) introduced the Latin alphabet to the Nahuas, who were eager to learn to read and write both in Spanish and in their own language. Within the first twenty years after the Spanish arrival, texts were being prepared in the Nahuatl language written in Latin characters. Also during this time institutions of learning were founded, such as the Colegio de Santa Cruz de Tlatelolco, inaugurated in 1536, which taught both indigenous and classical European languages to both Indians and priests. Missionary grammarians undertook the writing of grammars of indigenous languages for use by priests. The first Nahuatl grammar, written by Andrs de Olmos, was published in 1547, three years before the first French grammar. By 1645 a further four had been published: one by Alonso de Molina in 1571, one by Antonio del Rincn in 1595, one by Diego de Guzmn in 1642, and in 1645, what is today considered the most important Nahuatl grammar, that of Horacio Carochi.


          In 1570 King Philip II of Spain decreed that Nahuatl should become the official language of the colonies of New Spain in order to facilitate communication between the Spanish and natives of the colonies. This led to the Spanish missionaries teaching Nahuatl to Indians who were native speakers of other indigenous languages as far south as Honduras, Guatemala, and El Salvador. During the 16th and 17th centuries, Classical Nahuatl was used as a literary language, and a large corpus of texts from that period is in existence today. Texts from this period include histories, chronicles, poetry, theatrical works, Christian canonical works, ethnographic description and a wide variety of administrative and mundane documents. The Spanish permitted a great deal of autonomy in the local administration of indigenous towns during this period, and in many Nahuatl speaking towns Nahuatl was the de facto administrative language both in writing and speech. A large body of Nahuatl literature was composed during this period, including the Florentine Codex, a twelve-volume compendium of Aztec culture compiled by Franciscan Bernardino de Sahagn; Crnica Mexicayotl, a chronicle of the royal lineage of Tenochtitlan by Fernando Alvarado Tezozmoc; Cantares Mexicanos, a collection of songs in Nahuatl; a Nahuatl-Spanish/Spanish-Nahuatl dictionary compiled by Alonso de Molina; and the Huei tlamahuioltica, a description in Nahuatl of the apparition of the Virgin of Guadalupe.


          Grammars and dictionaries of indigenous languages were composed throughout the colonial period, but their quality was highest in the initial period and declined towards the ends of the 18th century. In practice, the friars found that learning all the indigenous languages was impossible and began to focus on Nahuatl. For a period the linguistic situation in Mesoamerica remained relatively stable, but in 1696 King Charles II passed a decree banning the use of any language other than Spanish throughout the Spanish Empire. In 1770 another decree with the avowed purpose of eliminating the indigenous languages, issued by the Royal Cedula, ended the existence of Classical Nahuatl as a literary language.


          


          Modern period
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          Throughout the modern period the situation of indigenous languages has grown increasingly precarious, and the numbers of speakers of virtually all indigenous languages have dwindled. Although the absolute number of Nahuatl speakers has actually risen over the past century, indigenous populations have become increasingly marginalized in Mexican society. In 1895, Nahuatl was spoken by over 5% of the population. By 2000, this proportion had fallen to 1.49%. Given the process of marginalization combined with the trend of migration to urban areas and to the United States, some linguists are warning of impending language death. At present Nahuatl is mostly spoken in rural areas by an impoverished class of indigenous subsistence agriculturists.


          Since the early 20th century and until recently, educational policies in Mexico focused on the "hispanification" of indigenous communities, teaching only Spanish and discouraging the use of Nahuatl. The result has been that today no group of Nahuatl speakers has general literacy in Nahuatl, while their literacy rate in Spanish also remains much lower than the national average. Even so, Nahuatl is still spoken by well over a million people, of whom around 10% are monolingual. Nahuatl as a whole is not imminently endangered, but some of its dialects are severely endangered and others have become extinct within the last few decades of the 20th century.


          More recent government policy has encouraged the establishment of bilingual schools where at least some of the instruction is in Nahuatl. Although there are still problems, such as lack of textbooks in the Nahuatl of particular regions, or teachers from one dialect assigned to teach children in another region, there is at least some movement towards more widespread literacy in Nahuatl and use of Nahuatl in written form. The Ley General de Derechos Lingsticos de los Pueblos Indgenas ("General Law regarding the Linguistic Rights of the Indigenous Peoples"), promulgated on 13 March 2003, recognizes all the country's indigenous languages, including Nahuatl, as "national languages" and gives indigenous people the right to use them in all spheres of public and private life. Government-sponsored broadcasting in Nahuatl is also carried by the CDI's radio stations.


          In February 2008 the mayor of Mexico City, Marcelo Ebrard, launched a drive to have all government employees learn Nahuatl. Ebrard stated he would continue institutionalizing Nahuatl, and that it was important for Mexico to remember its history and its tradition.


          


          Geographic distribution


          
            
              Speakers over 5 years of age in the ten states with most speakers (2000 census). Absolute and relative numbers.
            

            
              	Region

              	Totals

              	Percentages
            


            
              	Federal District

              	37,450

              	0.44%
            


            
              	Guerrero

              	136,681

              	4.44%
            


            
              	Hidalgo

              	221,684

              	9.92%
            


            
              	Mexico (state)

              	55,802

              	0.43%
            


            
              	Morelos

              	18,656

              	1.20%
            


            
              	Oaxaca

              	10,979

              	0.32%
            


            
              	Puebla

              	416,968

              	8.21%
            


            
              	San Luis Potos

              	138,523

              	6.02%
            


            
              	Tlaxcala

              	23,737

              	2.47%
            


            
              	Veracruz

              	338,324

              	4.90%
            


            
              	Rest of Mexico

              	50,132

              	0.10%
            


            
              	Total:

              	1,448,937

              	1.49%
            

          


          A range of Nahuatl dialects are currently spoken in an area stretching from the northern state of Durango to Veracruz in the southeast. Pipil (also known as Nawat), the southernmost Nahuan language, is spoken in El Salvador by a small number of speakers. Another Nahuan language, Pochutec, was spoken on the coast of Oaxaca until circa 1930.


          Based on figures accumulated by INEGI from the national census conducted in 2000, Nahuatl is spoken by an estimated 1.45million people, some 198,000 (14.9%) of whom are monolingual. There is a disparity in monolingualism between males and females, with females representing nearly two-thirds of all monolinguals. The states of Guerrero and Hidalgo have the highest ratios of monolingual Nahuatl speakers, calculated at 24.2% and 22.6%, respectively. The proportion of monolinguals for most other states is less than 5%.


          The largest concentrations of Nahuatl speakers are found in the states of Puebla, Veracruz, Hidalgo, San Luis Potos, and Guerrero. Significant populations are also found in Mexico State, Morelos, and the Federal District, with smaller communities in Michoacn and Durango. Nahuatl was formerly spoken in the states of Jalisco and Colima, where it became extinct during the 20th century. As a result of internal migrations within the country, all Mexico's states today have some isolated pockets and groups of Nahuatl speakers. The modern influx of Mexican workers and families into the United States has resulted in the establishment of a few small Nahuatl-speaking communities, particularly in New York and California.


          


          Classification


          The terminology used to describe varieties of spoken Nahuatl is inconsistently applied. Many terms are used for differing meanings, or the same groupings go under several names. Sometimes older terms are substituted with newer terms or the speakers' own name for their specific variety. The word Nahuatl is itself a Nahuatl word, probably derived from the word nāwatlahtolli ("clear language"). The language was formerly called "Aztec" because it was spoken by the Aztecs, who however didn't call themselves Aztecs but mexica, and their language mexicacopa. Nowadays the term "Aztec" is rarely used for modern Nahuan languages, but "Aztecan" is used for the Nahuatl languages and dialects when described as the second constituent part of the Uto-Aztecan language family. (This group is also often called "Nahuan".) "General Aztec" is used by some linguists to refer to the Aztecan languages excluding Pochutec.


          The speakers of Nahuatl themselves often refer to their language as either mexicano or a word derived from mācēhualli, the Nahuatl word for "commoner". One example of the latter is the case for Nahuatl spoken in Tetelcingo, Morelos, whose speakers call their language msiehuali. The Pipil of El Salvador do not call their own language "Pipil", as most linguists do, but rather nawat. The Nahuas of Durango call their language mexicanero. Speakers of Nahuatl of the Isthmus of Tehuantepec call their language mela'tajtol ("the straight language"). Some speech communities also use "Nahuatl" as the name for their language although this seems to be a recent innovation. Linguists commonly identify localized dialects of Nahuatl by adding as a qualifier the name of the village or area where that variety is spoken (for example, "Nahuatl of Acaxochitlan").


          


          Genealogy


          The Nahuatl languages belong to the Uto-Aztecan language family which is one of the largest and best studied language families of the Americas. The Nahuatl languages (including Pipil and the extinct Pochutec) are the only members of the "Aztecan" or "Nahuan" subgroup of Uto-Aztecan. The subgroupings of the Nahuan dialects and languages have been the subject of discussions among linguists for the past fifty years. Early classifications rested on the assumption that the basic division of Nahuan languages lay between the languages which had the /tl/ sound and others which had /t/. This assumption was refuted by Lyle Campbell and Ronald Langacker in 1978, who showed that all the Aztecan languages had shared the development of */t/ to /tl/ but that subsequently some dialects had changed the /tl/ back to /t/ or /l/.


          The most recent authoritative classifications of the Nahuan languages have been done by Yolanda Lastra de Surez and by Una Canger. Both of these approaches were based on dialectological research that focussed on delineating isoglosses, or linguistic boundaries, based on differences in phonology, grammar and vocabulary. Both classifications define the basic split to be that between central and peripheral dialects. The hypothesis presented is that the speakers of peripheral dialects were the first Nahuatl speakers to arrive in Mesoamerica, and that they therefore preserve some slightly archaic features. The speakers of the central dialects who arrived later, among them the Aztecs, introduced linguistic innovations that then spread outwards from the Valley of Mexico aided by the expansion of Aztec hegemony and prestige. The two classifications are largely similar, but differ in their treatment of the dialects from the region of La Huasteca. Canger places these in the central group, while Lastra de Surez places them in a separate group. The classification below is based on that of Lastra de Surez, combined with Lyle Campbell's classification for the higher-level groupings.


          
            
              	
                Uto-Aztecan 5000 BP*

                
                  	Shoshonean (a.k.a. Northern Uto-Aztecan)


                  	Sonoran**


                  	
                    Aztecan 2000 BP (a.k.a. Nahuan)

                    
                      	Pochutec  Coast of Oaxaca


                      	
                        General Aztec (a.k.a. Nahuatl)

                        
                          	Western periphery Dialects of Durango (Mexicanero), Michoacn, Western Mexico state, extinct dialects of Colima and Nayarit


                          	Eastern Periphery Pipil language and dialects of Sierra de Puebla, southern Veracruz and Tabasco (Isthmus dialects)


                          	Huasteca Dialects of northern Puebla, Hidalgo, San Luis Potos and northern Veracruz


                          	Centre Dialects of central Puebla, Tlaxcala, central Veracruz, Morelos, Mexico state, central and southern Guerrero

                        

                      

                    

                  

                

              

            

          


          
            	*Estimated split date by glottochronology (BP = years Before Present).


            	**Some scholars continue to classify Aztecan and Sonoran together under a separate group (called variously "Sonoran", "Mexican", or "Southern Uto-Aztecan"). There is increasing evidence that whatever degree of additional resemblance there might be between Aztecan and Sonoran when compared with Shoshonean is probably due to proximity contact, rather than to a common immediate parent stock other than Uto-Aztecan.

          


          


          Phonology


          Nahuan is defined as a subgroup of Uto-Aztecan by having undergone a number of shared changes from the Uto-Aztecan proto-language (PUA) since the original speakers of Nahuan split from the main Uto-Aztecan group. These changes shared by all Nahuan languages are the basis for the reconstruction of an intermediate stage called Proto-Nahuan (PN) from which the modern Nahuan languages have since developed.


          The table below shows the phonemic inventory of Classical Nahuatl, as an example of a typical Nahuan language. Many modern dialects have undergone changes from proto-Nahuan that have resulted in different phonemic inventories. For example some dialects do not have the /t͡ɬ/ phoneme that is so common in classical Nahuatl, but have instead changed it into /t/ as it has happened in Isthmus-Mecayapan Nahuatl, Mexicanero and Pipil or into /l/ as it has happened in Nahuatl of Pmaro, Michoacn. Many dialects no longer distinguish between short and long vowels. Some have introduced completely new vowel qualities to compensate for this, as is the case for Tetelcingo Nahuatl. Others developed a pitch accent, such as Nahuatl of Oapan, Guerrero. Many modern dialects have also introduced new phonemes such as /b, d, ɡ, f/ under influence from Spanish.


          


          Sounds


          
            
              	
                
                  
                    The consonants of classical Nahuatl
                  

                  
                    	

                    	Labial

                    	Alveolar

                    	Post-

                    alveolar

                    	Palatal

                    	Velar

                    	Labio-

                    velar

                    	Glottal
                  


                  
                    	Nasal

                    	m

                    	n

                    	

                    	

                    	

                    	

                    	
                  


                  
                    	Plosive

                    	p

                    	t

                    	

                    	

                    	k

                    	kʷ

                    	ʔ (h)*
                  


                  
                    	Affricate

                    	

                    	t͡ɬ/t͡s

                    	t͡ʃ

                    	

                    	

                    	

                    	
                  


                  
                    	Fricative

                    	

                    	s

                    	ʃ

                    	

                    	

                    	

                    	
                  


                  
                    	Approximant

                    	

                    	l

                    	

                    	j

                    	

                    	w

                    	
                  

                

              

              	
                
                  
                    The vowels of classical Nahuatl
                  

                  
                    	

                    	Front

                    	Central

                    	Back
                  


                  
                    	long

                    	short

                    	long

                    	short

                    	long

                    	short
                  


                  
                    	Close

                    	iː

                    	i

                    	

                    	

                    	oː

                    	o
                  


                  
                    	Mid

                    	eː

                    	e

                    	
                  


                  
                    	Open

                    	

                    	

                    	aː

                    	a

                    	

                    	
                  

                

              
            

          


          
            	* The glottal phoneme (called the " saltillo") only occurs after vowels. In many modern dialects it is realized as an [h], but in classical Nahuatl and in other modern dialects it is a glottal stop [ʔ].

          


          Nahuatl generally has stress on the penultimate syllable of a word, but some varieties have changed this. Mexicanero Nahuat from Durango has lost many unstressed syllables and now has phonemic stress, and Pochutec had the accent on the last syllable of the word.


          


          Allophony


          Allophony, in Nahuatl, is not very rich in most varieties: In many dialects the voiced consonants are often devoiced in wordfinal position and in consonant clusters: /j/ devoices to a voiceless palatal sibilant /ʃ/, /w/ devoices to a voiceless glottal fricative [h] or to a voiceless labialized velar approximant [ʍ] and /l/ devoices to voiceless alveolar lateral [ɬ]. In some dialects the first consonant in almost any consonant cluster becomes [h]. Some dialects have productive lenition of voiceless consonants into their voiced counterparts between vowels. The nasals are normally assimilated to the place of articulation of a following consonant. The voiceless lateral affricate [t͡ɬ] is assimilated after /l/ and pronounced as [l].


          


          Phonotactics


          Classical Nahuatl and most of the modern varieties have fairly simple phonological systems. They allow only syllables with maximally one initial and one final consonant. Consonant clusters only occur wordmedially and over syllable boundaries. Some morphemes have two alternating forms, one with a vowel i to prevent consonant clusters, and one without. For example, the absolutive suffix has the variant forms  tli (used after consonants) and  tl (used after vowels).


          Some modern varieties however have formed complex clusters due to vowel loss. Others have contracted syllable sequences, causing accents to shift or vowels to become long.


          


          Reduplication


          Many varieties of Nahuatl have productive reduplication. By reduplicating the first syllable of a root a new word is formed. In nouns this is often used to form plurals, e.g. /tla:katl/ "man" > /tla:tla:kah/ "men", but also in some varieties to form diminutives, honorifics, or for derivations. In verbs reduplication is often used to form a reiterative (expressing repetition), or to intensify the meaning of the verb. E.g. /kitta/ "he sees it", /kihitta/ "he looks at it repeatedly" and /ki:itta/ "he stares at it".


          


          Grammar


          The Nahuatl languages are agglutinative, polysynthetic languages that make extensive use of compounding, incorporation and derivation. That is, they can add many different prefixes and suffixes to a root until very long words are formed  and a single word can constitute an entire sentence.


          The following verb shows how the verb is marked for subject, patient, object, and indirect object:


          
            	
              
                	ni-mit͡s-te:-t͡la-maki:-lti:-s


                	I-you-someone-something-give-CAUSATIVE-FUTURE


                	"I shall make somebody give something to you" (Classical Nahuatl)

              

            

          


          


          Nouns


          The Nahuatl noun is relatively complex with some inflectional categories. It is only obligatorily inflected for number and possession. Noun compounds are commonly formed by combining two or more nominal stem, or combining a noun stem with other kinds of stems such as adjectives or verbs. Nahuatl has neither case nor gender, but Classical Nahuatl and some modern dialects distinguish between animate and inanimate nouns which behave differently with respect to pluralization.


          In most varieties of Nahuatl most nouns in the unpossessed singular form take a suffix traditionally called an "absolutive". The most common forms of the absolutive are -tl after vowels, -tli after consonants other than l, and -li after l.


          Nahuatl distinguishes only singular and plural forms of nouns. Plural forms of nouns are normally formed by adding a suffix, although some words form irregular plurals by using reduplication. In Classical Nahuatl only animate nouns could take a plural form, whereas all inanimate nouns were uncountable (like the words "bread" and "money" are uncountable in English). Nowadays many dialects do not maintain this distinction and allow all nouns to be pluralized, although most inanimates and sometimes animates often show the common number pattern, i.e. their absolutive form can be understood as either singular or plural.


          
            
              	
                Singular noun:


                
                  	kojo-t͡l


                  	coyote-ABSOLUTIVE


                  	"coyote" (Classical Nahuatl)

                

              

              	
                Plural animate noun:


                
                  	kojo-meh


                  	coyote-PLURAL


                  	"coyotes" (Classical Nahuatl)

                

              
            

          


          Nahuatl distinguishes between possessed and unpossessed forms of nouns. As mentioned above, the absolutive suffix is not used on possessed nouns. In all dialects possessed nouns take a prefix agreeing with number and person of its possessor.


          
            
              	
                Absolutive noun:


                
                  	kal-li


                  	house-ABSOLUTIVE


                  	"house" (Classical Nahuatl)

                

              

              	
                Possessed noun:


                
                  	no-kal


                  	my-house


                  	"my house" (Classical Nahuatl)

                

              
            

          


          Nahuatl does not have grammatical case but uses what is sometimes called a relational noun to describe spatial (and other) relations. These morphemes cannot appear alone but must always occur after a noun or a possessive prefix. They are also often called postpositions or locative suffixes. In some ways these locative constructions resemble, and can be thought of as, locative case constructions. Most modern dialects have incorporated prepositions from Spanish that are competing with or that have completely replaced relational nouns.


          
            
              	
                Uses of relational noun/postposition/locative -pan with a possessive prefix:


                
                  	no-pan


                  	my-in/on


                  	"in/on me" (Classical Nahuatl)

                


                
                  	i:-pan


                  	its-in/on


                  	"in/on it" (Classical Nahuatl)

                


                
                  	i:-pan kal-li


                  	its-in house-ABSOLUTIVE


                  	"in the house" (Classical Nahuatl)

                

              

              	
                Use with a preceding noun stem:


                
                  	kal-pan


                  	house-in


                  	"in the house" (Classical Nahuatl)

                

              
            

          


          


          Pronouns


          Nahuatl generally distinguishes three persons  both in the singular and plural numbers. In at least one modern dialect, the Isthmus-Mecayapan variety, there has come to be a distinction between inclusive (I/we and you) and exclusive (we but not you) forms of the first person plural:


          
            
              	
                First person plural pronoun in Classical Nahuatl:


                
                  	tehwa:ntin "we"

                

              

              	
                First person plural pronouns in Isthmus-Mecayapan Nahuat:


                
                  	nejamēn ([nehame:n]) "We but not you"


                  	tejamēn ([tehame:n]) "We, I and you (and others)"

                

              
            

          


          Much more common is an honorific/non-honorific distinction, usually applied to second and third persons but not first.


          
            
              	
                Non-honorific forms:


                
                  	tehwa:tl "you sg."


                  	amehwa:ntin "you pl."


                  	yehwatl "he/she/it"

                

              

              	
                Honorific forms


                
                  	tehwa:tzin "you sg. honorific"


                  	amehwa:ntzitzin "you pl. honorific"


                  	yehwa:tzin "he/she honorific"

                

              
            

          


          


          Verbs


          The Nahuatl verb is quite complex and inflects many grammatical categories. The verb is composed of a root which can take both prefixes and suffixes. The person of the subject, and person and number of the object and indirect object is expressed by agreement prefixes, whereas tense, aspect, mood and subject number is expressed by suffixes.


          Most Nahuatl dialects distinguish present, past and future tenses and perfective and imperfective aspects. Some varieties have progressive or habitual aspects. As for moods all dialects distinguish indicative and imperative moods and some also have optative and vetative moods.


          Most Nahuatl varieties have a number of ways to alter the valency of a verb. Classical Nahuatl had a passive voice, but this is not found in most modern varieties. However the applicative and causative voices are found in many modern dialects. Many Nahuatl varieties also allow forming verbal compounds with two or more verbal roots.


          The following verbal form has two verbal roots and is inflected for causative voice and both a direct and indirect object:


          
            	ni-kin-t͡la-kwa-lti:-s-neki


            	I-them-something-eat-CAUSATIVE-FUTURE-want


            	"I want to feed them" (Classical Nahuatl)

          


          Some Nahuatl varieties, notably Classical Nahuatl, can inflect the verb to show the direction of the verbal action going away from or towards the speaker. Some also have specific inflectional categories showing purpose and direction and such complex notions as "to go in order to" or "to come in order to", "go, do and return", "do while going", "do while coming", "do upon arrival", or "go around doing".


          Classical Nahuatl and many modern dialects have grammaticalised ways to express politeness towards addressees or even towards people or things that are being mentioned, by using special verb forms and special "honorific suffixes".


          
            
              	
                Familiar verbal form:


                
                  	ti-mo-t͡la:lo-a


                  	you-yourself-run-PRESENT


                  	"you run"(Classical Nahuatl)

                

              

              	
                Honorific verbal form:


                
                  	ti-mo-t͡la:lo-t͡sino-a


                  	you-yourself-run-HONORIFIC-PRESENT


                  	"You run"(said with respect) (Classical Nahuatl)

                

              
            

          


          


          Syntax


          The syntax of modern and Classical Nahuatl has been a topic of numerous studies. Some linguists, notably Mark Baker, have argued that Nahuatl displays the properties of a non-configurational language, meaning that word order in Nahuatl is basically free. He notes that Nahuatl allows all possible inversions of the basic sentence constituents, allows pro-drop of all direct arguments of a predicate, and that certain kinds of syntactically discontinuous expressions are allowed.


          The widest accepted conclusion is that Nahuatl originally has a basic verb initial word order but with extensive freedom for variation which is then used to encode pragmatic functions such as focus and topicality. For example in most varieties independent pronouns are used only for emphasis.


          
            	newal no-nobia


            	I my-fiance


            	"My fiance "(and not anyone elses) (Michoacn Nahual)

          


          Some Nahuatl scholars such as Michel Launey and J. Richard Andrews have argued that classical Nahuatl syntax is best characterised by what Launey calls "omnipredicativity", meaning that any noun or verb in the language is in fact a full predicative sentence. This is a radical interpretation of Nahuatl syntactic typology, that nonetheless seems to account for some of its peculiarities, for example, why nouns must also carry the same agreement prefixes as verbs, and why predicates do not require any noun phrases to function as their arguments. For example the verbal form "tzahtzi" means "he/she/it shouts", and with the second person prefix titzahtzi it means "you shout". Nouns are inflected in the same way: the noun "konētl" means not just "child", but also "it is a child", and tikonētl means "you are a child". This prompts the omnipredicative interpretation which posits that all nouns are also predicates, and that a phrase such as "tzahtzi in konētl" should not be interpreted as meaning just "the child screams" but, more correctly, "it screams, (the one that) is a child".


          


          Contact phenomena


          Nearly 500 years of intense contact between speakers of Nahuatl and speakers of Spanish, combined with the minority status of Nahuatl and the higher prestige associated with Spanish has caused many changes in modern Nahuatl varieties, with large numbers of words borrowed from Spanish into Nahuatl, and the introduction of new syntactic constructions and grammatical categories.


          For example, a construction like the following, with several borrowed words and particles, is common in many modern varieties (Spanish loanwords in boldface):


          
            	pero āmo tēchentenderoah lo que tlen tictoah en mexicano


            	but not they-us-understand-PLURAL that which what we-it-say in Nahuatl


            	"But they don't understand what we say in Nahuatl" (Malinche Nahuatl)

          


          In some modern dialects basic word order has become a fixed Subject Verb Object, probably under influence from Spanish. Other changes in the syntax of modern Nahuatl includes the usage of Spanish prepositions instead of postpositions or relational nouns and the reinterpretation of original postpositions/relational nouns into prepositions. In the following example, from Michoacn Nahual, the postposition -ka meaning "with" appears used as a preposition, with no preceding object:


          
            	ti-ya ti-k-wika ka tel


            	you-go you-it-carry with you


            	"are you going to carry it with you?" (Michoacn Nahual)

          


          And, in this example from Mexicanero Nahuat, of Durango, the original postposition/relational noun -pin "in/on" is used as a preposition. "porque", a preposition borrowed from Spanish, also occurs in the sentence.


          
            	amo wel kalaki-y pin kal porke akwa-tik im pwerta


            	not can he-enter-PAST in house because it-closed-was the door


            	"He couldn't enter the house because the door was closed" (Mexicanero Nahuat)

          


          Many dialects have also undergone a degree of simplification of their morphology which has caused some scholars to consider them to have ceased to be polysynthetic.


          


          Vocabulary


          
            [image: The tomato is native to Mexico and the Aztecs called the red variety "xitōmatl" whereas the green Currant tomato was called "tōmatl" – the source for the English word "tomato".]

            
              The tomato is native to Mexico and the Aztecs called the red variety "xitōmatl" whereas the green Currant tomato was called "tōmatl"  the source for the English word "tomato".
            

          


          Many Nahuatl words have been borrowed into the Spanish language, most of which are terms designating things indigenous to the American continent. Some of these loans are restricted to Mexican or Central American Spanish, but others have entered all the varieties of Spanish in the world. A number of them, such as "chocolate", "tomato" and "avocado" have made their way into many other languages via Spanish.


          Likewise a number of English words have been borrowed from Nahuatl through Spanish. Two of the most prominent are undoubtedly chocolate and tomato (from Nahuatl tomatl). Other common words such as coyote (from Nahuatl coyotl), avocado (from Nahuatl ahuacatl) and chile or chili (from Nahuatl chilli). The word chicle is also derived from Nahuatl tzictli "sticky stuff, chicle". Some other English words from Nahuatl are: Aztec, (from aztecatl); cacao (from Nahuatl cacahuatl 'shell, rind'); ocelot (from ocelotl). In Mexico many words for common everyday concepts attest to the close contact between Spanish and Nahuatl, so many in fact that entire dictionaries of "mexicanismos" (words particular to Mexican Spanish) have been published tracing Nahuatl etymologies, as well as Spanish words with origins in other indigenous languages. Many well-known toponyms also come from Nahuatl, including Mexico (from the Nahuatl word for the Aztec capital mexihco) and Guatemala (from the word cuauhtēmallan).


          


          Writing and literature


          


          Writing


          
            [image: The placenames Mapachtepec ("Raccoon Hill"), Mazatlan ("Deer Place") and Huitztlan ("Thorn Place") written in the Aztec writing system. From the Codex Mendoza.]

            
              The placenames Mapachtepec ("Raccoon Hill"), Mazatlan ("Deer Place") and Huitztlan ("Thorn Place") written in the Aztec writing system. From the Codex Mendoza.
            

          


          Precolumbian Aztec writing used three basic means of expression: direct representation, or pictures of what was expressed; ideograms or logograms symbolically representing a thing or concept; and, to some degree, phonetic transcription, employing logograms meant to represent only the sound of a given word, to be interpreted according to the rebus principle. This writing system was adequate for keeping such records as genealogies, astronomical information, and tribute lists, but could not represent a full vocabulary of spoken language in the way that the writing systems of the old world or that of the Maya civilization could. Aztec writing was not meant to be read, but to be told; the elaborate codices were essentially pictographic aids for teaching, and long texts were memorized.


          The Spanish introduced the Roman script, which was used to record a large body of Aztec prose, poetry and mundane documentation such as testaments, administrative documents, legal letters, etc. In a matter of decades pictorial writing was completely replaced with the Latin alphabet. No standardized Latin orthography has been developed for Nahuatl, and no general consensus has arisen for the representation of many sounds in Nahuatl that are lacking in Spanish, such as long vowels and the glottal stop. The orthography most accurately representing the phonemes of Nahuatl was developed in the 17th century by the Jesuit Horacio Carochi. Carochi's orthography used two different accents: a macron to represent long vowels and a grave for the saltillo, and sometimes an acute accent for short vowels. This orthography did not achieve a wide following outside of the Jesuit community.


          When Nahuatl became the subject of focused linguistic studies in the 20th century, linguists acknowledged the need to represent all the phonemes of the language. Several practical orthographies were developed to transcribe the language, many using the Americanist transcription system. With the establishment of Mexico's Instituto Nacional de Lenguas Indgenas in 2004, new attempts to create standardized orthographies for the different dialects were resumed; however to this day there is no single official orthography for Nahuatl. Apart from dialectal differences, major issues in transcribing Nahuatl include:


          
            	whether or not to follow Spanish orthographic practice and write /k/ with c and qu, /kʷ/ with cu, /s/ with c/z or s, and /w/ with hu or u.


            	how to write the " saltillo" phoneme (in some dialects pronounced as a glottal stop [ʔ] and in others as an [h]), which has been spelled with j, h, ' (apostrophe), or a grave accent on the preceding vowel, but which traditionally has often been omitted in writing.


            	whether and how to represent vowel length, e.g. by double vowels or by the use of macrons.

          


          


          Literature


          Among the indigenous languages of the Americas, Nahuatl's extensive corpus of surviving literature dating back to the 16th and 17th centuries may be considered unique. Nahuatl literature encompasses a diverse array of genres and styles, the documents themselves composed under many different circumstances. It appears that the pre-conquest Nahua had a distinction much like the European distinction between " prose" and "poetry", the first called tlahtolli "speech" and the second cuicatl "song".


          Nahuatl tlahtolli prose has been preserved in different forms. Annals and chronicles recount history, normally written from the perspective of a particular altepetl (locally based polity) and often combining mythical accounts with real events. Important works in this genre include those from Chalco written by Chimalpahin, from Tlaxcala by Diego Muoz Camargo, from Mexico-Tenochtitlan by Fernando Alvarado Tezozomoc and those of Texcoco by Fernando Alva Ixtlilxochitl. Many annals recount history year-by-year and are normally written by anonymous authors. These works are sometimes evidently based on pre-Columbian pictorial year counts that existed, such as the Cuauhtitlan annals and the Anales de Tlatelolco. Purely mythological narratives are also found, like the "Legend of the Five Suns", the Aztec creation myth recounted in Codex Chimalpopoca.


          One of the most important works of prose written in Nahuatl is the twelve-volume compilation generally known as the Florentine Codex, produced in the mid-16th century by the Franciscan missionary Bernardino de Sahagn with the help of a number of Nahua informants. With this work Sahagn bestowed an enormous ethnographic description of the Nahua, written in side-by-side translations of Nahuatl and Spanish and illustrated throughout by colour plates drawn by indigenous painters. Its volumes cover a diverse range of topics: Aztec history, material culture, social organization, religious and ceremonial life, rhetorical style and metaphors. The twelfth volume provides an indigenous perspective on the conquest itself. Sahagn also made a point of trying to document the richness of the Nahuatl language, stating:


          
            
              	

              	This work is like a dragnet to bring to light all the words of this language with their exact and metaphorical meanings, and all their ways of speaking, and most of their practices good and evil.

              	
            

          


          Nahuatl poetry is preserved in principally two sources: the Cantares Mexicanos and the Romances de los seores de Nueva Espaa, both collections of Aztec songs written down in the 16th and 17th centuries. Some songs may have been preserved through oral tradition from pre-conquest times until the time of their writing, for example the songs attributed to the poet-king of Texcoco, Nezahualcoyotl. Lockhart and Karttunen identify more than four distinct styles of songs, e.g. the icnocuicatl ("sad song"), the xopancuicatl ("song of spring"), melahuaccuicatl ("plain song") and yaocuicatl ("song of war"), each with distinct stylistic traits. Aztec poetry makes rich use of metaphoric imagery and themes and are lamentation of the brevity of human existence, the celebration of valiant warriors who die in battle, and the appreciation of the beauty of life.


          


          Stylistics


          The Aztecs distinguished between the at least two social registers of language: the language of commoners (macehuallahtolli) and the language of the nobility (tecpillahtolli). The latter was marked by the use of a distinct rhetorical style. Since literacy was confined mainly to these higher social classes, most of the existing prose and poetical documents were written in this style. An important feature of this high rhetorical style of formal oratory was the use of parallelism, whereby the orator structured their speech in couplets consisting of two parallel phrases. For example:


          
            	ye maca timiquican


            	"May we not die"


            	ye maca tipolihuican


            	"May we not perish"

          


          Another kind of parallelism used is referred to by modern linguists as difrasismo, in which two phrases are symbolically combined to give a metaphorical reading. Classical Nahuatl was rich in such diphrasal metaphors, and a number of the primary-source language commentaries such as Sahagn's Florentine Codex and Andrs de Olmos' Arte describe and give examples of this particular rhetoric trait. Such difrasismos include:


          
            	in xochitl, in cuicatl


            	"The flower, the song"  meaning "poetry"

          


          
            	in cuitlapilli, in atlapalli


            	"the tail, the wing"  meaning "the common people"

          


          
            	in toptli, in petlacalli


            	"the chest, the box" meaning "something secret"

          


          
            	in yollohtli, in eztli


            	"the heart, the blood"  meaning "cacao"

          


          
            	in iztlactli, in tenqualactli


            	"the drool, the spittle"  meaning "lies"

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nahuatl"
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              	Coordinates:
            


            
              	Country

              	Kenya
            


            
              	Province

              	Nairobi Province
            


            
              	HQ

              	City Hall
            


            
              	Founded

              	1899
            


            
              	Constituencies of Nairobi

              	
                
                  
                    List
                  


                  
                    Makadara

                    Kamukunji

                    Starehe

                    Langata

                    Dagoretti

                    Westlands

                    Kasarani

                    Embakasi
                  

                

              
            


            
              	Government
            


            
              	- Mayor

              	Geoffrey Majiwa
            


            
              	Area
            


            
              	-City

              	684km(264.1sqmi)
            


            
              	Elevation

              	1,661m (5,450ft)
            


            
              	Population (2007)
            


            
              	-City

              	2,940,911
            


            
              	- Density

              	4,230/km(10,955.6/sqmi)
            


            
              	- Urban

              	3 million
            


            
              	- Metro

              	4 million
            


            
              	Time zone

              	EAT ( UTC+3)
            


            
              	Website: http://www.nairobicity.org/
            

          


          Nairobi (pronounced /naɪˈroʊbɪ/) is the capital and largest city of Kenya. The name "Nairobi" comes from the Maasai phrase Enkare Nyirobi, which translates to "the place of cool waters". However, it is popularly known as the "Green City in the Sun."


          Founded in 1899, the city was handed capital status from Mombasa in 1905. Nairobi is also the capital of the Nairobi Province and of the Nairobi District. The city lies on the Nairobi River, in the south of the nation, and has an elevation of 1661 m (5450 ft) above sea-level.


          Nairobi is the most populous city in East Africa, with an estimated urban population of between 3 and 4 million. According to the 1999 Census, in the administrative area of Nairobi, 2,143,254 inhabitants lived within 684 km. Nairobi is currently the 4th largest city in Africa.


          Nairobi is now one of the most prominent cities in Africa politically and financially. Home to many companies and organizations, Nairobi is established as a hub for business and culture. The Globalization and World Cities Study Group and Network ( GaWC) defines Nairobi as a prominent social centre.


          



          


          History


          The area was an essentially uninhabited swamp until a supply depot of the Uganda Railway was built in 1899, which soon became the railway's headquarters. The city was named after a water hole known in Maasai as Ewaso Nyirobi, meaning "cool waters." It was totally rebuilt in the early 1900s after an outbreak of plague and the burning of the original town. The location of the Nairobi railway camp was chosen due to its central position between Mombasa and Kampala. It was also chosen because its network of rivers could supply the camp with water, and its elevation would make it cool enough for residential purposes. Furthermore, at 1661 metres above the sea level the temperatures are too low for the malaria mosquito to survive.


          In 1905, Nairobi replaced Mombasa as capital of the British protectorate, and the city grew around administration and tourism, initially in the form of big game hunting. As the British colonialists started to explore the region, they started using Nairobi as their first port of call. This prompted the colonial government to build several spectacular grand hotels in the city. The main occupants were British game hunters.


          Nairobi continued to grow under the British rule, and many Britons settled within the city's suburbs. The continuous expansion of the city began to anger the Maasai, as the city was devouring their land to the south. It also angered the Kikuyu people, who wanted the land returned to them.


          In 1919, Nairobi was declared to be a municipality. In February 1926, E.A.T. Dutton passed through Nairobi on his way to Mount Kenya, and said of the city:


          
            Maybe one day Nairobi will be laid out with tarred roads, with avenues of flowering trees, flanked by noble buildings; with open spaces and stately squares; a cathedral worthy of faith and country; museums and galleries of art; theatres and public offices. And it is fair to say that the Government and the Municipality have already bravely tackled the problem and that a town-plan ambitious enough to turn Nairobi into a thing of beauty has been slowly worked out, and much has already been done. But until that plan has borne fruit, Nairobi must remain what she was then, a slatternly creature, unfit to queen it over so lovely a country.


             Dutton,

          


          After the end of World War II, this friction developed into the Mau Mau rebellion. Jomo Kenyatta, Kenya's future president, was jailed for his involvement even though there was no evidence linking him to the rebellion. Pressure exerted from the locals onto the British resulted in Kenyan independence in 1963, with Nairobi as the capital of the new republic.


          After independence, Nairobi grew rapidly and this growth put pressure on the city's infrastructure. Power cuts and water shortages were a common occurrence, though in the past few years better city planning has helped to put some of these problems in check.


          The U.S. Embassy in Nairobi was bombed in August 1998 by Al-Qaida, as one of a series of U.S. embassy bombings. Over two hundred civilians were killed. It is now the site of a memorial park.


          


          Geography
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          The city is located at and occupies 684square kilometres (260sqmi). It is situated 1661 metres (5450ft) above sea level.


          Nairobi is situated between the cities of Kampala and Mombasa.As Nairobi is adjacent to the eastern edge of the Rift Valley, minor earthquakes and tremors occasionally occur. The Ngong hills, located to the west of the city, are the most prominent geographical feature of the Nairobi Area. Mount Kenya is situated north of Nairobi and Mount Kilimanjaro is towards the south-east. Both mountains are visible from Nairobi on a clear day.


          The Nairobi River and its tributaries traverse through the Nairobi Province. Nobel Peace Prize laureate Wangari Maathai has fought fiercely to save the indigenous Karura Forest in northern Nairobi which was under threat of being replaced by housing and other infrastructure.


          Nairobi's western suburbs stretch all the way from the Kenyatta National Hospital in the south to the UN headquarters and Gigiri in the north, a distance of about 20kilometres (12mi).


          The city is centred on the City Square, which is located in the Central Business District. The Kenyan Parliament buildings, the Holy Family Cathedral, Nairobi City Hall, Nairobi Law Courts and the Kenyatta Conference Centre all surround the square.


          


          Climate


          At 1,661metres (5,449ft) above sea level, Nairobi enjoys a fairly moderate climate. The altitude makes for some chilly evenings, especially in the June/July season when the temperature can drop to 10C (50F). The sunniest and warmest part of the year are from December to March, when temperatures average the mid-twenties during the day. The mean maximum temperature for this period is 24C (75F).


          There are two rainy seasons but rainfall can be moderate. The cloudiest part of the year is just after the first rainy season, when, until September, conditions are usually overcast with drizzle. As Nairobi is situated close the equator, the differences between the seasons are minimal. The seasons are referred to as the wet season and dry season. The timing of sunrise and sunset does not vary tremendously throughout the year, due to Nairobi's close proximity to the equator.


          



          
            
              	Weather averages for
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Average high C (F)

              	24.5 (76)

              	25.6 (78)

              	25.6 (78)

              	24.1 (75)

              	22.6 (73)

              	21.5 (71)

              	20.6 (69)

              	21.4 (71)

              	23.7 (75)

              	24.7 (76)

              	23.1 (74)

              	23.4 (74)
            


            
              	Average low C (F)

              	11.5 (53)

              	11.6 (53)

              	13.1 (56)

              	14.0 (57)

              	13.2 (56)

              	11.0 (52)

              	10.1 (50)

              	10.2 (50)

              	10.5 (51)

              	12.5 (55)

              	13.1 (56)

              	12.6 (55)
            


            
              	Precipitation mm (inches)

              	64.1 (2.52)

              	56.5 (2.22)

              	92.8 (3.65)

              	219.4 (8.64)

              	176.6 (6.95)

              	35.0 (1.38)

              	17.5 (0.69)

              	23.5 (0.93)

              	28.3 (1.11)

              	55.3 (2.18)

              	154.2 (6.07)

              	101.0 (3.98)
            


            
              	Source: 2008- 01-10
            

          


          


          Districts


          Nairobi is divided into a series of districts. The constituencies of Nairobi are Makadara, Kamukunji, Starehe, Langata, Dagoretti, Westlands, Kasarani and Embakasi. The main administrative divisions of Nairobi are Central, Dagoretti, Embakasi, Kasarani, Kibera, Makadara, Pumwani and Westlands. Most of the upmarket suburbs are situated to the west of Nairobi, where most European settlers resided in colonial times. These include Karen, Langata, Lavington and Highridge. The region's European past is highlighted by the number of English place-names in the area. In the western outskirts, Kangemi and Dagoretti areas are inhabited by non-wealthy residents. Most low and lower-middle income estates are located in eastern Nairobi. These include Kariokor, Dandora, Kariobangi, Embakasi and Huruma. Many Somali immigrants have settled in Eastleigh, nicknamed 'Little Mogadishu'.


          


          Parks and gardens
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              Uhuru Monument, located in Uhuru Park, built in 1988 to commemorate 10 years in power of former president Daniel arap Moi.
            

          


          Nairobi has many parks and open spaces throughout the city. Most of Nairobi is green-space, and the city has dense tree-cover. The most famous park in Nairobi is Uhuru Park. The park borders the central business district and the neighbourhood Upper Hill. Uhuru (Freedom) Park is a centre for outdoor speeches, services and rallies. The park was to be built-over by former President Daniel arap Moi, who wanted his KANU party's 62-storey headquarters situated in the park. However, the park was saved by Wangari Maathai, who won a Nobel Peace Prize in 2004 for her efforts.


          Central Park is adjacent to Uhuru Park, and includes a memorial for Jomo Kenyatta, the first president of Kenya. Other notable open spaces include Jeevanjee Gardens, City Park and Nairobi Arboretum.


          


          Business and economy
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              I&M Bank headquarters in Nairobi.
            

          


          Nairobi is home to the Nairobi Stock Exchange (NSE), one of Africa's largest. The NSE was officially recognised as an overseas stock exchange by the London Stock Exchange in 1953. The exchange is Africa's 4th largest (in terms of trading volumes) and 5th (in terms of Market Capitalization as a percentage of GDP).


          Nairobi is the regional headquarters of several international companies and organizations. This makes it one of the most influential cities in Africa. In 2007 alone, General Electric, Young & Rubicam, Google, Coca Cola and Celtel relocated their African headquarters to the city. The United Nations has strong presence in Nairobi; the United Nations Office at Nairobi hosts UNEP and UN-Habitat headquarters.


          Several of Africa's largest companies are headquartered in Nairobi. KenGen, which is the largest African stock outside South Africa, is based in the city. Kenya Airways, Africa's fourth largest airline, uses Nairobi's Jomo Kenyatta International Airport as a hub.


          Goods manufactured in Nairobi include clothing, textiles, building materials, processed foods, beverages, cigarettes etc. Several foreign companies have factories based in and around the city. These includes Goodyear, General Motors, Toyota Motors, Coca Cola and American audit firm PricewaterhouseCoopers


          Nairobi has a large tourist industry, being both a tourist destination and a transport hub.


          


          Central business district and skyline
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              Nairobi skyline viewed from Westlands.
            

          


          Nairobi has grown around its central business district. It takes a rectangular shape, around the Uhuru Highway, Haille Selasse Avenue, Moi Avenue and University Way. It includes many of Nairobi's important buildings, including the City Hall and Parliament Building. The city square is also located within the perimeter.


          A feature of the central business district that strikes foreign tourists the most is the skyline. Nairobi's skyline has been compared to many Asian and American cities. This is due to a construction boom after independence, and another construction boom in the late 1990s and early 2000s. Most of the skyscrapers in this region are the headquarters of businesses and corporations, such as I&M and the iconic building, Kenyatta international conference centre. The United States Embassy bombing took place in this district, prompting the new embassy building to be located in the suburbs.


          In 2006, a large beautification project took place in the CBD, as the city prepared to host the 2006 Afri-Cities summit. Iconic buildings such as the Kenyatta International Conference Centre had their exteriors cleaned and repainted.


          The district is bordered to the south-west by Nairobi's largest park: Uhuru Park and Central Park. The Mombasa to Kampala railway runs to the south-east of the district.


          


          Upper Hill


          Today, many businesses have, or are considering relocating or establishing their headquarters outside the Central Business District. This is because land is cheaper, and better facilities can be easily built and maintained elsewhere. Two areas that are seeing a growth in companies and office-space are Upper Hill, approximately 2 km from the CBD and Westlands, approximately the same distance.


          Companies that have moved from the CBD to Upper Hill include Citibank and in 2007, Coca Cola began construction on their East and Central African headquarters in Upper Hill, cementing the district as the preferred location for office space in Nairobi. The largest office development in this area is the Rahimtulla Tower, which is primarily occupied by British firm PriceWaterhouseCoopers.


          To accommodate the large demand for floorspace in Nairobi, various commercial projects are being constructed. New business parks are being built in the city, including the flagship Nairobi Business Park. Nairobi is currently being considered by a Middle-Eastern company, interested in building a high-rise headquarters in Africa.
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              Nairobi's tallest skyscrapers
            

            
              	Times Tower

              	140 m
            


            
              	Teleposta Towers

              	120 m
            


            
              	Kenyatta International Conference Centre

              	105 m
            


            
              	NSSF Building

              	103 m
            


            
              	I&M Bank Tower

              	100 m
            


            
              	Government Office Conference Hall

              	98 m
            


            
              	Nyayo House

              	
            


            
              	Rahimtulla Tower

              	
            

          


          


          Society and culture


          Nairobi is a cosmopolitan and multicultural city. Since its foundation, Nairobi has maintained a strong British presence, and a lasting legacy from colonial rule. This is highlighted by the number of English-named suburbs, including Hurlingham and Parklands.


          In the mid twentieth century, many foreigners settled in Nairobi from other British colonies, primarily India and Pakistan. The majority of these immigrants were workers who arrived to construct the Kampala - Mombasa railway, and ended up settling in Nairobi after its completion. Nairobi also has established communities from Somalia and Sudan.


          As Nairobi has a diverse and multicultural composition, there are a number of churches, mosques, temples and gurdwaras within the city. Prominent places of worship in Nairobi include the Holy Family Basilica Cathedral, All Saints Cathedral, Ismaili Jamat Khana and Jamia Mosque.


          Nairobi has two informal nicknames. The first is "The Green City in the Sun", which is derived from the city's foliage and warm climate. The second is the "Safari Capital of the World", which is used due to Nairobi's prominence as a hub for safari tourism.


          


          Literature and film


          Nairobi is the home and meeting place of many budding writers and film makers.


          Kwani? is Kenya's first literary journal and was established by modern writers living in Nairobi. Nairobi's publishing houses have also produced the works of some of Kenya's best known and most respected authors, including Ngũgĩ wa Thiong'o, Meja Mwangi who were all part of the post-colonial writing boom.


          Many film makers also practice their craft out of Nairobi. Film-making is still young in the country but people like producer Njeri Karago and director Judy Kibinge are paving the way for others.


          Perhaps the most famous book and film set in Nairobi, is Out of Africa. The book was written by Karen Blixen (pen name Isak Dinesen), and it is her account of living in Kenya. Karen Blixen lived in the Nairobi Area from 1917 to 1931 (though the neighbourhood in which she lived, Karen, is named after her cousin Karen Melchior).


          In 1985, Out of Africa was made into a film, directed by Sydney Pollack. The film won 28 awards, including 7 Academy Awards. The popularity of the film prompted the opening of Nairobi's Karen Blixen Museum.


          Nairobi is also the setting of many of the novels of Ngũgĩ wa Thiong'o, Kenya's foremost writer.


          Nairobi has been the set of several other American and British films. The most recent of these was The Constant Gardener (2005), a large part of which was filmed in the city. The story revolves around a British diplomat in Nairobi whose wife is murdered in northern Kenya. Much of the filming was in the Kibera slum.


          Most new Hollywood films are nowadays screened at Nairobi's cinemas. Up to early 90s there were only few film theatres and the repertoire was scanty. There are also two drive-in cinemas in Nairobi.


          


          Music


          Nairobi is the centre of the Kenyan music scene. Benga is a Kenyan genre which was developed in Nairobi. The genre evolved between the 1940s and the 1960s, and by the late 1960s, it was the most popular music genre in Kenya. The genre is a fusion of jazz and Luo music forms.


          In the 1970s, Nairobi became the prominent centre for East and Central African music. During this period, Nairobi was established as a hub of soukous music. This genre was born in Kinshasa and Brazzaville. After the political climate in the region deteriorated, many Congolese artists relocated to Nairobi. Artists such as Orchestra Super Mazembe moved from Congo to Nairobi and found great success. Virgin records became aware of the popularity of the genre and signed recording contracts with several soukous artists.


          More recently, Nairobi has become the centre of the Kenyan hip hop scene. The genre has become very popular amongst the East African youth, and Nairobi acts have become some of the most popular in the region. Successful artists based in Nairobi include Nonini and Nameless, and record labels based in the city include Ogopa DJs. Genge music, a subgenre of hip hop, was born in Nairobi.


          Hip-hop has become a major part of the youth's culture in Nairobi. While some rock and alternative music can be found, the most popular types among black Africans are hip-hop and raggamuffin. Raggamuffin is a more Americanized version of Reggae music, openly acceptive of drugs. In fact, Bob Marley made marijuana standardly used among Raggamuffin fans.


          Many foreign musicians who tour Africa, perform and visit Nairobi. Bob Marley's first ever visit to Africa started in Nairobi. Acts that have performed in Nairobi recently include Shaggy, Sean Paul and Ja Rule. Nairobi has number of nightclubs in the CBD as well as suburbs. Some of them are open through the night, many customers are hesitant to leave before morning due to nightly insecurity.


          


          Sport
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          Nairobi is East Africa's sporting centre. The premier sports facility in Nairobi is the Moi International Sports Centre in the suburb of Kasarani. The complex was completed in 1987, and was used to host the 1987 All Africa Games. The complex comprises a 60,000 seater stadium, the second largest in East Africa (after Tanzania's new national stadium), a 5,000 seater gymnasium, and a 2,000 seater aquatics centre.


          Nyayo National Stadium is Nairobi's second largest stadium. Completed in 1983, the stadium has a capacity of 30,000. This stadium is primarily used for football. The facility is located close to the Central Business District, which makes it a convenient location for political gatherings.


          Nairobi City Stadium is the city's first stadium, and used for club football. Nairobi Gymkhana is the home of the Kenyan cricket team, and was a venue for the 2003 Cricket World Cup. Notable annual events staged in Nairobi include Safari Rally (although it lost its World Rally Championship status in 2003), Safari Sevens rugby union tournament, and Nairobi Marathon.


          Football is the most popular sport in the city by viewership and participation. This is highlighted by the number of football clubs in the city, including Mathare United, AFC Leopards, Gor Mahia and Tusker FC.


          There are six golf courses within a 20 km radius of Nairobi. The oldest 18-hole golf course in the city is the Royal Nairobi Golf Club, founded in 1906 by the British, just seven years after the city was founded. Other notable golf clubs include the Windsor Country Club, Karen Country Club and Muthaiga Country Club. The Kenya Open golf tournament, which is part of the Challenge Tour, takes place in Nairobi.


          


          Tourism
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          Nairobi is not a prime tourist destination, but it does have several tourist attractions. The most famous is the Nairobi National Park. The national park is unique, in being the only game-reserve of this nature to border a capital city, or city of this size. The park contains many animals including lions and giraffes. The park is home to over 400 species of bird,.


          Nairobi is home to several museums. The National Museum of Kenya is the largest in the city. It houses a large collection of artefacts, including the full remains of a homo erectus boy. Other prominent museums include the Nairobi Railway Museum and the Karen Blixen Museum.


          Nairobi is nicknamed the Safari Capital of the World, and has many spectacular hotels to cater for safari-bound tourists. Five star hotels in Nairobi include the Nairobi Serena, Grand Regency, Windsor (Karen), Holiday Inn, East African Safari Club (Lilian Towers), The Stanley Hotel, Safari Park & Casino, InterContinental, Panari Hotel, Hilton, and the Norfolk Hotel.


          Nairobi is also home to the largest ice rink in Africa: the Solar Ice Rink at the Panari Sky Centre. The rink, opened in 2005, covers 15,000square feet (1,400m) and can accommodate 200 people.


          Other notable sites include Jomo Kenyatta's mausoleum, Kenya National Theatre and the Kenya National Archives. Art galleries in Nairobi include the Rahimtulla Museum of Modern Art (Ramoma) and the Mzizi Arts Centre.


          


          Places of interest


          
            
              	Nairobi National Park


              	Karen Blixen Museum


              	Bomas of Kenya


              	Giraffe Centre


              	Safari park

            

          


          


          Transport


          


          Airports
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          Nairobi is served primarily by Jomo Kenyatta International Airport. It is the largest airport in East and Central Africa. and handled over 4.4 million passengers in 2006. The airport is a major transit hub for passengers flying to East Africa's natural attractions, and other smaller cities in East and Central Africa. The airport is situated 20km from Nairobi's Central Business District, and is served by taxis, shuttle services and coaches. The airport directly serves intercontinental passengers from Europe and Asia.


          Wilson Airport is a small, busy airport to the south of Nairobi. It handles small aircraft that generally operate within Kenya, although some offer services to other East African destinations.


          Eastleigh Airport was the original landing strip in the pre- jet airline era. It was used in a landing point on the 1930s and 1940s British passenger and mail route from Southampton to Cape Town. This route was served by flying boats between Britain and Kisumu and then by land-based aircraft on the routes to the south. The airport is now a military base.


          


          Buses
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          Buses are the most common form of public transport in Nairobi. Matatus, privately owned minibuses, are the most popular form of local transport, and generally seat fourteen to twenty-four. Matatus operate within Nairobi and from Nairobi to other towns. The matatu's destination is imprinted on the side of the bus. Matatus plying specific routes have specific route numbers. Matatus were easily distinguishable by their extravagant paint schemes. Owners would paint their matatu with their favourite football team or hip hop artist. They were notorious for their poor safety records, which was a result of overcrowding and reckless driving. Matatu drivers were pressured to make as many round trips as possible to maximize profits for their operator. They are very popular within the city. Most are equipped with high music systems which attract customers as competition is very high between matatus. The more round trips with the more customers basically means more money for the workers and the owners.


          However, in 2004 a law was passed in which all matatus had to include seat-belts, speed governors, and all be painted in a uniform white with yellow band across it. At first, this caused a furore amongst matatu operators, but they were pressured by government and public to make the changes. Matatus are now limited to 80 km/h.


          Citi Hoppa is the newest bus fleet operating in Nairobi. Run privately, the Citi Hoppa offer relatively modern buses on many routes within the city. The Citi Hoppa buses are distinguishable by their green livery. It is now the leading bus operator in Nairobi, after Bustrack fell along with its mother company, Kenya Bus Services.


          


          Railways


          Nairobi was founded as a railway town, and the Kenya Railways (KR) main headquarters are still situated there, near the city centre. The line runs through Nairobi, from Mombasa to Kampala. Its main use is freight traffic, but regular nightly passenger trains connect Mombasa, Nairobi and Kisumu. A number of morning and evening commuter trains connect the centre with the suburbs, but the city has no proper light rail, tramway or subway lines. A JKI airport shuttle rail service is being contemplated.


          Nairobi is also the junction for a branch railway to Nanyuki.


          Housing


          There are wide variety of standards of living in Nairobi. Most wealthy Kenyans live in Nairobi but the majority of Nairobians are poor. Half of the population have been estimated to live in slums which cover just 5% of the city area. The growth of these slums is a result of urbanization, poor town planning and the unavailability of loans for low income earners.


          Kibera is the one of the largest slums in Africa, and is situated to the west of Nairobi. ("Kibera" is the Nubian word for "forest"). The slums cover two square kilometres and is on government land. Kibera has been the setting for several films, the most recent being The Constant Gardener.


          Other notable slums include Mathare and Korogocho. Altogether, 66 areas are counted as slums within Nairobi.
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          Many Nairobi non slum-dwellers live in relatively good housing conditions. Large houses can be found in many neighbourhoods, especially to the west of Nairobi. Historically, British immigrants have settled in Langata and Karen. Other middle and high income estates include Parklands, Westlands, Hurlingham, Milimani and Nairobi Hill.


          To accommodate the growing middle class, many new apartments and housing developments are being built in and around the city. The most notable development is Greenpark, at Athi River town, 25 km from Nairobi's CBD. Over 5,000 houses, villas and apartments are being constructed at this development, including leisure, retail and commercial facilities. The development is being marketed at families, as are most others within the city.


          


          Population


          Nairobi has experienced some of the highest growth rates of any city in Africa. Since its foundation in 1899, Nairobi has grown to become the largest city in East Africa, despite being the youngest large city in the region. The growth rate of Nairobi is currently 6.9%. It is estimated that Nairobi's population will reach 5 million in 2015.


          
            
              
                	Year

                	Population
              


              
                	1906

                	11,500
              


              
                	1911

                	14,000
              


              
                	1921

                	24,300
              


              
                	1926

                	29,900
              


              
                	1929

                	32,900
              


              
                	1931

                	47,800
              


              
                	1939

                	61,300
              


              
                	1944

                	108,900
              


              
                	1948

                	119,000
              


              
                	1955

                	186,000
              


              
                	1957

                	221,700
              


              
                	1960

                	251,000
              


              
                	1962

                	266,800
              


              
                	1965

                	380,000
              


              
                	1969

                	509,300
              


              
                	1979

                	827,775
              


              
                	1989

                	1,324,570
              


              
                	1995

                	1,810,000
              


              
                	1999

                	2,143,254
              


              
                	2005

                	2,750,561
              

            

          


          


          Crime


          Throughout the 1990s, Nairobi had struggled with rising crime, earning a reputation for being a dangerous city and the nickname "Nairobbery". In 2001, the United Nations International Civil Service Commission rated Nairobi as among the most insecure cities in the world, classifying the city as "status C." The head of one development agency cited the "notoriously high levels of violent armed robberies, burglaries and carjackings. Crime had risen in Nairobi as a result of urbanization. As a security precaution, most large houses have a watch guard, burglar grills, and dogs to patrol their grounds during the night. Most though occur around the poor neighborhoods where it gets dangerous during night hours.


          Crime has since decreased in the city, due to increased security and an improved police presence. The government has taken measures to combat crime with heavy police presence in and around the city. The government further announced its intention to employ over 20,000 new police officers to boost its war on criminal and gang activities in the country.


          


          Universities
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          Nairobi is home to several universities.


          
            	The University of Nairobi is the oldest university in Kenya. It was established in 1956, as part of the University of East Africa, but became an independent university in 1970. The university has approximately 22,000 students.

          


          
            	Kenyatta University is situated 23km from the centre of Nairobi, on over 1,000acres (4.0km) of land. The university was established in 1985 after a long struggle for the status, which started in 1963.

          


          
            	Strathmore University started in 1961 as an Advanced Level (UK) Sixth Form College offering Science and Arts subjects. The college started to admit accountancy students in March 1966, and thus became a university. In January 1993 Strathmore College merged with Kianda College and moved to Ole Sangale Road, Madaraka Estate, Nairobi.

          


          
            	United States International University - Nairobi is a branch of the United States International University, which has campuses across the world. The Nairobi campus was established in 1969, with the first graduation taking place in 1979. The university has accreditation from the Western Association of Schools and Colleges, in USA and the Government of Kenya.

          


          
            	Daystar University is a Christian liberal arts university located in Athi River, south-east of Nairobi.

          


          
            	In 2005, The Aga Khan Hospital, Nairobi was upgraded as the only teaching hospital in East Africa, providing post graduate education in medicine and surgery including nursing education.

          


          
            	The Catholic University of Eastern Africa - In 1989, the Institute obtained the "Letter of Interim Authority" as the first step towards its establishment as a private university. After three years of intensive negotiations between the Authority of the Graduate School of Theology (CHIEA) and the Commission for Higher Education, the Faculty of Arts and Social Sciences was established. The climax of the negotiations was a granting of the Civil Charter to CHIEA on 3 November 1992. This marked the birth of the university as a private institution.

          


          
            	Africa Nazarene University- located in Ongata Rongai, it's just minutes from the Kenyan capital Nairobi. Africa Nazarene University is a private chartered Christian university sponsored by the Church of the Nazarene International and it is a member of the worldwide family of Nazarene institutions. The mission of Africa Nazarene University is to provide a holistic education that develops individuals academically, spiritually, culturally and physically to equip them with excellent skills, competencies and Christian values which will enable them to go into the world well prepared to meet the challenges of their time.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nairobi"
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              	Naked mole rat

              Fossil range: Early Pliocene - Recent
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              	Conservation status
            


            
              	
                
                  [image: ]

                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:
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                    	Bathyergidae
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                    	Heterocephalinae

                    Landry, 1957
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                    	Heterocephalus

                    Rppell, 1842
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              	Heterocephalus glaber

              Rppell, 1842
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          The naked mole rat (Heterocephalus glaber), also known as the sand puppy, or desert mole rat is a burrowing rodent native to parts of East Africa and the only species currently classified in genus Heterocephalus. It is notable for its eusocial lifestyle, nearly unique among mammals (only the Damaraland mole rat shares the trait), and for a highly unusual set of physical traits that enables it to thrive in a harsh, underground environment; including a lack of pain sensation in its skin, and a nearly cold-blooded metabolism.


          


          Physical description


          Typical individuals are 810 cm long and weigh 3035 g. Queens are larger and may weigh well over 50g, the largest reaching 80g. They are well-adapted for their underground existence. Their eyes are just narrow slits, and consequently their eyesight is poor. However, they are highly adapted to moving underground, and can move backwards as fast as they move forwards. Their large, protruding teeth are used to dig. Their lips are sealed just behind their teeth while digging to avoid filling their mouths with soil. Their legs are thin and short. They have little hair (hence the common name) and wrinkled pink or yellowish skin.


          The naked mole rat is well adapted for the limited availability of oxygen within the tunnels that are its habitat: its lungs are very small and its blood has a very strong affinity for oxygen, increasing the efficiency of oxygen uptake. It has a very low respiration and metabolic rate for an animal of its size, thus using oxygen minimally. In long periods of hunger, such as a drought, its metabolic rate can reduce by up to 25 percent.


          The naked mole rat is unique among mammals in that it is virtually cold-blooded; it cannot regulate its body temperature at all and requires an environment with a specific constant temperature in order to survive.


          The skin of naked mole rats lacks a key neurotransmitter called Substance P that is responsible in mammals for sending pain signals to the central nervous system. When naked mole rats are exposed to acid or capsaicin, they feel no pain. When injected with Substance P, however, the pain signaling works as it does in other mammals, but only with capsaicin and not with the acids. This is proposed to be adaptation to the animal living in high levels of carbon dioxide due to poorly ventilated living spaces, which would cause acid to build up in their body tissues.


          


          Ecology and behaviour


          


          Distribution and habitat


          The naked mole rat is native to the drier parts of the tropical grasslands of East Africa, predominantly South Ethiopia, Kenya, and Somalia.


          Clusters averaging 75-80 individuals live together in complex systems of burrows in arid African deserts. The tunnel systems built by naked mole rats can stretch up to two or three miles in cumulative length.


          


          Social structure and reproduction


          Naked mole rat is one of the two species of mammals that exhibit eusociality. They have a complex social structure in which only one female (the queen) and one to three males reproduce, while the rest of the members of the colony function as workers. As in certain bee species, the workers are divided along a continuum of different worker-caste behaviors instead of discrete groups. Some function primarily as tunnellers, expanding the large network of tunnels within the burrow system, and some primarily as soldiers, protecting the group from outside predators.


          This eusocial organisation social structure, similar to that found in ants, termites, and some bees and wasps, is very rare among mammals. The Damaraland Mole Rat (Coetomys damarensis) is the only other eusocial mammal currently known.


          The relationships between the queen and the breeding males may last for many years. A behaviour called reproductive suppression is believed to be the reason why the other females do not reproduce, meaning that the infertility in the working females is only temporary, and not genetic. Queens live from 13 to 18 years, and are extremely hostile to other females behaving like queens, or producing hormones for becoming queens. When the queen dies, another female takes her place, sometimes after a violent struggle with her competitors.


          Males and females are able to breed at one year of age. Gestation is about 70 days. A litter typically ranges from three to twelve pups, but may run as large as 25. In the wild, naked mole-rats usually breed once a year, if the litter survives. In captivity, they breed all year long. The young are born blind and weigh about 2 g. The queen nurses them for the first month; after which the other members of the colony feed them feces until they are old enough to eat solid food.


          


          Diet


          Radicivores, the naked mole rats feed primarily on very large tubers (weighing as much as 1000 times the body weight of a typical mole rat) that they find deep underground through their mining operations, though they also eat their own feces ( coprophagia). A single tuber can provide a colony with a long-term source of foodlasting for months, or even years, as they eat the succulent inside but leave the outside, allowing the tuber to regenerate. Symbiotic bacteria in their intestines help them digest the fibres.


          
            [image: ]

            

          


          


          Longevity


          The naked mole rat is also of interest because it is extraordinarily long-lived for a rodent of its size. The secret of their longevity is debated, but is thought to be related to the fact that they can shut down their metabolism during hard times, and so prevent oxidative damage. Todd Karhu, an expert on the species, explains this by saying "They're living their life in pulses."


          


          Conservation status


          Naked mole rats are not threatened. Despite their tough living conditions, naked mole rats are quite widespread and numerous in the drier regions of East Africa. Though seen living up to 20 years, their lifestyles in those situations consist of mostly sleep.


          


          In popular culture


          
            	A naked mole rat named Rufus is featured in the Disney Channel cartoon Kim Possible.


            	The Errol Morris documentary Fast, Cheap and Out of Control features a naked mole rat specialist.


            	A children's book, The Naked Mole-Rat Letters, by Mary Amato, is about a young girl who sends fabricated e-mails to her father's girlfriend, a zookeeper.


            	The consumer website Consumerama awards a weekly "Naked Mole-Rats of Marketing Award" for shameless consumer abuse.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Naked_mole_rat"
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        Names of God


        
          

          Conceptions of God can vary widely, but the word God in English and its counterparts in cognate languages are normally used for all of them. Other languages have similar generic names, and a common experience is for the word for "God" in one language to be perceived by speakers of other languages as the name of a specific deity worshipped by speakers of that one language. However some names refer almost exclusively to the supreme being of a single religion.


          
            [image: A "diagram" of the names of God in Athanasius Kircher's Oedipus Aegyptiacus (1652–54). The style and form are typical of the mystical tradition, as early theologians began to fuse emerging pre-Enlightenment concepts of classification and organization with religion and alchemy, to shape an artful and perhaps more conceptual view of God.]

            
              A "diagram" of the names of God in Athanasius Kircher's Oedipus Aegyptiacus (165254). The style and form are typical of the mystical tradition, as early theologians began to fuse emerging pre-Enlightenment concepts of classification and organization with religion and alchemy, to shape an artful and perhaps more conceptual view of God.
            

          


          


          Abrahamic religions


          


          Judaism


          In the Hebrew scriptures (i.e. the Law Torah, plus the Prophets [Nethi-im] and the Holy Writings /Hagiographa [Kethvu-im] the Jewish name of God is considered sacred and, out of deep respect for the name, Jews do not say it.(See Exodus 20:7) The tetragrammaton (Hebrew: יהוה, English: YHVH or YHWH, these Hebrew consonants named, reading right to left: "yod...heh...vahv...heh.") is the name for the group of four Hebrew symbols which represent the name of God. The Tetragrammaton occurs 6,828 times in the Hebrew text printed in Biblia Hebraica and Biblia Hebraica Stuttgartensia. Neither vowels nor vowel points were used in ancient Hebrew writings, but are usually taken to be "a", "e", "i", "o" or "u." From the Hebrew tetragrammaton modern Christians have adopted pronunciations such as "Yahweh", "Yahveh" and "Jehovah".


          Some claim the pronunciation of YHWH has been lost, other authorities say it has not and that it is pronounced Yahweh. References, such as The New Encyclopdia Britannica, validate the above by offering additional specifics:


          
            Early Christian writers, such as Clement of Alexandria in the 2nd century, had used a form like Yahweh, and claim that this pronunciation of the tetragrammaton was never really lost. Other Greek transcriptions also indicated that YHWH should be pronounced Yahweh.

          


          Clement of Alexandria transliterated the tetragrammaton as . The above claims were founded upon the understanding that Clement of Alexandria had transliterated YHWH as  in Greek, which is pronounced "Yahweh" in English. However, the final -e in the latter form has been shown as having been a later addition. For a more in-depth discussion of this, see the article Yahweh.


          


          Christianity


          Yahweh is a common vocalization of God's personal name based on the Hebrew tetragrammaton (above). Because Jewsish concerns for avoiding blasphemy, the name was often avoided and replaced with " LORD" (equivalent to the Hebrew Adonai).


          Jehovah is found in the King James Bible and in other translations based on it. Some may claim Yahweh is less than a totally certain pronunciation, (the tetragrammaton was written in Hebrew without the original vowels), but the article on Yahweh details why Jehovah is certainly in error. Some avoid either because its actual pronunciation may have been lost in antiquity.


          Jesus ( Iesus, Yeshua, Joshua, or Yehosha) is a Hebraic personal name meaning "Yahweh saves/helps/is salvation", . Christ means "the anointed" in Greek, translating Messiah; while in English the old Anglo-Saxon Messiah-rendering hland 'healer' was practically annihilated by the Latin Christ, some cognates such as heiland in Dutch survive.


          In Messianic Judaism, generally regarded as a form of Christianity, YHWH (pre-incarnate) and Yeshua (incarnate) are one and the same, the second Person, with the Father and Ruach haQodesh (the Holy Spirit) being the first and third Persons, respectively, of ha'Elohiym (the Godhead). YHWH is expressed as "haShem," which means 'the Name.'


          In the effort to translate the Bible into every language (see SIL), the Christian God has usually been named after a pagan or philosophical concept that was present in the language before Christianity.


          The word God itself is an example of this, the word having earlier referred to Germanic pagan deities. Greek Theos (ό) was used for the supreme God even before Christianity, in the Septuagint. St. Jerome translated the Hebrew word Elohim to Latin as Deus. Other names of the Christian God that have a history of pagan meanings include Slavic Bog, Finnish Jumala, Japanese Kami and Sinhala Deviyo. In the Arabic language, Allah is also used for the Christian God. Chinese names for God involve various translations, one of which, Shangdi, derives from a pre-Christianity deity and is used largely by Protestant Chinese-speakers, and the other Tianzhu is used primarily by Catholic Chinese-speakers.


          Another example comes from the initial stages of the predication of the Catholic missionary Francis Xavier in Japan. He was welcomed by the Shingon monks since he used the Buddhist word Dainichi for the Christian God. As Xavier learnt more about the religious nuances of the word, he changed to Deusu from the Latin and Portuguese Deus. The monks also realized that Xavier was preaching a rival religion.


          The less evangelical branch of the Quakers often refers to God as The Light. Another term used is ' King of Kings' or 'Lord of Lords' and Lord of the Hosts. Other names used by Christians include Ancient of Days, Father/ Abba, 'Most High' and the Hebrew names Elohim, El-Shaddai, and Adonai. Principle, Mind, Soul, Life, Truth, Love, and Spirit are names for God in Christian Science. These names are considered synonymous and indicative of God's wholeness. The name, "Abba/Father" is the most common term used for the creator within Christianity, because it was the name Jesus Christ (Yeshua Messiah) himself used to refer to God.


          For the Russian Orthodox group Imiaslavie ("Name glorification"), the name of the God is God himself and can produce miracles.


          See also: Names and titles of Jesus in the New Testament.


          


          Islam


          Allah is the most frequently used name of God in Islam when speaking Arabic. It refers to the God without any other beside him. It originally simply meant "the God" in Arabic, and was used in pre-Islamic times to refer to a divinity worshipped in Mecca. It is properly translated as "God" in English, and seen by Muslims as the same God as of Christianity and Judaism (referred to as "the God of Abraham, Isaac, and Jacob"). The Arabic word Allah is a linguistic cognate of the Hebrew word Eloah and a translation of the English word "god", although there are some Christian sects which claim that there is a distinction between their deity and the deity or deities worshipped in either Judaism or Islam. Nevertheless, Allah is the same word in Arabic used by Arab Jews, Druze and Christians when speaking of God.


          In the Islamic point of view, Allah is the only Omnipotent and has the Most Beautiful Names. So anyone can call him by the most beautiful names he may call. (e.g. as stated in 18/110, 20/8, 59/24, 7/180 in Quran.). A well established Islamic tradition enumerates 99 Names of God, which are his attributes.


          Besides those names of Qur'anic origin, Muslims of non-Arabic peoples may also sometimes use some other names in their own language which refers to God, e.g. the Ottoman anachronism Tanrı (originally the pagan Turks' celestial chief god, corresponding to the Ancient Turkish Tengri), or Khoda in Persian language which has the same indo-European root as god.


          


          Rastafari


          
            	Haile Selassie, whose titles include King of Kings (nəgus ngst), Lord of Lords, and Conquering Lion of the Tribe of Judah, is the name of God incarnate in the Rastafari movement. God is called Jah and Haile Selassie is called Jah Rastafari, from his precoronation name Ras Tafari Makonnen.

          


          


          Bah' Faith


          Bah's refer to God using the local word for God in whatever language is being spoken. Bah's often, in prayers, refer to God to by titles and attributes, such as the Mighty, the All-Powerful, the Merciful, the Ever-Forgiving, the Most Generous, the All-Wise, the Incomparable, the Gracious, the Helper, the All-Glorious, the Omniscient. Since the languages in which the Bah' Faith was first authored were Arabic and Persian, the term Allah and other "names" are used in some specific contexts, even by non-Arabic speakers. The above-mentioned attributes are sometimes referred to in their Arabic form - for instance Bah's refer to "Bah" (meaning Glory or Splendour) or any derivation thereof (ex. Al-Abh, or The Most Glorious) as The Greatest Name of God.


          


          Chinese religions


          
            	Shangdi 上帝 (Hanyu Pinyin: shng d) (literally King Above) was a supreme God worshipped in ancient China. It is also used to refer to the Christian God in the Standard Mandarin Union Version of the Bible. Likewise, Korean Christians and Vietnamese Christians also use cognates of this name, to refer to the Biblical god.


            	Shen 神 (lit. God, spirit, or deity) is commonly used to refer to various spirits, including gods, and was adopted by Protestant missionaries in China to refer to the Christian God. In this context it is usually rendered with a space, " 神", to demonstrate reverence.


            	Zhu, Tian Zhu 主,天主 (lit. Lord or Lord in Heaven) is translated from the English word, "Lord", which is a formal title of the Christian God in Mainland China's Christian churches.


            	Tian 天 (lit. sky or heaven) is used to refer to the sky as well as a personification of the sky. Whether it possesses sentience in the embodiment of an omnipotent, omniscient being is a difficult question for linguists and philosophers.

          


          


          Religions of India


          


          Hinduism


          
            [image: Radha and Krishna - Venerated within many traditions of Hinduism as the Supreme God, or as manifestations therof]
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            	Bhagavan - "The Opulent One", Brahman -"The Great", Paramatma - "The Supersoul" and Ishvara- "The Controller", are the terms used for God in the scriptures of Hinduism. A number of Hindu traditions worship a personal form of God or Ishvara, such as Vishnu or Shiva, whereas others worship the non-personal Supreme cosmic cpirit, known as Brahman. The Vaishnava schools consider Vishnu as the Supreme Personality of Godhead and within this tradition is the Vishnu sahasranama, which is a hymn describing the one thousand names of God (Vishnu). Shaivites consider Shiva as the Supreme God in similar way to the followers of Vaishnavism. The Supreme Ishvara of Hinduism must not be confused with the numerous deities or demigods who are collectively known as devas.


            	Brahman in Sanskrit is both the knowable and unknowable Supreme. Aum, has been seen as the first manifestation of the unmanifest Brahman (the single Divine Ground of Hinduism) that resulted in the phenomenal universe.


            	Trimurti is the Hindu "Trinity", although this differs largely to the Christian concept. See Brahma, Vishnu, Shiva.


            	In Vaishnavism, the Vishnu sahasranama enumerates names of God. The names of Vishnu's Dasavatara in particular are considered divine names. In Gaudiya Vaishnavism, Krishna in particular is held as the personal aspect of God based on the descriptions of him within the Bhagavata Purana and Mahabharata (with particular reference to the Bhagavad-Gita).


            	In Shaivism, the Shiva sahasranama enumerates names of God.


            	Anami Purush (nameless power) and Radha Soami (lord of the soul) are two names used for God in Surat Shabda Yoga.


            	There are many thousands of devas within Hinduism who are regarded as different facets of God within some philosophical schools and referred to by a large number of names and titles. Ganesha is one such example.

          


          


          Sikhism


          Some of the popular names for God in Sikhism are:


          
            	Akal Purakh meaning Timeless Primal Being. "Akal" stands for 'Primal, timeless' and "Purakh" stands for 'Being'


            	Ek Onkar meaning One Creator. "Ek" means "One"; "Onkar" means "Creator".


            	Satnam meaning True Name, some are of the opinion that this is a name for God in itself, others believe that this is an adjective used to describe the 'Gurmantar', Waheguru (See below)


            	Waheguru, meaning Wonderful Teacher, this name is considered the greatest among Sikhs, and it is known as 'Gurmantar', the Guru's Word.


            	Bhao Khandan meaning Destroyer of Fear


            	Dukh Bhanjno meaning Dispeller of Pain


            	Bhagat Vachhal meaning Lover of His Saints


            	Hari meaning Glowing, Shining, Vitalising - Absolute Name of God


            	Govinda meaning Preserver of the World


            	Bhagavan meaning Lord or Supreme being


            	Rabh


            	Uppar Valah=a God who lives in heaven


            	Malik=boss

          


          God according to Guru Nanak is beyond full comprehension by humans; has endless number of virtues; takes on innumerable forms; and can be called by an infinite number of names thus "Your Names are so many, and Your Forms are endless. No one can tell how many Glorious Virtues You have." (Guru Granth Sahib page 358)


          


          Jainism


          There are no direct names of God in Jainism. However, Mahavir and other 'prophets' or 'perfected beings' are known as Tirthankar (literally 'Fordmaker') or Jina.


          


          Buddhism


          Buddhism is generally viewed as a religion or philosophy without a supreme being in the sense of a universal creator or a creator of the human race. The historical Buddha, also known as Siddhartha Gautama or Gautama Buddha is sometimes viewed as an example of a human who has achieved the primal, eternal, sustaining essence within all beings and phenomena. While in the Theravada tradition the Buddha is not thought of as divine, in many Mahayana schools the Buddha is conceived as the eternal, imperishable essence of all phenomena.


          The Pure Land schools of Buddhism in China and Japan revere the Nembutsu, the formulaic name of Amida Buddha (Namu Amida Butsu), as the sole method in this latter age of "degenerate Dharma" ( mappo) for birth in the Pure Land after earthly death. Shinran, the founder of the Japanese Pure Land sect of Jodo Shinshu, went so far as to declare the Name as the same as Amida and his characteristics ( Infinite Light and Infinite Life).


          


          Religions in classical antiquity


          


          Pharaonic Egypt


          
            	Aten is the earliest name of a supreme being associated with monotheistic thought, being the solar divinity which Akhenaten had declared the only god of the state cult, as part of his wholesale absolutist reforms, thereby threatening the position on the various temple priesthoods, which had the old polytheism restored immediately after his death. See also the Great Hymn to the Aten .

          


          


          Roman religion


          While some of the older deities have names long pre-dating the Latin people the Romans belong to, and even more were adopted with their autochthonous names (or Latinized in a recognizable way), many minor divinities were named simply as personifications of various minor aspects of daily life. Latin also prominently used an abstract word for god, deus (hence deity and, from its adjective divinus, divinity), from Proto-Indo-European root deiwos, also the root of words for "sky" and "day"  the god-sense is originally "shining," but "whether as originally sun-god or as lightener" is not now clear; the epithet Deus Optimus Maximus, DOM "Best and Greatest God", coined for Jupiter, the pater familias of the Roman pantheon, was later adopted in Christianity, as well as Deus.


          


          Mithras


          The name of this Persian god of light, one of the earliest Indic words we possess, being found in clay tablets from Anatolia dating to about 1500 B.C, reported in English only since 1551, is from Latin, derived from the Greek Mithras. This was in turn derived from Avestan Mithra-, possibly from an Indo-Iranian root mitram "contract," whence mitras "contractual partner, friend," conceptualized as a god, or, according to Kent, first the epithet of a divinity and eventually his name; from proto-Indo-Germanic root base mei- "to bind"; related to Sanskrit Mitra, a Vedic deity associated with Varuna.


          


          Other traditions


          
            	Xwed is the term used for God in the Yazidi religion and in Kurdish.


            	Abraxas is a god uniting the dualistic concepts in Gnosticism. See also Monad (Gnosticism).


            	Cao Đi is the name of God in Caodaism.

          


          


          Zoroastrianism


          
            	Ahura Mazda "Lord of Light" or "Lord Wisdom" (wisdom and light being synonymous in either case) is the name of the supreme benevolent god in Zoroastrianism. Zoroastrians today may refer to Ahura-Mazda as 'Ormazd,' simply being a contraction of the original term.

          


          


          Deism and Pantheism


          In Deism and Pantheism, and in variations of these like Pandeism and Panentheism, God is sometimes referred to as Deus (pronounced Day-us), the Latin word for god, which gave rise to the word Deism. Believers in Pantheistic or Pandeistic systems equate God with the Universe, and may refer to God by that term (sometimes using the definite article and referring to God as "the Deus").


          


          Taboos


          Several religions advance taboos related to names of their gods. In some cases, the name may never be spoken, or only spoken by inner-circle initiates, or only spoken at prescribed moments during certain rituals. In other cases, the name may be freely spoken, but when written, taboos apply. It is common to regard the written name of one's god as deserving of respect; it ought not, for instance, be stepped upon or dirtied. It may be permissible to burn the written name when there is no longer a use for it.


          


          Judaism


          Most observant Jews forbid discarding holy objects, including any document with a name of God written on it. Once written, the name must be preserved indefinitely. This leads to several noteworthy practices:


          
            	Commonplace materials are written with an intentionally abbreviated form of the name. For instance, a Jewish letter-writer may substitute "G-d" for the name God. Thus, the letter may be discarded along with ordinary trash. (Note that not all Jews agree that non-Hebrew words like God are covered under the prohibition.)


            	Copies of the Torah are, like most scriptures, heavily used during worship services, and will eventually become worn out. Since they may not be disposed of in any way, including by burning, they are removed, traditionally to the synagogue attic. See genizah. There they remain until they are buried.


            	All religious texts that include the name of God are buried.

          


          


          Islam


          
            	In Islam, the name (or any names) of God should be treated with the utmost respect. It is referred to in many verses of the Qur'an that the real believers respect the name of God very deeply. (e.g. stated in 33/35, 57/16, 59/21, 7/180, 17/107, 17/109, 2/45, 21/90, 23/2 ) On the other hand the condition is openly stressed by prohibiting people from unnecessary swearing using the name of Allah. (e.g. stated in 24/53, 68/10-11-12-13-14, 63/2, 58/14, 58/16, 2/224) Thus the mention of the name of God is expected to be done so reverently.

          


          


          Christianity


          
            	In Christianity, God's name may not "be used in vain" (see the Ten Commandments), which is commonly interpreted to mean that it is wrong to curse while making reference to God. A more natural interpretation of this passage is in relation to oath taking, where the command is to hold true to those commands made 'in God's name'. (Jesus also makes it clear that a Christian should hold true to all their words - cf Matthew 5:37)

          


          
            	Some Christians capitalize all references to God in writing, including pronouns. (ex. "The Lord, He is God, Holy is His Name.")

          


          
            	God's name being used in vain can also be interpreted as trying to invoke the power of God, as a means to impress, intimidate, punish, condemn, and/or control others. Since "God is a loving God" (according to the New Testament), any efforts to use God's name in vain will forever be fruitless. Love is not compelled into action by fear. Saying that God's name should not be used in vain is just a helpful reminder that doing so, is just a waste of time and energy.

          


          
            	Different Christian cultures have different views on the appropriateness of naming people after God. English speakers would not name a son "Jesus", but " Jess" is a common Spanish first name. This taboo does not apply to more indirect names and titles like Emmanuel or Salvador. Nor does it apply to "Joshua," which is the English translation of "Jesus."

          


          
            	The taboo on abuse of the name of God and religious figures like Mary, mother of Jesus leads to their frequent use in profanity (a clear case is Quebec French profanity, based mostly on Catholic concepts). More pious swearers try to substitute the blasphemy against holy names with minced oaths like Jeez! instead of Jesus! or Judas Priest! instead of Jesus Christ!.

          


          


          Phrases and alternatives


          Tabuism or glorification are usually reasons not to refer to a deity directly by name.


          In addition to capitalized pronouns (e.g. He, Him), this can be split into two types: Phrases (such as King of Kings) and alternatives (such as G*d or HaShem). Generally, phrases are used to extol, and alternatives are more direct replacements for words.


          


          Literature and fiction


          
            	Names of God in Old English poetry


            	Aigonz is the word for God in the lingua ignota of Hildegard of Bingen


            	Eru Ilvatar, a name of monotheistic God in Quenya, a fictional language invented by J. R. R. Tolkien.


            	" The Nine Billion Names of God", a short story by Arthur C. Clarke.


            	Maleldil is the name of God (or, more accurately, of the allegorical character associated with Jesus) in Old Solar, the true language in the Space Trilogy books by C.S. Lewis


            	In the movie Pi, the characters are looking for the true name of god, which is 216 letters long.


            	In the movie Warlock (1989 film) the main character seeks out the pages of the Grand Grimoire which can be commanded to reveal the true lost name of God. If it can be spoken backwards, the universe will end. Viewers are shown the letters forming, but not the actual word, and the Warlock does not get beyond pronouncing the first (last) syllable before he is killed.


            	In Indiana Jones and the Last Crusade, Indiana nearly gets killed trying to spell the name of God (Jehovah) in an ancient word puzzle. He had stepped on "J" and nearly fell to his death, then remembered that in Latin Jehovah begins with an "I".
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        Names of God in Judaism


        
          

          In Judaism, the name of God is more than a distinguishing title. It represents the Jewish conception of the divine nature, and of the relation of God to the Jewish people. To show the sacredness of the names of God, and as a means of showing respect and reverence for them, the scribes of sacred texts took pause before copying them, and used terms of reverence so as to keep the true name of God concealed. The various names of God in Judaism represent God as he is known, as well as the divine aspects which are attributed to him.


          The numerous names of God have been a source of debate amongst biblical scholars. Some have advanced the variety as proof that the Torah has many authors (see documentary hypothesis), while others declare that the different aspects of God have different names, depending on the role God is playing, the context in which God is referred to, and the specific aspects which are emphasized (see Negative theology in Jewish thought). This is akin to how a person may be called by: his first name, 'Dad', 'Captain', 'Honey', 'Sir', etc. depending on the role being played, and who is talking.


          


          Names of God


          


          The Tetragrammaton


          
            [image: An early depiction of the Tetragrammaton - circa 600 B.C.E. Portion of writing on silver scroll with the "Priestly Benediction" (Numbers 6:24-26)]
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          The most important and most often written name of God in Judaism is the Tetragrammaton, the four-letter name of God. "Tetragrammaton" derives from the Greek prefix tetra- ("four") and gramma (" letter", " grapheme"). The Tetragrammaton appears 6828 times (see 'Counts' in the Yahweh article) in the Biblia Hebraica Stuttgartensia edition of the Hebrew Masoretic text. This name is first mentioned in the book of Genesis (2.4) and in English language bibles is traditionally translated as "The LORD".


          
            [image: The Tetragrammaton in Phoenician (1100 BC to AD 300), Aramaic (10th Century BC to 0) and modern Hebrew scripts.]
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          (The epithet, "The Eternal One," may increasingly be found instead, particularly in Progressive Jewish communities seeking to use gender-neutral language). Because Judaism forbids pronouncing the name outside the Temple in Jerusalem, the correct pronunciation of the Tetragrammaton may have been lost, as the original Hebrew texts only included consonants. Some scholars conjecture that it was pronounced "Yahweh", but some suggest that it never had a pronunciation (which is extremely unlikely given that it is found as an element in numerous Hebrew names). The Hebrew letters are named Yod-Heh-Vav-Heh: יהוה; note that Hebrew is written from right to left, rather than left to right as in English. In English it is written as YHWH, YHVH, or JHVH depending on the transliteration convention that is used. The Tetragrammaton was written in contrasting Paleo-Hebrew characters in some of the oldest surviving square Aramaic Hebrew texts, and it is speculated that it was, even at that period, read as Adonai ("My Lord") or Elohim when encountered.


          In appearance, YHWH is the third person singular imperfect of the verb "to be", meaning, therefore, "He is". This explanation agrees with the meaning of the name given in Exodus 3:14, where God is represented as speaking, and hence as using the first person  "I am". It stems from the Hebrew conception of monotheism that God exists by himself for himself, and is the uncreated Creator who is independent of any concept, force, or entity; therefore "I am that I am".


          The idea of 'life' has been traditionally connected with the name YHWH from medieval times. Its owner is presented as a living God, as contrasted with the lifeless gods of the 'heathen' polytheists: God is presented as the source and author of life (compare 1 Kings 18; Isaiah 41:2629, 44:620; Jeremiah 10:10, 14; Genesis 2:7; and so forth) h


          
            [image: At the bottom of the hands, the two letters on each hand combine to form יהוה (YHWH), the name of God.]
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          The name YHWH is often reconstructed as Yahweh, based on a wide range of circumstantial historical and linguistic evidence. Most scholars do not view it as an "accurate" reconstruction in an absolute sense, but as the best possible guess, superior to all other existing versions, and thus the standard convention for scholarly usage. It is also, however, a historically used name within the Samaritan tradition. See Yahweh for a more detailed explanation of this reconstruction.


          By contrast, the translation "Jehovah" was created by adding the vowel points of "Adonai." Early Christian translators of the Torah did not know that these vowel points only served to remind the reader not to pronounce the divine name, but instead say "Adonai," so they pronounced the consonants and vowel points together (a grammatical impossibility in Hebrew). They took the letters "IHVH," from the Latin Vulgate, and the vowels "a-o-a" were inserted into the text rendering IAHOVAH or "Iehovah" in 16th century English, which later became "Jehovah."


          The name YHWH is likely to be the origin of the Yao of Gnosticism. A minority view considers it to be cognate to an uncertain reading "Yaw" for the god Yam in damaged text of the Baal Epic. If the Hehs in the Tetragrammaton are seen as sacred augmentation similar to those in Abraham (from Abram) and Sarah (from Sarai), then the association becomes clearer. Though the final Heh in Yahweh would not necessarily have been pronounced in classical Hebrew, the medial Heh would have almost certainly been pronounced. Other possible vocalizations include a mappiq in the final Heh, rendering it pronounced  most likely with a gliding Patah (a-sound) before it.


          The prohibition of blasphemy, for which capital punishment is prescribed in Jewish law, refers only to the Tetragrammaton (Soferim iv., end; comp. Sanh. 66a).


          


          Pronouncing the tetragrammaton


          
            [image: Portion of column 19 of the Psalms Scroll (Tehilim) from Qumran Cave 11. The Tetragrammaton in paleo-Hebrew can be clearly seen six times in this portion.]

            
              Portion of column 19 of the Psalms Scroll (Tehilim) from Qumran Cave 11. The Tetragrammaton in paleo-Hebrew can be clearly seen six times in this portion.
            

          


          Most modern denominations of Judaism teach that the four-letter name of God, YHWH, is forbidden to be uttered except by the High Priest in the Temple. Since the Temple in Jerusalem no longer exists, this name is never said in religious rituals by Jews, and the correct pronunciation is disputed. Orthodox and Conservative Jews never pronounce it for any reason. Some religious non-Orthodox Jews are willing to pronounce it, but for educational purposes only, and never in casual conversation or in prayer. Instead of pronouncing YHWH during prayer, Jews say Adonai.


          Substituting Adonai for YHWH dates back at least to the 3rd century BCE. Passages such as:


          
            	"And, behold, Boaz came from Bethlehem, and said unto the reapers, YHWH [be] with you. And they answered him, YHWH bless thee" ( Ruth 2:4)

          


          strongly indicate that there was a time when the name was in common usage. Also the fact that many Hebrew names consist of verb forms contracted with the tetragrammaton indicates that the people knew the verbalization of the name in order to understand the connection. The prohibition against verbalizing the name never applied to the forms of the name within these contractions (yeho-, yo-, -yahoo, -yah) and their pronunciation remains known. (These known pronunciations do not in fact match the conjectured pronunciation yahweh for the stand alone form.)


          Many English translations of the Bible, following the tradition started by William Tyndale, render YHWH as " LORD" ( all caps) or " LORD" ( small caps), and Adonai as "Lord" (upper & lower case). In a few cases, where "Lord YHWH" (Adonai YHWH) appears, the combination is written as "Lord GOD" (Adonai elohim). While neither "Jehovah" or "Yahweh" is recognized in Judaism, a number of Bibles, mostly Christian, use the name. The Jewish Publication Society translation of 1917, in online versions does use Jehovah once at Exodus 6:3, where this footnote appears in the electronic version: The Hebrew word (four Hebrew letters: HE, VAV, HE, YOD,) remained in the English text untranslated; the English word 'Jehovah' was substituted for this Hebrew word. The footnote for this Hebrew word is: "The ineffable name, read Adonai, which means the Lord." ] Electronic versions available today can be found at E-Sword or The Sword Project (BUT also see below footnote re: Breslov.com version.)


          The form "Jehovah" has been used in English bibles from the time of William Tyndale (See Yahweh, for why Jehovah is considered an error by some.) in 1530, including:


          
            	Coverdale's Bible [1535];


            	the Matthew Bible [1537];


            	the Bishops' Bible [1568];


            	the Geneva Bible [1560] .

          


          (for each of the preceding, in print these have 'Iehouah,' which in modern pronunciation equals Jehovah).


          It is also found in the King James Bible, the American Standard Version, the Darby Bible, Green's Literal Translation also known as the LITV, Young's Literal Translation, the 1925 Italian Riveduta Luzzi version, the MKJV [1998], the New English Bible and the New World Translation. Rotherham's Emphasized Bible [1902], the New Jerusalem Bible, the World English Bible [in the Public Domain without copyright], the Amplified Bible [1987], the Holman Christian Standard Bible [2003], The Message (Bible) [2002], and the Bible in Basic English [1949/1964], among others, are examples of translations that use the form "Yahweh" to one extent or another.


          ( As of 2007, the Breslov.com revised copy of the electronic Jewish Publication Society of America Version [1917] contains a single occurrence of "Jehovah" at Exodus 6.3 since at least 2001, but it seems to be a conversion error.)


          


          Hashem


          Halakha requires that secondary rules be placed around the primary law, to reduce the chance that the main law will be broken. As such, it is common Jewish practice to restrict the use of the word Adonai to prayer only. In conversation, many Jewish people will call God "Hashem", which is Hebrew for "the Name" (this appears in Leviticus 24:11). Many Jews extend this prohibition to some of the other names listed below, and will add additional sounds to alter the pronunciation of a name when using it outside of a liturgical context, such as replacing the 'h' with a 'k' in names of God such as 'kel' and 'elokim', or replacing the Hebraic YHWH with 'YDWD' (ידוד, Yod-Daleth-Waw-Daleth).


          

          While other names of God in Judaism are generally restricted to use in a liturgical context, Hashem is used in more casual circumstances. Hashem is used by Orthodox Jews so as to avoid saying Adonai outside of a ritual context. For example, when some Orthodox Jews make audio recordings of prayer services, they generally substitute Hashem for Adonai; others will say Amonai. On some occasions, soundalikes are used for authenticity, as in the movie Ushpizin, where Abonai Elokenu [sic] is used throughout.


          


          Adoshem


          Up until the mid twentieth century, however, another convention was quite common, the use of the word, Adoshem - combining the first two syllables of the word Adonai with the last syllable of the word Hashem. This convention was discouraged by Rabbi David HaLevi Segal (known as the Taz) in his commentary to the Shulchan Aruch. However, it took a few centuries for the word to fall into almost complete disuse. The rationale behind the Taz's reasoning was that it is dis respectful to combine a Name of God with another word. Despite being obsolete in most circles, it is used occasionally in conversation in place of Adonai by Orthodox Jews who do not wish to say Adonai but need to specify the use of the particular word as opposed to God.


          


          Other names of God


          


          Adonai


          Jews also call God Adonai, Hebrew for "Lord" (Hebrew: אֲדֹנָי). Formally, this is plural ("my Lords"), but the plural is usually construed as a respectful, and not a syntactic plural. (The singular form is Adoni, "my lord". This was used by the Phoenicians for the god Tammuz and is the origin of the Greek name Adonis. Jews only use the singular to refer to a distinguished person: in the plural, "rabotai", lit. "my masters", is used in both Mishnaic and modern Hebrew.)


          Since pronouncing YHWH is considered sinful, Jews use Adonai instead in prayers, and colloquially would use Hashem ("the Name"). When the Masoretes added vowel pointings to the text of the Hebrew Bible around the eighth century CE, they gave the word YHWH the vowels of Adonai, to remind the reader to say Adonai instead.


          The Sephardi translators of the Ferrara Bible go further and substitute Adonai with A.


          


          Ehyeh-Asher-Ehyeh


          The name Ehyeh (Hebrew: אֶהְיֶה) denotes God's potency in the immediate future, and is part of YHWH. The phrase "ehyeh-asher-ehyeh" ( Exodus 3:14) is interpreted by some authorities as "I will be because I will be", using the second part as a gloss and referring to God's promise, "Certainly I will be [ehyeh] with thee" (Exodus 3:12). Other authorities claim that the whole phrase forms one name. The Targum Onkelos leaves the phrase untranslated and is so quoted in the Talmud (B. B. 73a). The "I am that I am" of the Authorized Version is based on this view.


          " I am that I am" (Hebrew: אהיה אשר אהיה, pronounced Ehyeh asher ehyeh) is the sole response used in (Exodus 3:14) when Moses asked for God's name. It is one of the most famous verses in the Hebrew Bible. Hayah means "existed" or "was" in Hebrew; ehyeh is the first-person singular imperfect form. Ehyeh asher ehyeh is generally interpreted to mean "I will be what I will be", I shall be what I shall be or I am that I am (King James Bible and others). The Tetragrammaton itself may derive from the same verbal root.


          I SHALL PROVE TO BE WHAT I SHALL PROVE TO BE. Heb., אהיה אשר אהיה (Ehyeh Asher Ehyeh), Gods own self-designation; Leeser, I WILL BE THAT I WILL BE; Rotherham, I Will Become whatsoever I please. Gr., Ego eimi ho on, I am The Being, or, I am The Existing One; Lat., ego sum qui sum, I am Who I am. Ehyeh comes from the Heb. verb hayah, become; prove to be. Here Ehyeh is in the imperfect state, first person sing., meaning I shall become; or, I shall prove to be. The reference here is not to Gods self-existence but to what he has in mind to become toward others. Compare Ge 2:4 ftn, Jehovah, where the kindred, but different, Heb. verb hawah appears in the divine name.


          



          


          El


          The word El appears in other northwest Semitic languages such as Phoenician and Aramaic. In Akkadian, ilu is the ordinary word for god. It is also found in Old South Arabian and in Amharic/Ethiopian, and, as in Hebrew, it is often used as an element in proper names. In northwest Semitic texts it often appears to be used of one single god, perhaps the head of the pantheon, sometimes specifically said to be the creator.


          El (Hebrew: אל) is used in both the singular and plural, both for other gods and for the God of Israel. As a name of God, however, it is used chiefly in poetry and prophetic discourse, rarely in prose, and then usually with some epithet attached, as "a jealous God." Other examples of its use with some attribute or epithet are: El `Elyon ("Most High God"), El Shaddai ("God Almighty"), El `Olam ("Everlasting God"), El Hai ("Living God"), El Ro'i ("God of Seeing"), El Elohe Israel ("God, the God of Israel"), El Gibbor ("God of Strength"). In addition, names such as Gabriel ("Strength of God"), Michael ("He Who is Like God"), Raphael ("God's medicine"), "Ariel" ("God's lion"), and Daniel ("God is My Judge") and Israel ("one who has struggled with God") and Immanuel ("God is with us") use God's name in a similar fashion.


          


          Elohim


          A common name of God in the Hebrew Bible is Elohim (Hebrew: אלהים); as opposed to other names mentioned in this article, this name also describes gods of other religions.


          Despite the -im ending common to many plural nouns in Hebrew, the word Elohim, when referring to God is grammatically singular, and takes a singular verb in the Hebrew Bible. The word is identical to the usual plural of el meaning a god or magistrate, and is cognate to the 'lhm found in Ugaritic, where it is used for the pantheon of Canaanite Gods, the children of El and conventionally vocalized as "Elohim" although the original Ugaritic vowels are unknown. When the Hebrew Bible uses elohim not in reference to God, it is plural (for example, Exodus 20:3). There are a few other such uses in Hebrew, for example Behemoth. In Modern Hebrew, the singular word ba'alim ("owner") looks plural, but likewise takes a singular verb.


          Another popular explanation comes from the interpretation of El to mean "power"; Elohim is thus the plural construct "powers". Hebrew grammar allows for this form to mean "He is the Power (singular) over powers (plural)", just as the word Ba'alim means "owner" (see above). "He is lord (singular) even over any of those things that he owns that are lordly (plural)."


          Other scholars interpret the -im ending as an expression of majesty (pluralis majestatis) or excellence (pluralis excellentiae), expressing high dignity or greatness: compare with the similar use of plurals of ba`al (master) and adon (lord). For these reasons many Trinitarians cite the apparent plurality of elohim as evidence for the basic Trinitarian doctrine of the Trinity. This was a traditional position but there are some modern Christian theologians who consider this to be an exegetical fallacy.


          Theologians who dispute this claim, cite the hypothesis that plurals of majesty came about in more modern times. Richard Toporoski, a classics scholar, asserts that plurals of majesty first appeared in the reign of Diocletian (284-305 CE)1. Indeed, Gesenius states in his book Hebrew Grammar  the following:


          
            The Jewish grammarians call such plurals  plur. virium or virtutum; later grammarians call them plur. excellentiae, magnitudinis, or plur. maiestaticus. This last name may have been suggested by the we used by kings when speaking of themselves (compare 1 Maccabees 10:19 and 11:31); and the plural used by God in Genesis 1:26 and 11:7; Isaiah 6:8 has been incorrectly explained in this way). It is, however, either communicative (including the attendant angels: so at all events in Isaiah 6:8 and Genesis 3:22), or according to others, an indication of the fullness of power and might implied. It is best explained as a plural of self-deliberation. The use of the plural as a form of respectful address is quite foreign to Hebrew.

          


          The plural form ending in -im can also be understood as denoting abstraction, as in the Hebrew words chayyim ("life") or betulim ("virginity"). If understood this way, Elohim means "divinity" or "deity". The word chayyim is similarly syntactically singular when used as a name but syntactically plural otherwise.


          The Hebrew form Eloah (אלוה, which looks as though it might be a singular form of Elohim) is comparatively rare, occurring only in poetry and late prose (in the Book of Job, 41 times). What is probably the same divine name is found in Arabic (Ilah as singular "a god", as opposed to Allah meaning "The God" or "God") and in Aramaic ( Elaha). This unusual singular form is used in six places for heathen deities (examples: 2 Chronicles 32:15; Daniel 11:37, 38;). The normal Elohim form is also used in the plural a few times, either for gods or images ( Exodus 9:1, 12:12, 20:3; and so forth) or for one god ( Exodus 32:1; Genesis 31:30, 32; and elsewhere). In the great majority of cases both are used as names of the One God of Israel.


          Eloah, Elohim, means "He who is the object of fear or reverence", or "He with whom one who is afraid takes refuge". Another theory is that it is derived from the Semitic root "uhl" meaning "to be strong". Elohim then would mean "the all-powerful One", based on the usage of the word "el" in certain verses to denote power or might (Genesis 31:29, Nehemiah 5:5).


          In many of the passages in which elohim [lower case] occurs in the Bible it refers to non-Israelite deities, or in some instances to powerful men or judges, and even angels (Exodus 21:6, Psalms 8:5).


          1R. Toporoski, "What was the origin of the royal "we" and why is it no longer used?", ( The Times, May 29, 2002. Ed. F1, p. 32)

          Gesenius' Hebrew Grammar (A. E. Cowley, ed., Oxford, 1976, p.398)


          [bookmark: .60Elyon]


          `Elyon


          The name `Elyon (Hebrew: עליון) occurs in combination with El, YHWH or Elohim, and also alone. It appears chiefly in poetic and later Biblical passages. The modern Hebrew adjective "`Elyon" means "supreme" (as in "Supreme Court") or "Most High". El Elyon has been traditionally translated into English as 'God Most High'. The Phoenicians used what appears to be a similar name for God, Έ. It is cognate to the Arabic `Aliyy.


          


          Shaddai


          Shaddai was a late Bronze Age Amorite city on the banks of the Euphrates river, in northern Syria. The site of its ruin-mound is called Tell eth-Thadyen: "Thadyen" being the modern Arabic rendering of the original West Semitic "Shaddai". It has been conjectured that El Shaddai was therefore the "god of Shaddai" and associated in tradition with Abraham, and the inclusion of the Abraham stories into the Hebrew Bible may have brought the northern name with them (see Documentary hypothesis).


          In the vision of Balaam recorded in the Book of Numbers 24:4 and 16, the vision comes from Shaddai along with El. In the fragmentary inscriptions at Deir Alla, though Shaddai is not, or not fully present, shaddayin appear, less figurations of Shaddai. These have been tentatively identified with the ŝedim of Deuteronomy 34:17 and Psalm 106:37-38, who are Canaanite deities.


          According to Exodus 6:2, 3, Shaddai is the name by which God was known to Abraham, Isaac, and Jacob. The name Shaddai (Hebrew: שַׁדַּי) is used as a name of God later in the Book of Job.


          In the Septuagint and other early translations Shaddai was translated with words meaning "Almighty". The root word "shadad" (שדד) means "to overpower" or "to destroy". This would give Shaddai the meaning of "destroyer" as one of the aspects of God. Thus it is essentially an epithet. Harriet Lutzky has presented evidence that Shaddai was an attribute of a Semitic goddess, linking the epithet with Hebrew ad "breast" as "the one of the Breast", as Asherah at Ugarit is "the one of the Womb".


          Another theory is that Shaddai is a derivation of a Semitic stem that appears in the Akkadian shad ("mountain") and shaddā` or shadd`a ("mountain-dweller"), one of the names of Amurru. This theory was popularized by W. F. Albright but was somewhat weakened when it was noticed that the doubling of the medial d is first documented only in the Neo-Assyrian period. However, the doubling in Hebrew might possibly be secondary. In this theory God is seen as inhabiting a mythical holy mountain, a concept not unknown in ancient West Asian mythology (see El), and also evident in the Syriac Christian writings of Ephrem the Syrian, who places Eden on an inaccessible mountaintop.


          An alternative view proposed by Albright is that the name is connected to shadayim which means "breasts" in Hebrew. It may thus be connected to the notion of Gods fertility and blessings of the human race. In several instances it is connected with fruitfulness: "May God Almighty [El Shaddai] bless you and make you fruitful and increase your numbers" (Gen. 28:3). "I am God Almighty [El Shaddai]: be fruitful and increase in number" (Gen. 35:11). "By the Almighty [El Shaddai] who will bless you with blessings of heaven above, blessings of the deep that lies beneath, blessings of the breasts [shadayim] and of the womb [racham]" (Gen. 49:25).


          It is also given a Midrashic interpretation as an acronym standing for "Guardian of the Doors of Israel" (Hebrew: שׁוֹמֶר דְלָתוֹת יִשְׂרָאֶל). This acronym, which is commonly found as carvings or writings upon the mezuzah (a vessel which houses a scroll of parchment with Biblical text written on it) that is situated upon all the door frames in a home or establishment.


          Still another view is that "El Shaddai" is comprised of the Hebrew relative pronoun She (Shin plus vowel segol), or, as in this case, as Sha (Shin plus vowel patach followed by a dagesh, cf. A Beginner's Handbook to Biblical Hebrew, John Marks and Virgil Roger, Nashville:Abingdon, 1978 "Relative Pronoun, p.60, par.45) The noun containing the dagesh is the Hebrew word Dai meaning "enough,sufficient, sufficiency" (cf. Ben Yehudah's Pocket English-Hebrew/Hebrew-English,New York, NY:Pocket Books, Simon & Schuster Inc.,1964,p.44). This is the same word used in the Passover Haggadah, Dayeinu, "It would have been sufficient." The song entitled Dayeinu celebrates the various miracles God performed while extricating the Hebrews from Egyptian servitude. It is understood as such by The Stone Edition of the Chumash (Torah) published by the Orthodox Jewish publisher Art Scroll, editors Rabbi Nosson Scherman/Rabbi Meir Zlotowitz, Brooklyn, New York: Mesorah Publications,Ltd. 2nd edition, 1994, cf. Exodus 6:3 commentary p.319. The Talmud explains it this way, but says that "Shaddai" stands for "Mi she'Amar Dai L'olamo" - "He who said 'Enough' to His world." When God was creating the world, He stopped the process at a certain point, holding back creation from reaching its full completion, and thus the name embodies God's power to stop creation.


          

          It is often paraphrased in English translations as "Almighty" although this is an interpretive element. The name then refers to the pre-Mosaic patriarchal understanding of deity as "God who is sufficient." God is sufficient, that is, to supply all of one's needs, and therefore by derivation "almighty". It may also be understood as an allusion to the singularity of deity "El" as opposed to "Elohim" plural being sufficient or enough for the early patriarchs of Judaism. To this was latter added the Mosaic conception of YHWH as God who is sufficient in Himself,thatis,a self-determined eternal Being qua Being,for whom limited descriptive names cannot apply. This may have been the probable intent of "eyeh asher eyeh" which is by extension applied to YHWH (a likely anagram for the three states of Being past, present and future conjoined with the conjunctive letter vav), cf. Exodus 3:13-15.


          


          Shalom


          Shalom ("Peace"; Hebrew: שלום)


          The Talmud says "the name of God is 'Peace'" (Pereq ha-Shalom, Shab. 10b), ( Judges 6:24); consequently, one is not permitted to greet another with the word shalom in unholy places such as a bathroom ( Talmud, Shabbat, 10b). The name Shlomo, "His peace" (from shalom, Solomon, שלומו), refers to the God of Peace. Shalom can also mean "hello" and "goodbye."


          


          Shekhinah


          Shekhinah (Hebrew: שכינה) is the presence or manifestation of God which has descended to "dwell" among humanity. The term never appears in the Hebrew Bible; later rabbis used the word when speaking of God dwelling either in the Tabernacle or amongst the people of Israel. The root of the word means "dwelling". Of the principal names of God, it is the only one that is of the feminine gender in Hebrew grammar. Some believe that this was the name of a female counterpart of God, but this is unlikely as the name is always mentioned in conjunction an article (e.g.: "the Shekhina descended and dwelt among them" or "He removed Himself and His Shekhina from their midst"). This kind of usage does not occur in Semitic languages in conjunction with proper names.


          The Arabic form of the word " Sakina سكينة" is also mentioned in the Quran.This mention is in the middle of the narrative of the choice of Saul to be king and is mentioned as descending with the ark of the covenant here the word is used to mean "security" and is derived from the root sa-ka-na which means dwell:


          
            	And (further) their Prophet said to them: "A Sign of his authority is that there shall come to you the Ark of the Covenant, with (an assurance) therein of security from your Lord, and the relics left by the family of Moses and the family of Aaron, carried by angels. In this is a Symbol for you if ye indeed have faith."

          


          


          Yah


          The name Yah is composed of the first two letters of YHWH. It appears often in names, such as Elijah. The Rastafarian Jah is derived from this, as well as the expression Hallelujah.


          


          YHWH Tzevaot/Sabaoth


          The name YHWH and the title Elohim frequently occur with the word tzevaot or sabaoth ("hosts" or "armies", Hebrew: צבאות) as YHWH Elohe Tzevaot ("YHWH God of Hosts"), Elohe Tzevaot ("God of Hosts"), Adonai YHWH Tzevaot ("Lord YHWH of Hosts") or, most frequently, YHWH Tzevaot ("YHWH of Hosts"). This name is traditionally transliterated in Latin as Sabaoth, a form that will be more familiar to many English readers, as it was used in the King James Version of the Bible.


          This compound divine name occurs chiefly in the prophetic literature and does not appear at all in the Pentateuch, Joshua or Judges. The original meaning of tzevaot may be found in 1 Samuel 17:45, where it is interpreted as denoting "the God of the armies of Israel". The word, apart from this special use, always means armies or hosts of men, as, for example, in Exodus 6:26, 7:4, 12:41, while the singular is used to designate the heavenly host.


          The Latin spelling Sabaoth combined with the large, golden vine motif over the door on the Herodian Temple (built by the Idumean Herod the Great) led to identification by Romans with the god Sabazius.


          The name Sabaoth is also associated with a demi-god in the gnostic Nag Hammadi Text; he is the son of Yaltabaoth.


          


          HaMakom


          "The Place" (Hebrew: המקום)


          Used in the traditional expression of condolence; המקום ינחם אתכם בתוך שאר אבלי ציון HaMakom yenachem etchem betoch shsar aveilei Tziyon VYerushalayim  "The Place will comfort you (pl.) among the mourners of Zion and Jerusalem."


          


          Seven Names of God


          In medieval times, God was sometimes called The Seven. Among the ancient Hebrews, the seven names for the Deity over which the scribes had to exercise particular care were:


          
            	El


            	Elohim


            	Adonai


            	Ehyeh-Asher-Ehyeh


            	YHWH (i.e. Yahweh)


            	Shaddai


            	Zebaot

          


          


          Lesser used names of God


          
            	Adir  "Strong One".

          


          
            	Adon Olam  "Master of the World".


            	Avinu Malkeinu  "Our Father, our King".

          


          
            	Boreh  "the Creator".

          


          
            	Ehiyeh sh'Ehiyeh  "I Am That I Am": a modern Hebrew version of "Ehyeh asher Ehyeh".


            	Elohei Avraham, Elohei Yitzchak ve Elohei Ya`aqov  "God of Abraham, God of Isaac, God of Jacob".


            	El ha-Gibbor  "God the hero" or "God the strong one".


            	Emet  "Truth".


            	E'in Sof  "endless, infinite", Kabbalistic name of God.


            	HaKadosh, Baruch Hu  "The Holy One, Blessed be He".


            	Kadosh Israel  "Holy One of Israel".


            	Melech HaMelachim  "The King of kings" or Melech Malchei HaMelachim "The King, King of kings", to express superiority to the earthly rulers title.


            	Makom or HaMakom  literally "the place", meaning "The Omnipresent"; see Tzimtzum.


            	Magen Avraham  "Shield of Abraham".


            	Ribbono shel `Olam  "Master of the World".


            	Ro'eh Yisra'el  "Shepherd of Israel".


            	YHWH-Yireh ( Jehovah-jireh)  "The Lord will provide" ( Genesis 22:13-14).


            	YHWH-Rapha  "The Lord that healeth" ( Exodus 15:26).


            	YHWH-Niss"i (Yahweh- Nissi)  "The Lord our Banner" ( Exodus 17:8-15).


            	YHWH-Shalom  "The Lord our Peace" ( Judges 6:24).


            	YHWH-Ra-ah  "The Lord my Shepherd" ( Psalm 23:1).


            	YHWH-Tsidkenu  "The Lord our Righteousness" ( Jeremiah 23:6).


            	YHWH-Shammah ( Jehovah-shammah)  "The Lord is present" ( Ezekiel 48:35).


            	Tzur Israel  "Rock of Israel".

          


          


          In English


          The words "God" and "Lord" (used for the Hebrew Adonai) are often written by many Jews as "G-d" and "L-rd" as a way of avoiding writing a name of God, so as to avoid the risk of sinning by erasing or defacing His name. In Deuteronomy 12:3-4, the Torah exhorts one to destroy idolatry, adding, "you shall not do such to the LORD your God." From this verse it is understood that one should not erase the name of God. The general rabbinic opinion is that this only applies to the sacred Hebrew names of God  but not to the word "God" in English or any other language. Even among Jews who consider it unnecessary, many nonetheless write the name "God" in this way out of respect, and to avoid erasing God's name even in a non-forbidden way.


          


          British folklore


          A partial coincidence with this list appears in a medieval verbal charm from British folk medicine:


          
            	 El  Elye  Sabaoth


            	 Adonay  Alpha  Omega  Messias


            	 Pastor  Agnus  Fons

          


          


          Kabbalistic use


          
            [image: The seventy-two names.]

            
              The seventy-two names.
            

          


          The system of cosmology of the Kabbalah explains the significance of the names. One of the most important names is that of the En Sof אין סוף ("Infinite" or "Endless"), who is above the Sefirot.


          The forty-two-lettered name contains the combined names אהיה יהוה אדוני הויה, that when spelled in letters it contains 42 letters. The equivalent in value of YHWH (spelled הא יוד הא וו = 45) is the forty-five-lettered name.


          The seventy-two-lettered name is based from three verses in Exodus (14:19-21) beginning with "Vayyissa," "Vayyabo," "Vayyet," respectively. Each of the verses contains 72 letters, and when combined they form 72 names, known collectively as the Shemhamphorasch.


          The kabbalistic book Sefer Yetzirah explains that the creation of the world was achieved by the manipulation of the sacred letters that form the names of God. Much in the same way, a golem is created using all permutations of God's name.


          


          Laws of writing divine names


          
            [image: The Psalms in Hebrew and Latin. Manuscript on parchment, 12th century.]

            
              The Psalms in Hebrew and Latin. Manuscript on parchment, 12th century.
            

          


          According to Jewish tradition, the sacredness of the divine names must be recognized by the professional scribe who writes the Scriptures, or the chapters for the tefillin and the mezuzah. Before transcribing any of the divine names he prepares mentally to sanctify them. Once he begins a name he does not stop until it is finished, and he must not be interrupted while writing it, even to greet a king. If an error is made in writing it, it may not be erased, but a line must be drawn round it to show that it is canceled, and the whole page must be put in a genizah (burial place for scripture) and a new page begun. 


          The tradition of seven divine names


          According to Jewish tradition, the number of divine names that require the scribe's special care is seven: El, Elohim, Adonai, YHWH, Ehyeh-Asher-Ehyeh, Shaddai, and Tzevaot.


          However, Rabbi Jose considered Tzevaot a common name (Soferim 4:1; Yer. R. H. 1:1; Ab. R. N. 34). Rabbi Ishmael held that even Elohim is common (Sanh. 66a). All other names, such as "Merciful," "Gracious," and "Faithful," merely represent attributes that are common also to human beings (Sheb. 35a).
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        Names of God in the Qur'an


        
          

          The 99 Names of God, also known as The 99 Attributes of God ( Arabic: أسماء الله الحسنى transliteration: Asma Allah al-Ḥusn), are the names of God, Muslims believe are revealed in the Qur'an and Sunnah; even though the names (as adjectives, word constructs, or otherwise) exceed ninety-nine in the Qur'an and Sunnah. Muslims believe that there are an elite group of names, or the Best names, which number 99.


          


          Origin


          In one Islamic tradition, the Islamic prophet Muhammad used to call God by all His names:


          
            	"Allahumma inni ad`uka bi asma'ika al-husna kulliha"


            	"اللهم اني ادعوك باسمائك الحسنى كلها"


            	
              "O God, I invoke You with all of Your beautiful names."

              
                	(Narrated by Ibn Majah, book of Du`a; and by Imam Malik in his Muwatta', Kitab al-Shi`r)

              

            

          


          Muhammad is also reported to have said in a famous Hadith:


          
            	
              "Verily, there are ninety-nine names of God, one hundred minus one. He who enumerates [and believes in them and the one god behind] them would get into Paradise."

              
                	(Sahih Muslim, Vol. 4, no. 1410)

              

            

          


          Of note is that this hadith does not say that there are only 99 names, but 99 names that are better than the others. This caused people to search them out in the Qur'an and Sunnah, and a list was compiled. Over time it became custom to recite the list in its entirety. While some Muslims believe that this list is mentioned by Muhammad himself, the specialist Muslim scholars argue strongly that the list was just compiled by a Muslim scholar as an addendum to the actual hadith, (Al Waleed ibn Muslim). If it was only an attempt of a scholar, they are not necessarily the names proper, and other attempts may still be made. A recent scholar, Dr. Mahmoud Abdel-Razek, made an attempt of this kind and explained in detail why he differs in opinion with Al Waleed about enlisting some of the names. However, reciting the traditional names has developed into a ritual by some Muslims (a bit like a Catholic litany of Saints) as an attempt to enumerate them, while most other Muslims believe that the "enumeration" is not just the act of recitation, but applying the attributes that the names suggest.


          


          Numerology


          Some Muslims believe that what could be interpreted as the number 99 written in Hindu-Arabic numeral system is imprinted on human hands. If one looks at his or her palms, thumbs facing upward, the lines in the hands appear as "١٨ ٨١", which are the Hindu-Arabic numerals -commonly used in eastern Arab countries- of 81 and 18, which sum to 99. If you subtract the numbers 81 and 18 you are left with 63 which was the age of which Muhammad along with 3 of his four companions died.


          However, this has no Islamic or Qu'ranic basis supporting it and, from an Islamic perspective, is irrelevant to the concept of the names of God discussed in the previous section. In Islam nothing can be taken as Beliefs or Aqidah without clear proof which means that the belief should be found in definite source (Qur'an or authentic hadeeth) and its meaning should bring no confusion so that there is no possibility of difference of opinion except if apostates don't want to see it so. This is very likely a novelty of unknown origin that has developed in some Muslim cultures, especially those that use numeral system mentioned above. It also happens to work with a combination of Chinese and Western numerals, appearing as "八1 1八" - "81 18". In general, many Muslims have diverging views however Orthodox Sunni Islam has no documentation of this.


          


          List of Names


          The Qur'an refers to the attributes of God as God's most beautiful names (Arabic: al-asmāʾ al-ḥusnā) (see [Qur'an 7:180], [Qur'an 17:110], [Qur'an 20:8], [Qur'an 59:24])). According to Gerhard Bwering, "They are traditionally enumerated as 99 in number to which is added as the highest name (al-ism al-aʿẓam), the supreme name of God, Allāh. The locus classicus for listing the divine names in the literature of qurʾānic commentary is [Qur'an 17:110], Call upon God, or call upon the merciful; whichsoever you call upon, to him belong the most beautiful names, and also [Qur'an 59:22] q 59:22-4, which includes a cluster of more than a dozen divine epithets."


          Islamic theology makes a distinction between the attributes of God and the divine essence.


          Below is a list of the 99 Names of God according to the tradition of Islam.


          
            
              	#


              	Arabic


              	Transliteration


              	Translation (can vary based on context)


              	Qur'anic Usage

            


            
              	1

              	ar:الرحمن

              	Ar- Rahman

              	The All Beneficent, The Most Merciful in Essence

              	?
            


            
              	2

              	ar:الرحيم

              	Ar- Rahim

              	The Most Merciful, The Most Merciful in Actions

              	114 times
            


            
              	3

              	ar:الملك

              	Al- Malik

              	The King, The Sovereign, The True and Ultimate King

              	?
            


            
              	4

              	ar:القدوس

              	Al- Quddus

              	The Most Holy, The Most Pure, The Most Perfect

              	?
            


            
              	5

              	ar:السلام

              	As- Salaam

              	The Peace and Blessing, The Source of Peace and Safety, The Most Perfect

              	?
            


            
              	6

              	ar:المؤمن

              	Al- Mu'min

              	The Guarantor, The Self Affirming, The Granter of Security, The Affirmer of Truth

              	?
            


            
              	7

              	ar:المهيمن

              	Al-Muhaymin

              	The Guardian, The Preserver, The Overseeing Protector

              	?
            


            
              	8

              	ar:العزيز

              	Al- Aziz

              	The Almighty, The Self Sufficient, The Most Honorable

              	?
            


            
              	9

              	ar:الجبار

              	Al-Jabbar

              	The Powerful, The Irresistible, The Compeller, The Most Lofty, The Restorer/Improver of Affairs

              	?
            


            
              	10

              	ar:المتكبر

              	Al-Mutakabbir

              	The Tremendous

              	?
            


            
              	11

              	ar:الخالق

              	Al-Khaliq

              	The Creator

              	?
            


            
              	12

              	ar:البارئ

              	Al-Bari'

              	The Rightful

              	?
            


            
              	13

              	ar:المصور

              	Al-Musawwir

              	The Fashioner of Forms

              	?
            


            
              	14

              	ar:الغفار

              	Al-Ghaffar

              	The Ever Forgiving

              	
            


            
              	15

              	ar:القهار

              	Al-Qahhar

              	The All Compelling Subduer

              	
            


            
              	16

              	ar:الوهاب

              	Al-Wahhab

              	The Bestower

              	
            


            
              	17

              	ar:الرزاق

              	Ar-Razzaq

              	The Ever Providing

              	
            


            
              	18

              	ar:الفتاح

              	Al-Fattah

              	The Opener, The Victory Giver

              	
            


            
              	19

              	ar:العليم

              	Al- `Alim

              	The All Knowing, The Omniscient

              	
            


            
              	20

              	ar:القابض

              	Al-Qabid

              	The Restrainer, The Straightener

              	
            


            
              	21

              	ar:الباسط

              	Al-Basit

              	The Expander, The Munificent

              	
            


            
              	22

              	ar:الخافض

              	Al-Khafid

              	The Abaser

              	
            


            
              	23

              	ar:الرافع

              	Ar-Rafie

              	The Exalter

              	
            


            
              	24

              	ar:المعز

              	Al-Muezz

              	The Giver of Honour

              	
            


            
              	25

              	ar:المذل

              	Al-Mudhell

              	The Giver of Dishonour

              	
            


            
              	26

              	ar:السميع

              	As-Samie

              	The All Hearing

              	
            


            
              	27

              	ar:البصير

              	Al-Basir

              	The All Seeing

              	
            


            
              	28

              	ar:الحكم

              	Al-Hakam

              	The Judge, The Arbitrator

              	
            


            
              	29

              	ar:العدل

              	Al- `Adl

              	The Utterly Just

              	
            


            
              	30

              	ar:اللطيف

              	Al-Latif

              	The Subtly Kind

              	
            


            
              	31

              	ar:الخبير

              	Al-Khabir

              	The All Aware

              	
            


            
              	32

              	ar:الحليم

              	Al-Halim

              	The Forbearing, The Indulgent

              	
            


            
              	33

              	ar:العظيم

              	Al-Azeem

              	The Magnificent, The Infinite

              	
            


            
              	34

              	ar:الغفور

              	Al-Ghafur

              	The All Forgiving

              	
            


            
              	35

              	ar:الشكور

              	Ash-Shakur

              	The Grateful

              	
            


            
              	36

              	ar:العلي

              	Al-Aliyy

              	The Sublimely Exalted

              	
            


            
              	37

              	ar:الكبير

              	Al-Kabir

              	The Great

              	
            


            
              	38

              	ar:الحفيظ

              	Al- Hafiz

              	The Preserver

              	
            


            
              	39

              	ar:المقيت

              	Al-Muqit

              	The Nourisher

              	
            


            
              	40

              	ar:الحسيب

              	Al-Hasib

              	The Reckoner

              	
            


            
              	41

              	ar:الجليل

              	Al- Jalil

              	The Majestic

              	
            


            
              	42

              	ar:الكريم

              	Al-Karim

              	The Bountiful, The Generous

              	
            


            
              	43

              	ar:الرقيب

              	Ar-Raqib

              	The Watchful

              	
            


            
              	44

              	ar:المجيب

              	Al-Mujib

              	The Responsive, The Answerer

              	
            


            
              	45

              	ar:الواسع

              	Al-Wassee

              	The Vast, The All Encompassing

              	
            


            
              	46

              	ar:الحكيم

              	Al- Hakeem

              	The Wise

              	
            


            
              	47

              	ar:الودود

              	Al-Wadud

              	The Loving, The Kind One

              	
            


            
              	48

              	ar:المجيد

              	Al-Majid

              	The All Glorious

              	
            


            
              	49

              	ar:الباعث

              	Al-Ba'ith

              	The Raiser of The Dead

              	
            


            
              	50

              	ar:الشهيد

              	Ash- Shaheed

              	The Witness

              	
            


            
              	51

              	ar:الحق

              	Al- Haqq

              	The Truth, The Real

              	
            


            
              	52

              	ar:الوكيل

              	Al-Wakil

              	The Trustee, The Dependable

              	
            


            
              	53

              	ar:القوى

              	Al-Qawaie

              	The Strong

              	
            


            
              	54

              	ar:المتين

              	Al-Matin

              	The Firm, The Steadfast

              	
            


            
              	55

              	ar:الولى

              	Al-Walaie

              	The Protecting Friend, Patron and Helper

              	
            


            
              	56

              	ar:الحميد

              	Al- Hamid

              	The All Praiseworthy

              	
            


            
              	57

              	ar:المحصى

              	Al-Muhsi

              	The Accounter, The Numberer of All

              	
            


            
              	58

              	ar:المبدئ

              	Al-Mubdi'

              	The Producer, Originator, and Initiator of All

              	
            


            
              	59

              	ar:المعيد

              	Al-Muid

              	The Reinstater Who Brings Back All

              	
            


            
              	60

              	ar:المحيى

              	Al-Muhyi

              	The Giver of Life

              	
            


            
              	61

              	ar:المميت

              	Al-Mumit

              	The Bringer of Death, The Destroyer

              	
            


            
              	62

              	ar:الحي

              	Al-Hayy

              	The Ever Living

              	
            


            
              	63

              	ar:القيوم

              	Al-Qayyum

              	The Self Subsisting Sustainer of All

              	
            


            
              	64

              	ar:الواجد

              	Al-Wajid

              	The Perceiver, The Finder, The Unfailing

              	
            


            
              	65

              	ar:الماجد

              	Al-Majid

              	The Illustrious, The Magnificent

              	
            


            
              	66

              	ar:الواحد

              	Al-Wahid

              	The One, The Unique, Manifestation of Unity

              	
            


            
              	67

              	ar:الاحد

              	Al-Ahad

              	The One, the All Inclusive, The Indivisible

              	
            


            
              	68

              	ar:الصمد

              	As-Samad

              	The Self Sufficient, The Impregnable,

              The Eternally Besought of All, The Everlasting

              	
            


            
              	69

              	ar:القادر

              	Al-Qadir

              	The All Able

              	
            


            
              	70

              	ar:المقتدر

              	Al-Muqtadir

              	The All Determiner, The Dominant

              	
            


            
              	71

              	ar:المقدم

              	Al-Muqaddim

              	The Expediter, He Who Brings Forward

              	
            


            
              	72

              	ar:المؤخر

              	Al-Mu'akhir

              	The Delayer, He Who Puts Far Away

              	
            


            
              	73

              	ar:الأول

              	Al-Awwal

              	The First

              	
            


            
              	74

              	ar:الأخر

              	Al-Akhir

              	The Last

              	
            


            
              	75

              	ar:الظاهر

              	Az-Zahir

              	The Manifest, The All Victorious

              	
            


            
              	76

              	ar:الباطن

              	Al-Batin

              	The Hidden, The All Encompassing

              	
            


            
              	77

              	ar:الوالي

              	Al- Wali

              	The Patron

              	
            


            
              	78

              	ar:المتعالي

              	Al-Muta'ali

              	The Self Exalted

              	
            


            
              	79

              	ar:البر

              	Al-Barr

              	The Most Kind and Righteous

              	
            


            
              	80

              	ar:التواب

              	At-Tawwab

              	The Ever Returning, Ever Relenting

              	
            


            
              	81

              	ar:المنتقم

              	Al-Muntaqim

              	The Avenger

              	
            


            
              	82

              	ar:العفو

              	Al-Afuww

              	The Pardoner, The Effacer of Sins

              	
            


            
              	83

              	ar:الرؤوف

              	Ar-Ra'uf

              	The Compassionate, The All Pitying

              	
            


            
              	84

              	ar:مالك الملك

              	Malik-al-Mulk

              	The Owner of All Sovereignty

              	
            


            
              	85

              	ذو الجلال

              و الإكرام

              	Dhu-al-Jalali

              wa-al-Ikram

              	The Lord of Majesty and Generosity

              	
            


            
              	86

              	ar:المقسط

              	Al-Muqsit

              	The Equitable, The Requiter

              	
            


            
              	87

              	ar:الجامع

              	Al-Jamie

              	The Gatherer, The Unifier

              	
            


            
              	88

              	ar:الغنى

              	Al-Ghanaie

              	The All Rich, The Independent

              	
            


            
              	89

              	ar:المغنى

              	Al-Mughni

              	The Enricher, The Emancipator

              	
            


            
              	90

              	ar:المانع

              	Al- Mani'e

              	The Withholder, The Shielder, the Defender

              	
            


            
              	91

              	ar:الضار

              	Ad-Darr

              	The Distressor, The Harmer

              This attribute can only be found in hadith

              	
            


            
              	92

              	ar:النافع

              	An-Nafie

              	The Propitious, The Benefactor

              	
            


            
              	93

              	ar:النور

              	An-Nur

              	The Light

              	
            


            
              	94

              	ar:الهادي

              	Al-Hadi

              	The Guide

              	
            


            
              	95

              	ar:البديع

              	Al-Badi

              	The Incomparable, The Originator

              	
            


            
              	96

              	ar:الباقي

              	Al-Baqi

              	The Ever Enduring and Immutable

              	
            


            
              	97

              	ar:الوارث

              	Al-Warith

              	The Heir, The Inheritor of All

              	
            


            
              	98

              	ar:الرشيد

              	Ar-Rashid

              	The Guide, Infallible Teacher and Knower

              	
            


            
              	99

              	ar:الصبور

              	As-Sabur

              	The Patient, The Timeless.

              	
            

          


          


          Additional Names


          Another epithet found in the Qur'an is Dhul Fadl al Azim (ذو الفضل العظيم) "The Lord of Infinite Grace" ( 2.105, 3.74, 8.29, 57.21, 57.29, 62.4), but it is not part of the traditional list of the 99 names of God.


          The following list contains Names that are not in the traditional list of 99 Names above.


          
            
              	#


              	Arabic


              	Transliteration


              	Translation


              	Qur'anic Usage

            


            
              	1

              	ar:المالك

              	Al-Maalik

              	The True, Complete and Controlling Owner of Everything

              	2 times
            


            
              	2

              	ar:المليك

              	Al-Maleek

              	The Constant Owner and Controller of Everything

              	1 time
            


            
              	3

              	ar:ذو الفضل العظيم

              	Dhul Fadl al Azim

              	The Lord of Infinite Grace

              	
            

          


          


          Sufism


          In Sufism, the idea of the 100th name is most prominent. It has become the elusive object of mystic devotion, the symbol of God's transcendent being.


          Sufis often describe their discipline as the quest to know the one-hundredth name of God and thus to merge their consciousness with the divine reality.


          


          Mahdi


          Other such Hadiths, which vary according to different Shi'a sects of Islam, suggest that the 100th Name will be revealed by the Mahdi.


          


          Bah'


          The Bah' Faith has claimed to fulfill the prophecy of the Mahdi, and the 100th name was revealed as " Bah" (an Arabic word بهاء meaning "glory, splendor" etc.), and is the root word for Bah'u'llh and Bah'. The Bb wrote a noted pentagram tablet with 360 derivatives of the word "Bah'" used in it. While the Bah' Faith has roots in Islam and the monotheistic traditions, it is an independent religion, and its followers are not considered Muslims.


          


          Personal Names


          According to Islamic tradition, a Muslim may not be given any of the 99 names of God in the exact same form. For example, nobody may be named Al Malik (The King), but may be named Malik "King".


          However the names/attributes of God can be combined with the word "Abd -" which means servant (of God) and are commonly used as personal names among Muslims. For example Abd ar-Rahman ("servant of(or slave to) the Most Compassionate/the Beneficent").


          Some Muslim people have names resembling those 99 (but without the article "The" which is only used to denote God) as the names could mean attributes people can have. Examples include


          
            	Ali, such as Ali ibn Abi Talib.


            	Ra'ouf, such as Ra'ouf Mus'ad.


            	Salam, such as Salam Fayyad.
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              	Republic of Namibia
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:"Unity, Liberty, Justice"
            


            
              	Anthem: Namibia, Land of the Brave
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              	Capital

              (and largest city)

              	Windhoek

            


            
              	Official languages

              	English1
            


            
              	Recognised regionallanguages

              	German, Afrikaans, Oshiwambo
            


            
              	Demonym

              	Namibian
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Hifikepunye Pohamba
            


            
              	-

              	Prime minister

              	Nahas Angula
            


            
              	Independence

              	from South Africa
            


            
              	-

              	Date

              	March 21, 1990
            


            
              	Area
            


            
              	-

              	Total

              	825,418km( 34th)

              318,696 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	1,820,9162( 144th)
            


            
              	-

              	2002census

              	1,820,916
            


            
              	-

              	Density

              	2.5/km( 225th)

              6.5/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$15.14 billion( 123rd)
            


            
              	-

              	Per capita

              	$7,478( 77th)
            


            
              	Gini(2003)

              	70.7 (high)( 1st)
            


            
              	HDI(2007)

              	▲ 0.650(medium)( 125th)
            


            
              	Currency

              	Namibian dollar ( NAD)
            


            
              	Time zone

              	WAT ( UTC+1)
            


            
              	-

              	Summer( DST)

              	WAST( UTC+2)
            


            
              	Internet TLD

              	.na
            


            
              	Calling code

              	+264
            


            
              	1 German and Afrikaans were official languages until independence in 1990. The majority of the population speaks Afrikaans as a second language, while Oshiwambo is the first language of approximately half the population. German is spoken by 32% of the European community whereas English is only spoken by 7%. Estimates for this country explicitly take into account the effects of excess mortality due to AIDS; this can result in lower life expectancy, higher infant mortality and death rates, lower population and growth rates, and changes in the distribution of population by age and sex than would otherwise be expected.
            

          


          Namibia, officially the Republic of Namibia, is a country in southern Africa on the Atlantic coast. It shares borders with Angola and Zambia to the north, Botswana to the east, and South Africa to the south. It gained independence from South Africa in 1990 and its capital city is Windhoek (German: Windhuk). Namibia is a member state of the United Nations (UN), the Southern African Development Community (SADC), the African Union (AU), and the Commonwealth of Nations. It is named after the Namib Desert.


          


          History


          The dry lands of Namibia were inhabited since early times by Bushmen, Damara, Namaqua, and since about the 14th century AD, by immigrating Bantu who came with the Bantu expansion. The region was not extensively explored by Europeans until the 19th century. Namibia became a German colony and was known as German South-West Africa (Deutsch-Sdwestafrika)  apart from Walvis Bay, which was under British control. South Africa occupied the colony during World War I and administered it as a League of Nations mandate territory until after World War II, when it unilaterally annexed the territory, without international recognition.


          In 1966, the South-West Africa People's Organisation (SWAPO) military wing, People's Liberation Army of Namibia, a guerrilla group launched a war of independence, but it was not until 1988 that South Africa agreed to end its administration of Namibia, in accordance with a United Nations peace plan for the entire region. Independence came in 1990, and Walvis Bay was ceded to Namibia in 1994 upon the end of Apartheid in South Africa.


          


          Regions and constituencies


          Namibia is divided into 13 regions and subdivided into 102 constituencies.


          
            [image: ]


            
              Karas
            


            
              Caprivi
            


            
              Otjozondjupa
            


            
              Omusati
            


            
              Oshana
            


            
              Oshikoto
            


            
              Ohangwena
            


            
              Hardap
            


            
              Kunene
            


            
              Erongo
            


            
              Omaheke
            


            
              Khomas
            


            
              Okavango
            

          


          


          Geography
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              A detailed map of Namibia, based on radar images from The Map Library.
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              Dune in Namibia.
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              Namib Desert.
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              Petroglyphs near Twyfelfontein.
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              Fish River Canyon.
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              Quivertree forest.
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              Roter Kamm crater, in the Namib Desert ( Landsat image)
            

          


          At 825.418 km (318.7 sqmi), Namibia is the world's thirty-fourth largest country (after Venezuela). After Mongolia, Namibia is the least densely populated country in the world (2.5inhabitants per square kilometre (6.5/sqmi)).


          The Namibian landscape consists generally of five geographical areas, each with characteristic abiotic conditions and vegetation with some variation within and overlap between them: the Central Plateau, the Namib Desert, the Escarpment, the Bushveld, and the Kalahari Desert. Although the climate is generally extremely dry, there are a few exceptions. The cold, north-flowing Benguela current accounts for some of the low precipitation.


          The Central Plateau runs from north to south, bordered by the Skeleton Coast to the north west, the Namib Desert and its coastal plains to the south west, the Orange River to the south, and the Kalahari Desert to the east. The Central Plateau is home to the highest point in Namibia at Knigstein elevation 2,606 meters (8,550 ft). Within the wide, flat Central Plateau is the majority of Namibias population and economic activity. Windhoek, the nations capital, is located here, as well as most of the arable land. Although arable land accounts for only 1% of Namibia, nearly half of the population is employed in agriculture.


          The abiotic conditions here are similar to those found along the Escarpment, described below; however the topographic complexity is reduced. Summer temperatures in the area can reach 40C during the summer, and in the winter, frosts are common.


          The Namib Desert is a broad expanse of hyper-arid gravel plains and dunes that stretches along the entire coastline, which varies in width between 100 to many hundreds of kilometres. Areas within the Namib include the Skeleton Coast and the Kaokoveld in the north and the extensive Namib Sand Sea along the central coast. The sands that make up the sand sea are a consequence of erosional processes that take place within the Orange River valley and areas further to the south. As sand-laden waters drop their suspended loads into the Atlantic, onshore currents deposit them along the shore. The prevailing south west winds then pick up and redeposit the sand in the form of massive dunes in the widespread sand sea. In areas where the supply of sand is reduced because of the inability of the sand to cross riverbeds, the winds also scour the land to form large gravel plains. In many areas within the Namib Desert, there is little vegetation with the exception of lichens found in the gravel plains, and in dry river beds where plants can access subterranean water.
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          The Great Escarpment swiftly rises to over 2,000meters (6,562ft). Average temperatures and temperature ranges increase as you move further inland from the cold Atlantic waters, while the lingering coastal fogs slowly diminish. Although the area is rocky with poorly developed soils, it is nonetheless significantly more productive than the Namib Desert. As summer winds are forced over the Escarpment, moisture is extracted as precipitation. The water, along with rapidly changing topography, is responsible for the creation of microhabitats which offer a wide range of organisms, many of them endemic. Vegetation along the Escarpment varies in both form and density, with community structure ranging from dense woodlands to more shrubby areas with scattered trees. A number of Acacia species are found here, as well as grasses and other shrubby vegetation.


          The Bushveld is found in north eastern Namibia along the Angolan border and in the Caprivi Strip which is the vestige of a narrow corridor demarcated for the German Empire to access the Zambezi River. The area receives a significantly greater amount of precipitation than the rest of the county, averaging around 400 millimetres per year. Temperatures are also cooler and more moderate, with approximate seasonal variations of between 10C (50F) and 30C (90F). The area is generally flat and the soils sandy, limiting their ability to retain water. Located adjacent to the Bushveld in north-central Namibia is one of natures most spectacular features: the Etosha Pan. For most of the year it is a dry, saline wasteland, but during the wet season, it forms a shallow lake covering more than 6000 square kilometres. The area is ecologically important and vital to the huge numbers of birds and animals from the surrounding savannah that gather in the region as summer drought forces them to the scattered waterholes that ring the pan.


          The Kalahari Desert is perhaps Namibias best known geographical feature. Shared with South Africa and Botswana, it has a variety of localized environments ranging from hyper-arid sandy desert, to areas that seem to defy the common definition of desert. One of these areas, known as the Succulent Karoo, is home to over 5,000 species of plants, nearly half of them endemic; fully one third of the worlds succulents are found in the Karoo.
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          The reason behind this high productivity and endemism may be the relatively stable nature of precipitationThe Karoo apparently does not experience drought on a regular basis, so even though the area is technically desert, regular winter rains provide enough moisture to support the regions interesting plant community. Another feature of the Kalahari, indeed many parts of Namibia, are Inselbergs, isolated mountains that create microclimates and habitat for organisms not adapted to life in the surrounding desert matrix.


          Besides the capital city Windhoek in the centre of the country, other important towns are the ports of Walvis Bay and Swakopmund, as well as Oshakati and Grootfontein.


          


          Economy


          Namibias economy consists primarily of mining and manufacturing which represent 8% of the Gross Domestic Product (GDP) respectively. Namibia has a 30-40% unemployment rate and recently passed a 2004 labour act to protect people from job discrimination stemming from pregnancy and HIV/AIDS status. Namibias economy is tied closely to South Africas due to their shared history. The Central Plateau serves as a transportation corridor from the more densely populated north to South Africa, the source of four-fifths of Namibias imports. Namibia is the fourth largest exporter of non-fuel minerals in Africa and the world's fifth largest producer of uranium. There has been significant investment in uranium mining and Namibia is set to become the largest exporter of uranium by 2015. Rich alluvial diamond deposits make Namibia a primary source for gem-quality diamonds. Namibia also produces large quantities of lead, zinc, tin, silver, and tungsten. About half of the population depends on agriculture (largely subsistence agriculture) for its livelihood, but Namibia must still import some of its food. Although per capita GDP is five times the per capita GDP of Africa's poorest countries, the majority of Namibia's people live in rural areas and exist on a subsistence way of life. Namibia has one of the highest rates of income inequality in the world, due in part to the fact that there is an urban economy and a more rural cash-less economy. The inequality figures thus take into account people who do not actually rely on the formal economy for their survival. Agreement has been reached on the privatisation of several more enterprises in coming years, with hopes that this will stimulate much needed foreign investment. However, reinvestment of environmentally derived capital has hobbled Namibian per capita income. One of the fastest growing areas of economic development in Namibia is the growth of wildlife conservancies. These conservancies are particularly important to the rural generally unemployed population.


          Child labour occurs in Namibia, and key stakeholders including government ministries endorsed the Action Programme towards the Elimination of Child Labour in January 2008.


          


          Tourism
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          Namibia generally attracts eco-tourists with the majority visiting to experience the different climates and natural geographical landscapes such as the great eastern desert and plains. There are many lodges and reserves to accommodate eco-tourists.


          The most visited regions include, although are not limited to, the Sossosvlei, Etosha Park and the coastal activity areas of Swakopmund and Walvis Bay.


          


          Language


          Until 1990,the official languages were German, Afrikaans and English.


          When Namibia became independent of South Africa, the new Namibian government wanted to avoid accusations of preferential treatment for either the Afrikaans- or the German-speaking groups. Therefore, English became the sole official language of Namibia. German, Afrikaans and Oshiwambo became recognised regional languages.


          German is the native language of 30,000 Germans living in Namibia. It is also spoken as a second language by a large group of the white population. A part of the black population also speak German as a second language, although it is used primarily for trading purposes.


          


          Politics


          The politics of Namibia takes place in a framework of a presidential representative democratic republic, whereby the President of Namibia is elected to a five year term and is both the head of state and the head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the bicameral Parliament, the National Assembly and the National Council. The Judiciary is independent of the executive and the legislature.


          


          Communal Wildlife Conservancies


          Namibia is the only country in the world to specifically address conservation and protection of natural resources in its constitution. Article 95 states, The State shall actively promote and maintain the welfare of the people by adopting international policies aimed at the following: maintenance of ecosystems, essential ecological processes, and biological diversity of Namibia, and utilization of living natural resources on a sustainable basis for the benefit of all Namibians, both present and future.


          In 1993, the newly formed government of Namibia received funding from the United States Agency for International Development (USAID) through its Living in a Finite Environment (LIFE) Project. The Ministry of Environment and Tourism with the financial support from organizations such as USAID, Endangered Wildlife Trust, WWF, and Canadian Ambassadors Fund, together form a Community Based Natural Resource Management (CBNRM) support structure. The main goal of this project is promote sustainable natural resource management by giving local communities rights to wildlife management and tourism. Namibia is home to the African bull snake


          


          Sports


          The most popular sport in Namibia is association football (soccer). Rugby union and cricket are also popular. Namibia were participants in the 1999, 2003 and 2007 Rugby World Cups. They also played in the 2003 Cricket World Cup.


          


          Demographics
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          Among the sovereign countries with the lowest population density, Namibia lies in second place, after Mongolia. The majority of the Namibian population is Black African  mostly of the Ovambo ethnicity, which forms about half of the population  and concentrated in the north of the country. There are also the Herero and Himba people who speak a similar language. In addition to the Bantu majority, there are large groups of Khoisan (e.g. Nama and Bushmen), who are descendants of the original inhabitants of Southern Africa. Khoisan differ significantly in appearance from both Bantu and White Africans. Blacks of other Bantu descent are descendants of refugees from Angola. There are also two smaller groups of people with mixed racial origins, called " Coloureds" and " Basters", who together make up 8% (with the Coloureds outnumbering the Basters two to one). Whites of Portuguese, Dutch, German, British and French ancestry make up about 5% of the population (about 85,000)  which is the second largest proportion and number in sub-Saharan Africa, after South Africa. Most of Namibian whites and nearly all those of mixed race are Afrikaans speakers and share similar origins, culture, religion and genealogy as the white and coloured populations of neighbouring South Africa. A smaller proportion of whites (around 13,000) trace their family origins directly back to German settlers and maintain German cultural and educational institutions. Nearly all Portuguese are miners and settlers from their former colony of Angola.


          Half of all Namibians speak Oshiwambo as their first language, whereas the most widely understood languages are Afrikaans and German. Among the younger generation, the most widely understood language is English.
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          Both Afrikaans and English are used primarily as a second language reserved for public sphere communication, but small first language groups exist throughout the country. While the official language is English, most of the white population speaks either Afrikaans or German, both official languages until 1990 when Namibia became independent. Portuguese is spoken by blacks and whites from Angola. 


          Religion


          Christianity is the major religion, with the Lutheran Church being the largest then followed by the Roman Catholic. The government of Namibia puts the number of people who practice Islam in Namibia at about 70,000 or about 3% of the population of Namibia. The Namaqua ethnic group makes up the largest group in Namibia's Muslim community.


          


          HIV / AIDS in Namibia


          The AIDS epidemic is a very large problem in Namibia as the country's infection rate is one of the highest on the continent and it shares its eastern border with Botswana which has the second highest rate of over 24%. In 2001, there were an estimated 210,000 people living with HIV/AIDS, and the estimated death toll in 2003 was 16,000. In north and central Namibia, malaria is also a pressing problem. The malaria problem seems to be compounded by the epidemic. Research has shown in Namibia, that the risk of contracting malaria is 14.5% greater if a person is also infected with HIV. The risk of death from malaria is also raised by approximately 50% with a concurrent HIV infection. Given infection rates this large as well as a looming malaria problem, it may be very difficult for the government to deal with both the medical and economic impacts of this epidemic.


          


          Foreign relations


          Namibia follows a largely independent foreign policy, with lingering affiliations with states that aided the independence struggle, including Libya and Cuba.


          With a small army and a fragile economy, the Namibian Government's principal foreign policy concern is developing strengthened ties within the Southern African region. A dynamic member of the Southern African Development Community, Namibia is a vocal advocate for greater regional integration.


          Namibia became the 160th member of the United Nations on April 23, 1990. On its independence it became the fiftieth member of the Commonwealth of Nations.


          The Reporters Without Borders' Worldwide Press Freedom Index 2007 ranks Namibia as 25th out of 169 countries, as compared with 56th out of 166 in 2003, and 31st out of 139 in 2002.


          


          International disputes


          Namibia is involved in several minor international disputes, including:


          
            	Small residual disputes with Botswana along the Caprivi Strip, including the Situngu marshlands and specifically Kasikili or Sedudu Island.


            	A dormant dispute over where the boundaries of Botswana, Namibia, Zambia and Zimbabwe converge.


            	Disputes over Angolan rebels and refugees residing in Namibia.

          


          


          Military


          The constitution of Namibia defined the role of the military as "defending the territory and national interests." Namibia formed the National Defence Force (NDF), comprising former enemies in a 23-year bush war: the People's Liberation Army of Namibia (PLAN) and South West African Territorial Force ( SWATF). The British formulated the force integration plan and began training the NDF, which consists of five battalions and a small headquarters element. The United Nations Transitional Assistance Group (UNTAG)'s Kenyan infantry battalion remained in Namibia for three months after independence to assist in training the NDF and stabilize the north. According to the Namibian Defence Ministry, enlistments of both men and women will number no more than 7,500. Defence and security account for approximately 3.7% of government spending.
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          Nanomedicine is the medical application of nanotechnology. The approaches to nanomedicine range from the medical use of nanomaterials, to nanoelectronic biosensors, and even possible future applications of molecular nanotechnology. Current problems for nanomedicine involve understanding the issues related to toxicity and environmental impact of nanoscale materials.


          Nanomedicine research is directly funded, with the US National Institutes of Health in 2005 funding a five-year plan to set up four nanomedicine centers. In April 2006, the journal Nature Materials estimated that 130 nanotech-based drugs and delivery systems were being developed worldwide.


          


          Overview


          Nanomedicine seeks to deliver a valuable set of research tools and clinically helpful devices in the near future. The National Nanotechnology Initiative expects new commercial applications in the pharmaceutical industry that may include advanced drug delivery systems, new therapies, and in vivo imaging. Neuro-electronic interfaces and other nanoelectronics-based sensors are another active goal of research. Further down the line, the speculative field of molecular nanotechnology believes that cell repair machines could revolutionize medicine and the medical field.


          Nanomedicine is a large industry, with nanomedicine sales reaching 6.8 billion dollars in 2004, and with over 200 companies and 38 products worldwide, a minimum of 3.8 billion dollars in nanotechnology R&D is being invested every year. As the nanomedicine industry continues to grow, it is expected to have a significant impact on the economy.


          


          Medical use of nanomaterials


          


          Drug delivery


          Nanomedical approaches to drug delivery centre on developing nanoscale particles or molecules to improve the bioavailability of a drug. Bioavailability refers to the presence of drug molecules where they are needed in the body and where they will do the most good. Drug delivery focuses on maximizing bioavailability both at specific places in the body and over a period of time. This will be achieved by molecular targeting by nanoengineered devices. It is all about targeting the molecules and delivering drugs with cell precision. More than $65 billion are wasted each year due to poor bioavailability. In vivo imaging is another area where tools and devices are being developed. Using nanoparticle contrast agents, images such as ultrasound and MRI have a favorable distribution and improved contrast. The new methods of nanoengineered materials that are being developed might be effective in treating illnesses and diseases such as cancer. What nanoscientists will be able to achieve in future is beyond current imagination. This will be accomplished by self assemblied biocompatible nanodevices that will detect, evaluate, treat and report to the clinical doctor automatically.


          Drug delivery systems, lipid- or polymer-based nanoparticles, can be designed to improve the pharmacological and therapeutic properties of drugs. The strength of drug delivery systems is their ability to alter the pharmacokinetics and biodistribution of the drug. Nanoparticles have unusual properties that can be used to improve drug delivery. Where larger particles would have been cleared from the body, cells take up these nanoparticles because of their size. Complex drug delivery mechanisms are being developed, including the ability to get drugs through cell membranes and into cell cytoplasm. Efficiency is important because many diseases depend upon processes within the cell and can only be impeded by drugs that make their way into the cell. Triggered response is one way for drug molecules to be used more efficiently. Drugs are placed in the body and only activate on encountering a particular signal. For example, a drug with poor solubility will be replaced by a drug delivery system where both hydrophilic and hydrophobic environments exist, improving the solubility. Also, a drug may cause tissue damage, but with drug delivery, regulated drug release can eliminate the problem. If a drug is cleared too quickly from the body, this could force a patient to use high doses, but with drug delivery systems clearance can be reduced by altering the pharmacokinetics of the drug. Poor biodistribution is a problem that can affect normal tissues through widespread distribution, but the particulates from drug delivery systems lower the volume of distribution and reduce the effect on non-target tissue. Potential nanodrugs will work by very specific and well-understood mechanisms, one of the major impacts of nanotechnology and nanoscience will be in leading development of completely new drugs with more useful behaviour and less side effects.


          


          Cancer
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          The small size of nanoparticles endows them with properties that can be very useful in oncology, particularly in imaging. Quantum dots (nanoparticles with quantum confinement properties, such as size-tunable light emission), when used in conjunction with MRI (magnetic resonance imaging), can produce exceptional images of tumor sites. These nanoparticles are much brighter than organic dyes and only need one light source for excitation. This means that the use of fluorescent quantum dots could produce a higher contrast image and at a lower cost than today's organic dyes used as contrast media.


          Another nanoproperty, high surface area to volume ratio, allows many functional groups to be attached to a nanoparticle, which can seek out and bind to certain tumor cells. Additionally, the small size of nanoparticles (10 to 100 nanometers), allows them to preferentially accumulate at tumor sites (because tumors lack an effective lymphatic drainage system). A very exciting research question is how to make these imaging nanoparticles do more things for cancer. For instance, is it possible to manufacture multifunctional nanoparticles that would detect, image, and then proceed to treat a tumor? This question is under vigorous investigation; the answer to which could shape the future of cancer treatment.A promising new cancer treatment that may one day replace radiation and chemotherapy is edging closer to human trials. Kanzius RF therapy attaches microscopic nanoparticles to cancer cells and then "cooks" tumors inside the body with radio waves that heat only the nanoparticles and the adjacent (cancerous) cells.


          Sensor test chips containing thousands of nanowires, able to detect proteins and other biomarkers left behind by cancer cells, could enable the detection and diagnosis of cancer in the early stages from a few drops of a patient's blood.


          Researchers at Rice University under Prof. Jennifer West, have demonstrated the use of 120 nm diameter nanoshells coated with gold to kill cancer tumors in mice. The nanoshells can be targeted to bond to cancerous cells by conjugating antibodies or peptides to the nanoshell surface. By irradiating the area of the tumor with an infrared laser, which passes through flesh without heating it, the gold is heated sufficiently to cause death to the cancer cells.


          Additionally, John Kanzius has invented a radio machine which uses a combination of radio waves and carbon or gold nanoparticles to destroy cancer cells.


          Nanoparticles of cadmium selenide ( quantum dots) glow when exposed to ultraviolet light. When injected, they seep into cancer tumors. The surgeon can see the glowing tumor, and use it as a guide for more accurate tumor removal.


          One scientist, University of Michigans James Baker, believes he has discovered a highly efficient and successful way of delivering cancer-treatment drugs that is less harmful to the surrounding body. Baker has developed a nanotechnology that can locate and then eliminate cancerous cells. He looks at a molecule called a dendrimer. This molecule has over one hundred hooks on it that allow it to attach to cells in the body for a variety of purposes. Baker then attaches folic-acid to a few of the hooks (folic-acid, being a vitamin, is received by cells in the body). Cancer cells have more vitamin receptors than normal cells, so Baker's vitamin-laden dendrimer will be absorbed by the cancer cell. To the rest of the hooks on the dendrimer, Baker places anti-cancer drugs that will be absorbed with the dendrimer into the cancer cell, thereby delivering the cancer drug to the cancer cell and nowhere else (Bullis 2006).


          In photodynamic therapy, a particle is placed within the body and is illuminated with light from the outside. The light gets absorbed by the particle and if the particle is metal, energy from the light will heat the particle and surrounding tissue. Light may also be used to produce high energy oxygen molecules which will chemically react with and destroy most organic molecules that are next to them (like tumors). This therapy is appealing for many reasons. It does not leave a toxic trail of reactive molecules throughout the body (chemotherapy) because it is directed where only the light is shined and the particles exist. Photodynamic therapy has potential for a noninvasive procedure for dealing with diseases, growths, and tumors.


          


          Surgery


          At Rice University, a flesh welder is used to fuse two pieces of chicken meat into a single piece. The two pieces of chicken are placed together touching. A greenish liquid containing gold-coated nanoshells is dribbled along the seam. An infrared laser is traced along the seam, causing the two sides to weld together. This could solve the difficulties and blood leaks caused when the surgeon tries to restitch the arteries he/she has cut during a kidney or heart transplant. The flesh welder could meld the artery into a perfect seal.


          


          Visualization


          Tracking movement can help determine how well drugs are being distributed or how substances are metabolized. It is difficult to track a small group of cells throughout the body so scientists used to dye the cells. These dyes needed to be excited by light of a certain wavelength in order for them to light up. While different colour dyes absorb different frequencies of light, there was a need for as many light sources as cells. A way around this problem is with luminescent tags. These tags are quantum dots attached to proteins that penetrate cell walls. The dots can be random in size, can be made of bio-inert material, and they demonstrate the nanoscale property that colour is size-dependent. As a result, sizes are selected so that the frequency of light used to make a group of quantum dots fluoresce is an even multiple of the frequency required to make another group incandesce. Then both groups can be lit with a single light source.


          


          Nanoparticle targeting


          It is greatly observed that nanoparticles are promising tools for the advancement of drug delivery, medical imaging, and as diagnostic sensors. However, the biodistribution of these nanoparticles is mostly unknown due to the difficulty in targeting specific organs in the body. Current research in the excretory systems of mice, however, shows the ability of gold composites to selectively target certain organs based on their size and charge. These composites are encapsulated by a dendrimer and assigned a specific charge and size. Positively-charged gold nanoparticles were found to enter the kidneys while negatively-charged gold nanoparticles remained in the liver and spleen. It is suggested that the positive surface charge of the nanoparticle decreases the rate of osponization of nanoparticles in the liver, thus affecting the excretory pathway. Even at a relatively small size of 5nm , though, these particles can become compartmentalized in the peripheral tissues, and will therefore accumulate in the body over time. While advancement of research proves that targeting and distribution can be augmented by nanoparticles, the dangers of nanotoxicity become an important next step in further understanding of their medical uses.


          


          Neuro-electronic interfaces


          Neuro-electronic interfaces are a visionary goal dealing with the construction of nanodevices that will permit computers to be joined and linked to the nervous system. This idea requires the building of a molecular structure that will permit control and detection of nerve impulses by an external computer. The computers will be able to interpret, register, and respond to signals the body gives off when it feels sensations. The demand for such structures is huge because many diseases involve the decay of the nervous system (ALS and multiple sclerosis). Also, many injuries and accidents may impair the nervous system resulting in dysfunctional systems and paraplegia. If computers could control the nervous system through neuro-electronic interface, problems that impair the system could be controlled so that effects of diseases and injuries could be overcome. Two considerations must be made when selecting the power source for such applications. They are refuelable and nonrefuelable strategies. A refuelable strategy implies energy is refilled continuously or periodically with external sonic, chemical, tethered, or electrical sources. A nonrefuelable strategy implies that all power is drawn from internal energy storage which would stop when all energy is drained.


          One limitation to this innovation is the fact that electrical interference is a possibility. Electric fields, electromagnetic pulses (EMP), and stray fields from other in vivo electrical devices can all cause interference. Also, thick insulators are required to prevent electron leakage, and if high conductivity of the in vivo medium occurs there is a risk of sudden power loss and shorting out. Finally, thick wires are also needed to conduct substantial power levels without overheating. Little practical progress has been made even though research is happening. The wiring of the structure is extremely difficult because they must be positioned precisely in the nervous system so that it is able to monitor and respond to nervous signals. The structures that will provide the interface must also be compatible with the bodys immune system so that they will remain unaffected in the body for a long time. In addition, the structures must also sense ionic currents and be able to cause currents to flow backward. While the potential for these structures is amazing, there is no timetable for when they will be available.


          


          Medical applications of molecular nanotechnology


          Molecular nanotechnology is a speculative subfield of nanotechnology regarding the possibility of engineering molecular assemblers, machines which could re-order matter at a molecular or atomic scale. Molecular nanotechnology is highly theoretical, seeking to anticipate what inventions nanotechnology might yield and to propose an agenda for future inquiry. The proposed elements of molecular nanotechnology, such as molecular assemblers and nanorobots are far beyond current capabilities.


          


          Nanorobots


          The somewhat speculative claims about the possibility of using nanorobots in medicine, advocates say, would totally change the world of medicine once it is realized. Nanomedicine would make use of these nanorobots (e.g., Computational Genes), introduced into the body, to repair or detect damages and infections. According to Robert Freitas of the Institute for Molecular Manufacturing, a typical blood borne medical nanorobot would be between 0.5-3 micrometres in size, because that is the maximum size possible due to capillary passage requirement. Carbon would be the primary element used to build these nanorobots due to the inherent strength and other characteristics of some forms of carbon (diamond/ fullerene composites), and nanorobots would be fabricated in desktop nanofactories specialized for this purpose.


          Nanodevices could be observed at work inside the body using MRI, especially if their components were manufactured using mostly 13C atoms rather than the natural 12C isotope of carbon, since 13C has a nonzero nuclear magnetic moment. Medical nanodevices would first be injected into a human body, and would then go to work in a specific organ or tissue mass. The doctor will monitor the progress, and make certain that the nanodevices have gotten to the correct target treatment region. The doctor wants to be able to scan a section of the body, and actually see the nanodevices congregated neatly around their target (a tumor mass, etc.) so that he or she can be sure that the procedure was successful.


          


          Cell repair machines


          Using drugs and surgery, doctors can only encourage tissues to repair themselves. With molecular machines, there will be more direct repairs. Cell repair will utilize the same tasks that living systems already prove possible. Access to cells is possible because biologists can stick needles into cells without killing them. Thus, molecular machines are capable of entering the cell. Also, all specific biochemical interactions show that molecular systems can recognize other molecules by touch, build or rebuild every molecule in a cell, and can disassemble damaged molecules. Finally, cells that replicate prove that molecular systems can assemble every system found in a cell. Therefore, since nature has demonstrated the basic operations needed to perform molecular-level cell repair, in the future, nanomachine based systems will be built that are able to enter cells, sense differences from healthy ones and make modifications to the structure.


          The possibilities of these cell repair machines are impressive. Comparable to the size of viruses or bacteria, their compact parts will allow them to be more complex. The early machines will be specialized. As they open and close cell membranes or travel through tissue and enter cells and viruses, machines will only be able to correct a single molecular disorder like DNA damage or enzyme deficiency. Later, cell repair machines will be programmed with more abilities with the help of advanced AI systems.


          Nanocomputers will be needed to guide these machines. These computers will direct machines to examine, take apart, and rebuild damaged molecular structures. Repair machines will be able to repair whole cells by working structure by structure. Then by working cell by cell and tissue by tissue, whole organs can be repaired. Finally, by working organ by organ, health is restored to the body. Cells damaged to the point of inactivity can be repaired because of the ability of molecular machines to build cells from scratch. Therefore, cell repair machines will free medicine from reliance on self repair.


          A new wave of technology and medicine is being created and its impact on the world is going to be monumental. From the possible applications such as drug delivery and in vivo imaging to the potential machines of the future, advancements in nanomedicine are being made every day. It will not be long for the 10 billion dollar industry to explode into a 100 billion or 1 trillion dollar industry, and drug delivery, in vivo imaging and therapy is just the beginning.


          


          Nanonephrology


          Nanonephrology is a branch of nanomedicine and nanotechnology that deals with 1) the study of kidney protein structures at the atomic level; 2) nano-imaging approaches to study cellular processes in kidney cells; and 3) nano medical treatments that utilize nanoparticles and to treat various kidney diseases. The creation and use of materials and devices at the molecular and atomic levels that can be used for the diagnosis and therapy of renal diseases is also a part of Nanonephrology that will play a role in the management of patients with kidney disease in the future. Advances in Nanonephrology will be based on discoveries in the above areas that can provide nano-scale information on the cellular molecular machinery involved in normal kidney processes and in pathological states. By understanding the physical and chemical properties of proteins and other macromolecules at the atomic level in various cells in the kidney, novel therapeutic approaches can be designed to combat major renal diseases. The nano-scale artificial kidney is a goal that many physicians dream of. Nano-scale engineering advances will permit programmable and controllable nano-scale robots to execute curative and reconstructive procedures in the human kidney at the cellular and molecular levels. Designing nanostructures compatible with the kidney cells and that can safely operate in vivo is also a future goal. The ability to direct events in a controlled fashion at the cellular nano-level has the potential of significantly improving the lives of patients with kidney diseases.
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                          	Location
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                        	Both Austria and Prussia briefly became allies of France and contributed forces to the French invasion of Russia in 1812.


                        	Russia became an ally of France following the Treaty of Tilsit in 1807. The alliance broke down in 1810, which led to the French invasion in 1812. During that time Russia waged war against Sweden (1808-1809) and the Ottoman Empire (1806-1812), and nominally went to war against Britain (1807-1812).


                        	Spain, an ally of France until a stealthy French invasion in 1808, defected and fought against France in the Peninsular War.


                        	Sicily remained in personal union with Naples until the latter became a French client-republic following the Battle of Campo Tenese in 1806.


                        	Nominally, Sweden declared war against the United Kingdom after its defeat by Russia in the Finnish War (1808-1809).


                        	The French Empire annexed the Kingdom of Holland in 1810. Dutch troops fought against Napoleon during the Hundred Days in 1815.


                        	The French Empire annexed the Kingdom of Etruria in 1807.


                        	The Kingdom of Naples, briefly allied with Austria in 1814, allied with France again and fought against Austria during the Neapolitan War in 1815.


                        	Napoleon established the Duchy of Warsaw in 1807. Polish Legions had already served in the French army beforehand.


                        	Sixteen of France's allies among the German states (including Bavaria and Wrttemberg) established the Confederation of the Rhine in July 1806 following the Battle of Austerlitz (December 1805). Following the Battle of Jena-Auerstedt (October 1806), various other German states that had previously fought alongside the anti-French allies, including Saxony and Westphalia, also allied with France and joined the Confederation. Saxony changed sides once again in 1813 during the Battle of Leipzig, causing most other member-states to quickly follow suit and declare war on France.


                        	Denmark remained neutral until the Battle of Copenhagen (1807).


                        	Was a commander for the French Empire, as Marshal Jean-Baptiste Bernadotte, 1804-1810.
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          The Napoleonic Wars (1803-1815) involved Napoleon's French Empire and a shifting set of European allies and opposing coalitions. As a continuation of the wars sparked by the French Revolution of 1789, they revolutionized European armies and played out on an unprecedented scale, mainly due to the application of modern mass conscription. French power rose quickly, conquering most of Europe, but collapsed rapidly after France's disastrous invasion of Russia in 1812. Napoleon's empire ultimately suffered complete military defeat, resulting in the restoration of the Bourbon monarchy in France. Meanwhile the Spanish Empire began to unravel as French occupation of Spain weakened the Spanish hold over its colonies, providing an opening for nationalist revolutions in Latin America.


          No consensus exists as to when the French Revolutionary Wars ended and the Napoleonic Wars began. Possible dates include November 9, 1799, when Bonaparte seized power in France; May 18, 1803, when Britain and France ended the only period of peace in Europe between 1792 and 1814, and December 2, 1804, when Bonaparte crowned himself Emperor.


          The Napoleonic Wars ended following Napoleon's final defeat at Waterloo ( 18 June 1815) and the Second Treaty of Paris. Some sources (in the United Kingdom) occasionally refer to the nearly continuous period of warfare from 1792 to 1815 as the Great French War, or as the final phase of the Anglo-French Second Hundred Years' War, spanning the period 1689 to 1815.


          


          Background 17891802


          The French Revolution of 1789 had a significant impact throughout Europe, which only increased with the arrest of King Louis XVI of France in 1792 and his subsequent execution in January 1793. The first attempt to crush the French Republic came in 1793 when Austria, the Kingdom of Sardinia, the Kingdom of Naples, Prussia, Spain, and the Kingdom of Great Britain formed the First Coalition. French measures, including general conscription ( leve en masse), military reform, and total war, contributed to the defeat of the First Coalition. The war ended when Bonaparte forced the Austrians to accept his terms in the Treaty of Campo Formio. Great Britain remained the only anti-French power still in the field by 1797.


          The Second Coalition, formed in 1798, consisted of the following nations or states: Austria, Great Britain, the Kingdom of Naples, the Ottoman Empire, Papal States, Portugal, and Russia. During the War of the Second Coalition, the French Republic suffered from corruption and division under the Directory. France also lacked funds to prosecute the war and no longer had the services of Lazare Carnot, the war-minister who had guided her to successive victories following extensive reforms during the early 1790s. Napoleon Bonaparte, the main architect of victory in the last years of the First Coalition, had gone to campaign in Egypt. Stripped of two of its most important military figures from the previous conflict, the Republic suffered successive defeats against revitalized enemies which British financial support brought back into the war.


          Bonaparte returned from Egypt to France on August 23, 1799, and seized control of the French government on 9 November 1799 in the coup of 18 Brumaire, replacing the Directory with the Consulate. He reorganized the French military and created a reserve army positioned to support campaigns either on the Rhine or in Italy. On all fronts, French advances caught the Austrians off-guard. In Italy, Bonaparte won a victory against the Austrians at Marengo (1800). However, the decisive battle came on the Rhine at Hohenlinden in 1800. The defeated Austrians left the conflict after the Treaty of Lunville ( 9 February 1801). Thus the Second Coalition ended in another French triumph. However, the United Kingdom remained an important influence on the continental powers in encouraging their resistance to France. London had brought the Second Coalition together through subsidies, and Bonaparte realised that without either defeating the British or signing a treaty with them he could not achieve a complete peace.


          


          War between Britain and France, 18031814


          Unlike its many coalition partners, Britain remained at war throughout the entire period of the hostilities of the Napoleonic Wars. Protected by naval supremacy (in the words of Admiral Jervis to the House of Lords "I do not say, my Lords, that the French will not come. I say only they will not come by sea"), the United Kingdom could maintain low-intensity land warfare on a global scale for over a decade. The British Army gave long-term support to the Spanish rebellion in the Peninsular War of 1808-1814. Protected by topography, assisted by massive Spanish guerrilla activity, and sometimes falling back to massive earthworks, Anglo-Portuguese forces succeeded in harassing French troops for several years. By 1815, the British Army would play the central role in the final defeat of Napoleon at Waterloo.


          The Treaty of Amiens ( 25 March 1802) resulted in peace between the UK and France, but it satisfied neither side. Both parties dishonoured parts of it: the French intervened in the Swiss civil strife ( Stecklikrieg) and occupied several coastal cities in Italy, while the United Kingdom occupied Malta. Bonaparte attempted to exploit the brief peace at sea to restore the colonial rule in the rebellious Antilles. The expedition, though initially successful, would soon turn to a disaster, with the French commander and Bonapartes brother-in-law, Charles Leclerc, dying of yellow fever and almost his entire force destroyed by the disease combined with the fierce attacks by the rebels.


          Hostilities between Great Britain and France recommenced on May 18, 1803. The Coalition war-aims changed over the course of the conflict: a general desire to restore the French monarchy became closely linked to the struggle to stop Bonaparte.
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          Bonaparte declared France an Empire on May 18, 1804 and crowned himself Emperor at Notre-Dame on December 2.


          Having lost most of its colonial empire in the preceding decades, French efforts were focused mainly in Europe. Haiti had won its independence, the Louisiana Territory had been sold to the United States of America, and British naval superiority threatened any potential for France to establish colonies outside of Europe. Beyond some minor naval actions against British imperial interests, the Napoleonic Wars were much less global in scope than preceding conflicts such as Seven Years' War which historians would term a " world war".


          In 1806, Napoleon issued the series of Berlin Decrees, which brought into effect the Continental System. This policy aimed to eliminate the threat of the United Kingdom by closing French-controlled territory to its trade. The United Kingdom's army remained a minimal threat to France; the UK maintained a standing army of just 220,000 at the height of the Napoleonic Wars, whereas France's strength peaked at over 1,500,000  in addition to the armies of numerous allies and several hundred thousand national guardsmen that Napoleon could draft into the military if necessary. The Royal Navy, however, effectively disrupted France's extra-continental trade  both by seizing and threatening French shipping and by seizing French colonial possessions  but could do nothing about France's trade with the major continental economies and posed little threat to French territory in Europe. In addition France's population and agricultural capacity far outstripped that of the United Kingdom. However, the United Kingdom possessed the greatest industrial capacity in Europe, and its mastery of the seas allowed it to build up considerable economic strength through trade. That sufficed to ensure that France could never consolidate its control over Europe in peace. However, many in the French government believed that cutting the United Kingdom off from the Continent would end its economic influence over Europe and isolate it. Though the French designed the Continental System to achieve this, it never succeeded in its objective.


          


          Third Coalition 1805


          Napoleon planned an invasion of England, and massed 180,000 effectives at Boulogne. However, in order to mount his invasion, he needed to achieve naval superiority  or at least to pull the British fleet away from the English Channel. A complex plan to distract the British by threatening their possessions in the West Indies failed when a Franco-Spanish fleet under Admiral Villeneuve turned back after an indecisive action off Cape Finisterre on July 22, 1805. The Royal Navy blockaded Villeneuve in Cdiz until he left for Naples on October 19; the British squadron subsequently caught and defeated his fleet in the Battle of Trafalgar on October 21 (the British commander, Lord Nelson, died in the battle). Napoleon would never again have the opportunity to challenge the British at sea. By this time, however, Napoleon had already all but abandoned plans to invade England, and had turned his attention to enemies on the Continent once again. The French army left Boulogne and moved towards Austria.


          
            [image: European strategic situation in 1805 before the War of the Third Coalition]

            
              European strategic situation in 1805 before the War of the Third Coalition
            

          


          In April 1805 the United Kingdom and Russia signed a treaty with the aim of removing the French from Holland and Switzerland. Austria joined the alliance after the annexation of Genoa and the proclamation of Napoleon as King of Italy on 17 March 1805.


          The Austrians began the war by invading Bavaria with an army of about 70,000 under Karl Mack von Leiberich, and the French army marched out from Boulogne in late July, 1805 to confront them. At Ulm ( September 25  October 20) Napoleon surrounded Mack's army, forcing its surrender without significant losses. With the main Austrian army north of the Alps defeated (another army under Archduke Charles manoeuvred inconclusively against Andr Massna's French army in Italy), Napoleon occupied Vienna. Far from his supply lines, he faced a larger Austro-Russian army under the command of Mikhail Kutuzov, with the Emperor Alexander of Russia personally present. On December 2 Napoleon crushed the joint Austro-Russian army in Moravia at Austerlitz (usually considered his greatest victory). He inflicted a total of 25,000 casualties on a numerically superior enemy army while sustaining fewer than 7,000 in his own force.


          Austria signed the Treaty of Pressburg ( 26 December 1805) and left the Coalition. The Treaty required the Austrians to give up Venetia to the French-dominated Kingdom of Italy and the Tyrol to Bavaria.


          With the withdrawal of Austria from the war, stalemate ensued. Napoleon's army had a record of continuous unbroken victories on land, but the full force of the Russian army had not yet come into play.


          


          Fourth Coalition 18061807
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          The Fourth Coalition (180607) of Prussia, Russia, Saxony, Sweden, and the United Kingdom against France formed within months of the collapse of the previous coalition. In July 1806 Napoleon formed the Confederation of the Rhine out of the many tiny German states which constituted the Rhineland and most other western parts of Germany. He amalgamated many of the smaller states into larger electorates, duchies and kingdoms to make the governance of non-Prussian Germany smoother. Napoleon elevated the rulers of the two largest Confederation states, Saxony and Bavaria, to the status of kings.


          In August 1806 the Prussian king, Friedrich Wilhelm III made the decision to go to war independently of any other great power, save the distant Russia. (A more sensible course of action might have involved declaring war the previous year and joining Austria and Russia. This might have contained Napoleon and prevented the Coalition disaster at Austerlitz.) In any event, the Russian army, an ally of Prussia, still remained far away when Prussia declared war. In September Napoleon unleashed all the French forces east of the Rhine. Napoleon himself defeated a Prussian army at Jena ( October 14, 1806), and Davout defeated another at Auerstdt on the same day. Some 160,000 French soldiers (increasing in number as the campaign went on) attacked Prussia, moving with such speed that Napoleon succeeded in destroying as an effective military force the entire quarter-of-a-million strong Prussian army  which sustained 25,000 casualties, lost a further 150,000 prisoners and 4,000 artillery pieces, and over 100,000 muskets stockpiled in Berlin. At Jena Napoleon fought only a detachment of the Prussian force. Auerstdt involved a single French corps defeating the bulk of the Prussian army. Napoleon entered Berlin on 27 October 1806. He visited the tomb of Frederick the Great and instructed his marshals to remove their hats there, saying, "If he were alive we wouldn't be here today". In total Napoleon had taken only 19 days from beginning his attack on Prussia until knocking it out of the war with the capture of Berlin and the destruction of its principal armies at Jena and Auerstdt. By contrast, Prussia had fought for three years in the War of the First Coalition with little achievement.


          The next stage of the war involved the French driving Russian forces out of Poland and instituting a new state, the Duchy of Warsaw. Napoleon then turned north to confront the remainder of the Russian army and to attempt to capture the temporary Prussian capital at Knigsberg. A tactical draw at Eylau ( February 7  February 8, 1807) forced the Russians to withdraw further north. Napoleon then routed the Russian army at Friedland ( June 14, 1807). Following this defeat, Alexander had to make peace with Napoleon at Tilsit ( July 7, 1807). By September, Marshal Brune completed the occupation of Swedish Pomerania, allowing the Swedish army, however, to withdraw with all its munitions of war.


          During 1807 the British attacked Denmark with the aim of capturing the Danish fleet. The Danes had a large fleet which could have greatly aided the French if it had fallen into their hands: Danish vessels could have replaced many of the ships the French had lost at Trafalgar in 1805. The British attacked Copenhagen and captured the Danish fleet. This helped bring Denmark into the war on the side of the French.


          At the Congress of Erfurt (September  October 1808) Napoleon and Alexander agreed that Russia should force Sweden to join the Continental System, which led to the Finnish War of 180809 and to the division of Sweden into two parts separated by the Gulf of Bothnia. The eastern part became the Russian Grand Duchy of Finland.


          


          Fifth Coalition 1809
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          The Fifth Coalition (1809) of the United Kingdom and Austria against France formed as the United Kingdom engaged in the Peninsular War against France.


          Once again, the United Kingdom stood alone, and the sea became the major theatre of war between the United Kingdom and Napoleon's allies. During the time of the Fifth Coalition, the Royal Navy won a succession of victories in the French colonies and another major naval victory against the neutral Denmark at the Battle of Copenhagen ( September 2, 1807).


          On land, the Fifth Coalition attempted few extensive military endeavours. One, the Walcheren Expedition of 1809, involved a dual effort by the British Army and the Royal Navy to relieve Austrian forces under intense French pressure. It ended in disaster after the Army commander  John Pitt, 2nd Earl of Chatham  failed to capture the objective, the naval base of French-controlled Antwerp. For the most part of the years of the Fifth Coalition, British military operations on land  apart from in the Iberian Peninsula  remained restricted to hit-and-run operations executed by the Royal Navy, which dominated the sea after having beaten down almost all substantial naval opposition from France and its allies and blockading what remained of the latter's naval forces in heavily fortified French-controlled ports. These rapid-attack operations functioned rather like exo-territorial guerrilla strikes: they aimed mostly at destroying blockaded French naval and mercantile shipping, and disrupting French supplies, communications, and military units stationed near the coasts. Often, when British allies attempted military actions within several dozen miles or so of the sea, the Royal Navy would arrive and would land troops and supplies and aid the Coalition's land forces in a concerted operation. Royal Navy ships even provided artillery support against French units when fighting strayed near enough to the coastline. However, the ability and quality of the land forces governed these operations. For example, when operating with inexperienced guerrilla forces in Spain, the Royal Navy sometimes failed to achieve its objectives simply because of the lack of manpower that the Navy's guerrilla allies had promised to supply.
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          The struggle also continued in the sphere of economic warfare  the French Continental System against the British naval blockade of French-controlled territory. Due to military shortages and lack of organisation in French territory, numerous breaches of the Continental System occurred as French-dominated states engaged in illicit (though often tolerated) trade with British smugglers. Both sides entered additional conflicts in attempts to enforce their blockade; the British fought the United States in the War of 1812 (1812-15), and the French engaged in the Peninsular War (1808-14). The Iberian conflict began when Portugal continued trade with the United Kingdom despite French restrictions. When Spain failed to maintain the system the Spanish alliance with France came to an end and French troops gradually encroached on Spanish territory until they occupied Madrid. British intervention soon followed.


          Austria, previously an ally of the French, took the opportunity to attempt to restore its imperial territories in Germany as held prior to Austerlitz. Austria achieved a number of initial victories against the thinly-spread army of Marshal Davout. Napoleon had left Davout with only 170,000 troops to defend France's entire eastern frontier (In the 1790s, 800,000 troops had carried out the same task, but holding a much shorter front).


          Napoleon had enjoyed easy success in Spain, retaking Madrid, defeating the Spanish and consequently forcing a withdrawal of the heavily out-numbered British army from the Iberian Peninsula ( Battle of Corunna, 16 January 1809). Austria's attack prevented Napoleon from successfully wrapping up operations against British forces by necessitating his departure for Austria, and he never returned to the Peninsula theatre. In his absence and in the absence of his best marshals (Davout remained in the east throughout the war) the French situation in Spain deteriorated, especially when the prodigious British general, Sir Arthur Wellesley, arrived to command the British forces.


          The Austrians drove into the Duchy of Warsaw, but suffered defeat at the Battle of Raszyn April 19, 1809. The Polish army captured West Galicia following its earlier success.
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          Napoleon assumed personal command in the east and bolstered the army there for his counter-attack on Austria. After a well-run campaign that, after a few small battles, forced the Austrians to withdraw from Bavaria, Napoleon advanced into Austria. His hurried attempt to cross the Danube resulted in the massive Battle of Aspern-Essling ( 22 May 1809)  Napoleon's first significant tactical defeat. Failure by the Austrian commander, Archduke Karl, to follow up on his indecisive victory meant that Napoleon could prepare for a renewed attempt to seize Vienna, and in early July he did so. He defeated the Austrians at Wagram, on July 5  July 6 (During this battle Napoleon stripped Marshal Bernadotte of his title and ridiculed him in front of other senior officers. Shortly thereafter, Bernadotte took up the offer from Sweden to fill the vacant position of Crown Prince there. Later he would actively participate in wars against his former Emperor).


          The War of the Fifth Coalition ended with the Treaty of Schnbrunn ( October 14, 1809). In the east only the Tyrolese rebels led by Andreas Hofer continued to fight the French-Bavarian army until finally defeated in November 1809, while in the west the Peninsular War continued.


          In 1810 the French Empire reached its greatest extent. On the continent, the British and Portuguese remained restricted to the area around Lisbon (behind their impregnable lines of Torres Vedras) and to besieged Cadiz. Napoleon married Marie-Louise, an Austrian Archduchess, with the aims of ensuring a more stable alliance with Austria and of providing the Emperor with an heir (something his first wife, Josephine, had failed to do). As well as the French Empire, Napoleon controlled the Swiss Confederation, the Confederation of the Rhine, the Duchy of Warsaw and the Kingdom of Italy. Territories allied with the French included:


          
            	the Kingdom of Spain (under Joseph Bonaparte, Napoleon's elder brother)


            	the Kingdom of Westphalia ( Jrme Bonaparte, Napoleon's younger brother)


            	the Kingdom of Naples (under Joachim Murat, husband of Napoleon's sister Caroline)


            	the Principality of Lucca and Piombino (under Elisa Bonaparte (Napoleon's sister) and her husband Felice Bacciocchi);

          


          and Napoleon's former enemies, Prussia and Austria.
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          The Russian campaign of 1812


          The Treaty of Tilsit in 1807 resulted in the Anglo-Russian War (180712). Tsar Alexander I declared war on the United Kingdom after the British attack on Denmark in September 1807. British men-of-war supported the Swedish fleet during the Finnish War and had victories over the Russians in the Gulf of Finland in July 1808 and August 1809. However, the success of the Russian army on the land forced Sweden to sign peace-treaties with Russia in 1809 and with France in 1810 and to join the Continental Blockade against Britain. Franco-Russian relations became progressively worse after 1810, and the Russian war with the UK effectively came to an end. In April 1812 Britain, Russia and Sweden signed secret agreements directed against Napoleon.


          In 1812 Napoleon invaded Russia. He aimed to compel Emperor Alexander I to remain in the Continental System and to remove the imminent threat of a Russian invasion of Poland. The French-led Grande Arme, consisting of 650,000 men (270,000 Frenchmen and many soldiers of allies or subject areas), crossed the Niemen River on June 23, 1812. Russia proclaimed a Patriotic War, while Napoleon proclaimed a Second Polish war, but against the expectations of the Poles (who supplied almost 100,000 troops for the invasion-force) he avoided any concessions to Poland, having in mind further negotiations with Russia. Russia maintained a scorched-earth policy of retreat, broken only by the Battle of Borodino on September 7, 1812. This policy, and the refusal of the Grande Armee to adjust its methods of operation to meet the requirements of this theatre, led to the majority of the losses of the main column of the Grande Armee, which in one case amounted to 95,000 troops in the space of a single week. The bloody confrontation of Borodino ended in a tactical defeat for Russia, thus opening the road to Moscow for Napoleon, . By September 14, 1812 the Grande Arme had captured Moscow; although by this point the Russians had largely abandoned the city, even releasing prisoners from Moscow's prisons to inconvenience the French. Alexander I refused to capitulate, and with no sign of clear victory in sight Napoleon had to withdraw from Moscow after the governor, Count Fyodor Vasilievich Rostopchin, ordered the city burnt to the ground. So the disastrous Great Retreat from Moscow began and by November, when the remnants of the Grande Arme crossed the Berezina River, only 27,000 fit soldiers remained. Napoleon then left his army and returned to Paris to prepare to defend Poland against the advancing Russians. Some 380,000 men dead and 100,000 captured. His situation seemed less dire than at first  the Russians had lost around 210,000 men, leaving their army depleted. However, they had the advantage of shorter supply-lines and could replenish their armies with greater speed than the French.


          


          Sixth Coalition 18121814


          Seeing an opportunity in Napoleon's historic defeat, Prussia, Sweden, Austria, and a number of German states re-entered the war. Napoleon vowed that he would create a new army as large as the one he had sent into Russia, and quickly built up his forces in the east from 30,000 to 130,000 and eventually to 400,000. Napoleon inflicted 40,000 casualties on the Allies at Ltzen ( May 2, 1813) and Bautzen ( May 20  May 21, 1813). Both battles involved total forces of over 250,000  making them some of the largest conflicts of the wars so far.


          Meanwhile, in the Peninsular War, Arthur Wellesley renewed the Anglo-Portuguese advance into Spain just after New Year in 1812, besieging and capturing the fortified towns of Ciudad Rodrigo, Badajoz, and in the Battle of Salamanca (which was a damaging defeat to the French). As the French regrouped, the AngloPortuguese entered Madrid and advanced towards Burgos, before retreating all the way back to Portugal when renewed French concentrations threatened to trap them. As a consequence of the Salamanca campaign the French were forced to end their long siege of Cadiz and to permanently evacuate the provinces of Andalusia and Asturias. In a strategic move, Wellington planned to move his supply base from Lisbon to Santander. The AngloPortuguese forces swept northwards in late May and seized Burgos and later at Vitoria ( June 21, 1813), victory of the combined Anglo-Portuguese and Spanish armies over Joseph Bonaparte finally broke the French power in Spain. The French had to retreat out of the Iberian peninsula, over the Pyrenees.


          The belligerents declared an armistice from June 4, 1813 (continuing until August 13) during which time both sides attempted to recover from the loss of approximately a quarter of a million total troops in the preceding two months. During this time Coalition negotiations finally brought Austria out in open opposition to France. Two principal Austrian armies took the field, adding an additional 300,000 troops to the Coalition armies in Germany. In total the Allies now had around 800,000 front-line troops in the German theatre, with a strategic reserve of 350,000 formed to support the frontline operations.


          Napoleon succeeded in bringing the total imperial forces in the region up to around 650,000  although only 250,000 came under his direct command, with another 120,000 under Nicolas Charles Oudinot and 30,000 under Davout. The Confederation of the Rhine furnished Napoleon with the bulk of the remainder of his forces, with Saxony and Bavaria as the principal contributors. In addition, to the south, Murat's Kingdom of Naples and Eugne de Beauharnais's Kingdom of Italy had a combined total of 100,000 men under arms. In Spain an additional 150,000 to 200,000 French troops steadily retreated before AngloPortuguese forces numbering around 100,000. Thus in total around 900,000 French troops in all theatres faced somewhere around a million Coalition troops (not including the strategic reserve under formation in Germany). The gross figures may however mislead slightly, as most of the German troops fighting on the side of the French fought at best unreliably and stood on the verge of defecting to the Allies. One can reasonably say that Napoleon could count on no more than 450,000 troops in Germany  which left him outnumbered about two to one.


          Following the end of the armistice, Napoleon seemed to have regained the initiative at Dresden (August 1813), where he defeated a numerically-superior Coalition army and inflicted enormous casualties, while the French army sustained relatively few. However, the failures of his marshals and a slow resumption of the offensive on his part cost him any advantage that this victory might have secured him. At the Battle of Leipzig in Saxony ( October 16  October 19, 1813), also called the "Battle of the Nations", 191,000 French fought more than 300,000 Allies, and the defeated French had to retreat into France. Napoleon then fought a series of battles, including the Battle of Arcis-sur-Aube, in France itself, but the overwhelming numbers of the Allies steadily forced him back.
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          The Allies entered Paris on March 30, 1814. During this time Napoleon fought his Six Days Campaign, in which he won multiple battles against the enemy forces advancing towards Paris. However, during this entire campaign he never managed to field more than 70,000 troops against more than half a million Coalition troops. At the Treaty of Chaumont ( March 9, 1814) the Allies agreed to preserve the Coalition until Napoleon's total defeat.


          Napoleon determined to fight on, even now, incapable of fathoming his massive fall from power. During the campaign he had issued a decree for 900,000 fresh conscripts, but only a fraction of these ever materialized, and Napoleon's increasingly unrealistic schemes for victory eventually gave way to the reality of the hopeless situation. Napoleon abdicated on April 6. However, occasional military actions continued in Italy, Spain, and Holland throughout the spring of 1814.


          The victors exiled Napoleon to the island of Elba, and restored the French Bourbon monarchy in the person of Louis XVIII. They signed the Treaty of Fontainebleau ( April 11, 1814) and initiated the Congress of Vienna to redraw the map of Europe.


          


          Gunboat War 18071814


          Denmark-Norway originally declared itself neutral in the Napoleonic Wars, established a navy, and engaged in trade with both sides. The British attacked, captured, and or destroyed large portions of the Dano-Norwegian fleet in the First Battle of Copenhagen ( 2 April 1801), and again in the Second Battle of Copenhagen (August  September 1807). This ended the Danish neutrality, and the Danish engaged in a naval guerilla war in which small gunboats would attack larger British ships in Danish and Norwegian waters. The Gunboat War effectively ended with a British victory at the Battle of Lyngr in 1812, involving the destruction of the last large Danish ship  the frigate Najaden.


          


          Seventh Coalition 1815


          The Seventh Coalition (1815) pitted the United Kingdom, Russia, Prussia, Sweden, Austria, the Netherlands and a number of German states against France. The period known as the Hundred Days began after Napoleon left Elba and landed at Cannes ( March 1, 1815). Travelling to Paris, picking up support as he went, he eventually overthrew the restored Louis XVIII. The Allies rapidly gathered their armies to meet him again. Napoleon raised 280,000 men, whom he distributed amongst several armies. To add to the 90,000 troops in the standing army he recalled well over a quarter of a million veterans from past campaigns and issued a decree for the eventual draft of around 2.5 million new men into the French army. This faced an initial Coalition force of about 700,000  although Coalition campaign-plans provided for one million front-line troops supported by around 200,000 garrison, logistics and other auxiliary personnel. The Coalition intended this force to have overwhelming numbers against the numerically inferior imperial French army  which in fact never came close to reaching Napoleon's goal of more than 2.5 million under arms.
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          Napoleon took about 124,000 men of the Army of the North on a pre-emptive strike against the Allies in Belgium. He intended to attack the Coalition armies before they combined, in the hope of driving the British into the sea and the Prussians out of the war. His march to the frontier achieved the surprise he had planned. He forced Prussia to fight at Ligny on June 16, 1815, and the defeated Prussians retreated in some disorder. On the same day the left wing of the Army of the North, under the command of Marshal Michel Ney, succeeded in stopping any of Wellington's forces going to the aid of Blcher's Prussians by fighting a blocking action at Quatre Bras. But Ney failed to clear the cross-roads and Wellington reinforced the position. With the Prussian retreat, Wellington had to retreat as well, however. He fell back to a previously reconnoitred position on an escarpment at Mont St Jean, a few miles south of the village of Waterloo. Napoleon took the reserve of the Army of the North, and reunited his forces with those of Ney to pursue Wellington's army, but not before he ordered Marshal Grouchy to take the right wing of the Army of the North and stop the Prussians re-grouping. Grouchy failed, and although he engaged and defeated the Prussian rearguard under the command of Lt-Gen von Thielmann in the Battle of Wavre (1819 June), the rest of the Prussian army "marched towards the sound of the guns" in the direction of Waterloo. Napoleon delayed the start of fighting at the Battle of Waterloo on the morning of June 18 for several hours while he waited for the ground to dry after the previous night's rain. By late afternoon the French army had not succeeded in driving Wellington's forces from the escarpment on which they stood. When the Prussians arrived and attacked the French right flank in ever-increasing numbers, Napoleon's strategy of keeping the Coalition armies divided had failed and a combined Coalition general advance drove his army from the field in confusion.


          Grouchy partially redeemed himself by organizing a successful and well-ordered retreat towards Paris, where Marshal Davout had 117,000 men at the ready to turn back the 116,000 men of Blcher and Wellington. Militarily it appeared quite possible (indeed probable) that the French could defeat Wellington and Blcher, but politics proved the source of the Emperor's downfall. Furthermore, even had Davout succeeded in defeating the two northern Coalition armies, around 400,000 Russian and Austrian troops continued to advance from the east.


          On arriving at Paris three days after Waterloo, Napoleon still clung to the hope of a concerted national resistance; but the temper of the chambers, and of the public generally, did not favour his view. The politicians forced Napoleon to abdicate again on June 22, 1815. Despite the Emperors abdication, irregular warfare continued along the eastern borders and on the outskirts of Paris until the signing of a cease-fire on July 4. On 15 July Napoleon surrendered himself to the British squadron at Rochefort. The Allies exiled him to the remote South Atlantic island of Saint Helena, where he died on 5 May 1821.


          Meanwhile in Italy, Joachim Murat, whom the Allies had allowed to remain King of Naples after the Napoleon's initial defeat, once again allied himself with his brother-in-law, triggering the Neapolitan War (March to May, 1815). Hoping to find support amongst Italian nationalists fearful of the increasing influence of the Habsburgs in Italy, Murat issued the Rimini Proclamation inciting them to war. The proclamation failed and the Austrians soon crushed Murat at the Battle of Tolentino ( 2 May to 3 May 1815), forcing him to flee. The Bourbons returned to the throne of Naples on 20 May 1815. A firing squad eventually executed Murat on 13 October 1815 after a failed attempt to regain his throne.


          


          Political effects
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          The Napoleonic Wars brought great changes both to Europe and the Americas. Though Napoleon brought most of Western Europe under his rule (a feat not seen since the days of the Roman Empire, although Charlemagne reduced a large area of central Europe into a single empire), a state of constant warfare between France and the combined other major powers of Europe for over two decades finally took its toll. By the end of the Napoleonic Wars, France no longer held the role of the dominant power in Europe, as it had since the times of Louis XIV.


          The United Kingdom emerged as the most powerful country in the world, coined by some as a hyperpower. Britain's Royal Navy held unquestioned naval superiority throughout the world and her industrial economy made it the most powerful commercial country as well.


          In most European countries, the importation of the ideals of the French Revolution (democracy, due process in courts, abolition of privileges, etc.) left a mark. The increasing prosperity and clout of the middle classes became incorporated into custom and law, and the vast new wealth built on bourgeois activities, such as commerce and industry, meant that European monarchs found it difficult to restore pre-revolutionary absolutism, and had perforce to keep some of the reforms brought about during Napoleon's rule. Institutional legacies have remained to this day: many European countries have a civil-law legal system, with clearly redacted codes compiling their basic laws  an enduring legacy of the Napoleonic Code.


          A relatively new and increasingly powerful movement became significant. Nationalism would shape the course of much of future European history; its growth spelled the beginning of some nations and states and the end of others. The map of Europe changed dramatically in the hundred years following the Napoleonic Era, based not on fiefs and aristocracy, but on the perceived basis of human culture, national origins, and national ideology. Bonaparte's reign over Europe sowed the seeds for the founding of the nation-states of Germany and Italy by starting the process of consolidating city-states, kingdoms and principalities.


          The Napoleonic wars also played a key role in the independence of the American Colonies from their motherland Spain, because the conflict significantly weaken both the authority as the military power of the Spanish Empire, especially after the Battle of Trafalgar which seriously hampers the viceroyalties contact with Americans. Evidence of this are the many uprisings in Hispanic Americas after the end of the war, which eventually lead to the Hispanic American wars of independence .


          After the war, in order to prevent another such war, Europe was divided into states according to the balance of power theory. This meant in theory that no European state would become strong enough to dominate Europe (and therefore the world) in the future. This directly lead to the formation of alliances between the German Empire, The Austro-Hungarian Empire and the Kingdom of Italy - the Triple Alliance and Great Britain, the French Third Republic and the Russian Empire's Triple Entente which led to the First World War.


          Another concept emerged  that of Europe. Napoleon mentioned on several occasions his intention to create a single European state, and although his defeat set the thought of a unified Europe back over one-and-a-half centuries, the idea re-emerged after the end of the Second World War.


          


          Military legacy
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          The Napoleonic Wars also had a profound military impact. Until the time of Napoleon, European states had employed relatively small armies with a large proportion of mercenaries  who sometimes fought against their own native countries. However, military innovators in the middle of the 18th century began to recognize the potential of an entire nation at war: a "nation in arms".


          France, with the fourth-largest population in the world by the end of the 18th century (27 million, as compared to the United Kingdom's 12 million and Russia's 35 to 40 million), seemed well poised to take advantage of the leve en masse. Because the French Revolution and Napoleon's reign witnessed the first application of the lessons of the 18th century's wars on trade and dynastic disputes, commentators often falsely assume that such ideas arose from the revolution rather than found their implementation in it.


          Not all the credit for the innovations of this period should go to Napoleon, however. Lazare Carnot played a large part in the reorganization of the French army from 1793 to 1794  a time which saw previous French misfortunes reversed, with Republican armies advancing on all fronts.


          The sizes of the armies involved give an obvious indication of the changes in warfare. During Europe's major pre-revolutionary war, the Seven Years' War of 1756-1763, few armies ever numbered more than 200,000. By contrast, the French army peaked in size in the 1790s with 1.5 million Frenchmen enlisted. In total, about 2.8 million Frenchmen fought on land and about 150,000 at sea, bringing the total for France to almost 3 million combatants.


          The United Kingdom had 747,670 men under arms between 1792 and 1815. In addition, about a quarter of a million personnel served in the Royal Navy. In September 1812, Russia had about 904,000 enlisted men in its land forces, and between 1799 and 1815 a total of 2.1 million men served in the Russian army, with perhaps 400,000 serving from 1792 to 1799. A further 200,000 or so served in the Russian Navy from 1792 to 1815. One cannot readily find consistent equivalent statistics for other major combatants. Austria's forces peaked at about 576,000 and had little or no naval component. Apart from the United Kingdom, Austria proved the most persistent enemy of France, and one can reasonably assume that more than a million Austrians served in total. Prussia never had more than 320,000 men under arms at any given time, only just ahead of the United Kingdom. Spain's armies also peaked in size at around 300,000, but to this one needs to add a considerable force of guerrillas. Otherwise only the United States (286,730 total combatants), the Maratha Confederation, the Ottoman Empire, Italy, Naples and the Duchy of Warsaw ever had more than 100,000 men under arms. Even small nations now had armies rivalling the Great Powers' forces of past wars in size. However, one should bear in mind that the above numbers of soldiers come from military records and in practice the actual numbers of fighting men would fall below this level due to desertion, fraud by officers claiming non-existent soldiers' pay, death and, in some countries, deliberate exaggeration to ensure that forces met enlistment-targets. Despite this, the size of armed forces expanded at this time.


          The initial stages of the Industrial Revolution had much to do with larger military forces  it became easy to mass-produce weapons and thus to equip significantly larger forces. The United Kingdom served as the largest single manufacturer of armaments in this period, supplying most of the weapons used by the Coalition powers throughout the conflicts (although using relatively few itself). France produced the second-largest total of armaments, equipping its own huge forces as well as those of the Confederation of the Rhine and other allies.


          Napoleon himself showed innovative tendencies in his use of mobility to offset numerical disadvantages, as brilliantly demonstrated in the rout of the Austro-Russian forces in 1805 in the Battle of Austerlitz. The French Army reorganized the role of artillery, forming independent, mobile units as opposed to the previous tradition of attaching artillery pieces in support of troops. Napoleon standardized cannonball sizes to ensure easier resupply and compatibility among his army's artillery pieces.


          Another advance affected warfare: the semaphore system had allowed the French War-Minister, Carnot, to communicate with French forces on the frontiers throughout the 1790s. The French continued to use this system throughout the Napoleonic wars. Additionally, aerial surveillance came into use for the first time when the French used a hot-air balloon to survey Coalition positions before the Battle of Fleurus, on June 26, 1794. Advances in ordnance and rocketry also occurred in the course of the conflict.


          


          Last veterans


          
            	Geert Adriaans Boomgaard (1788-1899) was the last surviving veteran. He fought for France in the 33me Rgiment Lger



            	Loius Victor Baillot (1793-1898) also from France, was the last Battle of Waterloo veteran. He also saw action at the siege of Hamburg.



            	Pedro Martinez (1789-1898) was the last Battle of Trafalgar veteran. He served in the Spanish navy on San Juan Nepomuceno.



            	Josephine Mazurkewicz (1784-1896) was the last female veteran. She was an assistant surgeon in Napoleon's army and later participated in the Crimean War.



            	Pvt Morris Shea (1795-1892) of the 73rd Foot was the last British veteran.


            	Sir Provo Wallis (1791-1892) was the last Royal Navy officer. He saw action on HMS Shannon during the War of 1812.

          


          


          In fiction


          
            	Leo Tolstoy's epic novel, War and Peace recounts Napoleon's wars between 1805 and 1812 (especially the disastrous 1812 invasion of Russia and subsequent retreat) but from a Russian perspective.


            	Stendhal's novel " The Charterhouse of Parma" opens with a ground-level recounting of the Battle of Waterloo and the subsequent chaotic retreat of French forces.


            	The bulk of the Horatio Hornblower series takes place during the Napoleonic Wars.


            	Patrick O' Brian's Aubrey-Maturin series takes place during the Napoleonic Wars.


            	The majority of Bernard Cornwells Sharpe series takes place during the Napoleonic Wars.


            	Les Misrables by Victor Hugo takes place against the backdrop of the Napoleonic War and subsequent decades, and in its unabridged form contains an epic telling of the Battle of Waterloo.


            	William Makepeace Thackeray's novel Vanity Fair takes place during the Napoleonic Wars  one of its protagonists dying at the Battle of Waterloo.


            	The Temeraire series by Naomi Novik takes place in alternate-universe Napoleonic Wars where dragons exist and serve in combat.


            	The Lord Ramage series by Dudley Pope takes place during the Napoleonic Wars.


            	Charlotte Bront's novel Shirley (1849), set during the Napoleonic Wars, explores some of the economic effects of war on rural Yorkshire.


            	The Count of Monte Cristo by Alexandre Dumas starts during the tail-end of the Napoleonic Wars. The main character, Edmond Dants, suffers imprisonment following false accusations of Bonapartist leanings.


            	Jane Austen set Pride and Prejudice (1813) in her contemporary world during the time-period of the Napoleonic Wars. Some key events in the novel relate to soldiers passing through town on their way to fight.


            	Sir Arthur Conan Doyle's Brigadier Gerard serves as a French soldier during the Napoleonic Wars.


            	Jeanette Winterson's 1987 novel The Passion


            	Fyodor Dostoevsky's book " The Idiot" had a character, General Ivolgin, who witnessed and recounted his relationship with Napoleon during the Campaign of Russia.
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              	Napoleon I
            


            
              	Emperor of the French, King of Italy

              Mediator of the Swiss Confederation

              Protector of the Confederation of the Rhine
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              Napoleon in His Study by Jacques-Louis David (1812)
            


            
              	Reign

              	20 March 1804 6 April 1814

              1 March 1815 22 June 1815
            


            
              	Coronation

              	2 December 1804
            


            
              	Full name

              	Napoleon Bonaparte
            


            
              	Born

              	15 August 1769(1769-08-15)
            


            
              	Birthplace

              	Ajaccio, Corsica
            


            
              	Died

              	5 May 1821 (aged51)
            


            
              	Place of death

              	Longwood, St. Helena
            


            
              	Buried

              	Les Invalides, Paris
            


            
              	Predecessor

              	French Consulate (as Executive Power of the French First Republic, with himself as First Consul);

              Previous ruling Monarch: Louis XVI as King of the French (died 1793)
            


            
              	Successor

              	Louis XVIII ( de facto)

              Napoleon II ( de jure)
            


            
              	Consort

              	Josephine de Beauharnais

              Marie Louise of Austria
            


            
              	Offspring

              	Napoleon II
            


            
              	Royal House

              	Bonaparte
            


            
              	Father

              	Carlo Buonaparte
            


            
              	Mother

              	Letizia Ramolino
            

          


          Napoleon I (born Napoleone di Buonaparte, later Napoleon Bonaparte) ( 15 August 1769  5 May 1821) was a French military and political leader who had a significant impact on modern European history. He was a general during the French Revolution, the ruler of France as First Consul of the French Republic, Emperor of the French, King of Italy, Mediator of the Swiss Confederation and Protector of the Confederation of the Rhine.


          Born in Corsica and trained in mainland France as an artillery officer, he rose to prominence as a general of the French Revolution, leading successful campaigns against the First and Second Coalitions arrayed against France. In 1799, Napoleon staged a coup d'tat and installed himself as First Consul; five years later he crowned himself Emperor of the French. In the first decade of the nineteenth century, he turned the armies of France against almost every major European power, dominating continental Europe through a lengthy streak of military victoriesepitomized through battles such as Austerlitz and Friedlandand the formation of extensive alliance systems, appointing close friends and family members as monarchs and government figures of French-dominated states.


          The disastrous French invasion of Russia in 1812 marked a turning point in Napoleon's fortunes. The campaign wrecked the Grande Arme, which never regained its previous strength. In 1813, the Sixth Coalition defeated his forces at Leipzig and invaded France, forcing him to abdicate in April 1814 and exiling him to the island of Elba. Less than a year later, he returned to France, regaining control of the government in the Hundred Days prior to his final defeat at Waterloo in June 1815. Napoleon spent the last six years of his life under British supervision on the island of Saint Helena.


          Napoleon developed relatively few military innovations himself, drawing his tactics from a variety of sources and scoring major victories with a modernized French army. His campaigns are studied at military academies all over the world and he is widely regarded as one of history's greatest commanders. Whilst considered a tyrant by his opponents, he is also remembered for establishing the Napoleonic code, which laid the bureaucratic foundations for the modern French state.


          


          


          Origins and education
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          Napoleon was born in the town of Ajaccio on Corsica, on 15 August 1769, one year after the island was transferred to France by the Republic of Genoa. He was named Napoleone di Buonaparte (in Corsican, Nabolione or Nabulione), though he later adopted the more French-sounding Napoleon Bonaparte. Napoleon wrote to Pasquale di Paoli - leader of a Corsican revolt against the French - in 1789: "I was born when my country was dying. Thirty thousand French, vomited on our shores, drowning the throne of liberty in waves of blood- such was the horrid sight which first met my view." His heritage earned him popularity among Italians during his Italian campaigns.


          The family were minor Italian nobility coming from Lombard stock and Lunigiana origin. The family had moved to Florence and broke into two branches; the original branch, Buonaparte-Sarzana, were compelled to leave Florence after the defeat of the Ghibellines and came to Corsica in the 16th century, when the island was still a possession of Genoa.


          His father Carlo Buonaparte, an attorney, was named Corsica's representative to the court of Louis XVI in 1778, where he remained for a number of years. The dominant influence of Napoleon's childhood was his mother, Maria Letizia Ramolino. Her firm discipline helped restrain the petulant Napoleon.


          Napoleon had an elder brother, Joseph, and younger siblings Lucien, Elisa, Louis, Pauline, Caroline and Jrme. He was baptised Catholic just before his second birthday, on 21 July 1771 at Ajaccio Cathedral.


          Napoleon's noble, moderately affluent background and family connections afforded him greater opportunities to study than were available to a typical Corsican of the time. On 15 May 1779, at age nine, Napoleon was admitted to a French military school at Brienne-le-Chteau, a small town near Troyes. He had to learn French before entering the school, but he spoke with a marked Italian accent throughout his life and never learned to spell properly. During these school years Napoleon was teased by other students for his Corsican accent and he buried himself in study. Upon completing the school in 1784, Bonaparte was admitted to the elite cole Royale Militaire (Military college) in Paris. Though he had initially sought a naval assignment, he studied artillery and completed the two-year course of study in one year. An examiner judged him as "very applied [to] abstract sciences, little curious as to the others; a thorough knowledge of mathematics and geography."


          


          Early career


          Upon graduation in September 1785, he was commissioned a second lieutenant in La Fre artillery regiment and took up his new duties in January 1786 at the age of 16. Napoleon served on garrison duty in Valence and Auxonne until after the outbreak of the Revolution in 1789 - though he took nearly two years of leave in Corsica and Paris during this period. He spent most of the next several years in Corsica, where a complex three-way struggle was playing out between royalists, revolutionaries, and Corsican nationalists. Bonaparte supported the Jacobin faction and gained the rank of lieutenant-colonel of a regiment of volunteers. After coming into conflict with the increasingly conservative nationalist leader, Pasquale Paoli, Bonaparte and his family fled to the French mainland in June 1793.


          Through the help of fellow Corsican Saliceti, Napoleon was appointed artillery commander of the French forces besieging Toulon, which had risen in revolt against the republican government and was occupied by British troops. He spotted an ideal place for French guns to be set up so they could dominate the city's harbour, and the British ships would be forced to evacuate. The assault on the position, during which Bonaparte was wounded in the thigh, led to the recapture of the city and his promotion to Brigadier General. His actions brought him to the attention of the Committee of Public Safety, and he became a close associate of Augustin Robespierre, younger brother of the Revolutionary leader Maximilien Robespierre. Following the fall of the elder Robespierre he was briefly imprisoned in the Chateau d'Antibes on 6 August 1794, but was released within two weeks. He also became engaged to Dsire Clary, later Queen of Sweden and Norway, but the engagement was broken off by Napoleon in 1796.


          [bookmark: 13_Vendemiaire]


          13 Vendemiaire


          Bonaparte was serving in Paris when royalists and counter-revolutionaries organised an armed protest against the National Convention on 3 October 1795. Bonaparte was given command of the improvised forces defending the Convention in the Tuileries Palace. He seized artillery pieces with the aid of a young cavalry officer, Joachim Murat - who later became his brother-in-law - and used it the next day to repel the attackers, of which 300 died and the rest fled. This triumph earned him sudden fame, wealth, and the patronage of the new Directory, particularly that of its leader, Barras. Within weeks he was romantically attached to Barras's former mistress, Josephine de Beauharnais, whom he married on 9 March 1796.


          


          First Italian campaign


          Days after his marriage, Bonaparte took command of the French " Army of Italy" on 27 March 1796, leading it on a successful invasion of Italy. At the battles of Montenotte and Lodi, he defeated Austrian forces, then drove them out of Lombardy and defeated the army of the Papal States. Pope Pius VI had protested at the execution of Louis XVI, so France retaliated by annexing two small papal territories.
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          Bonaparte ignored the Directory's order to march on Rome and dethrone the Pope. It was not until the following year that General Berthier captured Rome and took Pius VI prisoner on 20 February. The Pope died of illness while in captivity. In early 1797, Bonaparte led his army into Austria and forced it to sue for peace. The resulting Treaty of Campo Formio gave France control of most of northern Italy, along with the Low Countries and Rhineland, but a secret clause promised Venice to Austria. Bonaparte then marched on Venice and forced its surrender, ending more than 1,000years of independence. Later in 1797, Bonaparte organised many of the French-dominated territories in Italy into the Cisalpine Republic.


          His series of military triumphs was a result of his ability to apply his knowledge of conventional military thought to real-world situations, as demonstrated by his creative use of artillery tactics, using it as a mobile force to support his infantry. As he described it: "...Although I have fought sixty battles, I have learned nothing which I did not know at the beginning. Look at Caesar; he fought the first like the last." Contemporary paintings of his headquarters during the Italian campaign depict his use of the Chappe semaphore line, first implemented in 1792. He was also adept at both intelligence and deception and had a sense of when to strike. He often won battles by concentrating his forces on an unsuspecting enemy, by using spies to gather information about opposing forces, and by concealing his own troop deployments. In this campaign, often considered his greatest, Napoleon's army captured 160,000 prisoners, 2,000 cannons, and 170 standards. A year of campaigning had witnessed breaks with the traditional norms of 18th century warfare and marked a new era in military history.


          While campaigning in Italy, General Bonaparte became increasingly influential in French politics. He published two newspapers, ostensibly for the troops in his army, but widely circulated within France as well. In May 1797 he founded a third newspaper, published in Paris, Le Journal de Bonaparte et des hommes vertueux. Elections in mid-1797 gave the royalist party increased power, alarming Barras and his allies on the Directory. The royalists, in turn, began attacking Bonaparte for looting Italy and overstepping his authority in dealings with the Austrians. Bonaparte sent General Augereau to Paris to lead a coup d'etat and purge the royalists on 4 September ( 18 Fructidor). This left Barras and his Republican allies in firm control again, but dependent on Bonaparte to maintain it. Bonaparte himself proceeded to the peace negotiations with Austria, then returned to Paris in December as the conquering hero and the dominant force in government, more popular than the Directors.


          


          Egyptian expedition


          In March 1798, Bonaparte proposed a military expedition to seize Egypt, then a province of the Ottoman Empire, seeking to protect French trade interests and undermine Britain's access to India. The Directory, though troubled by the scope and cost of the enterprise, readily agreed so the popular general would be away from the centre of power.
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          In May, Bonaparte was elected a member of the French Academy of Sciences. His Egyptian expedition included a group of 167 scientists: mathematicians, naturalists, chemists and geodesers among them; their discoveries included the Rosetta Stone and their work was published in the Description of Egypt in 1809. This deployment of intellectual resources is considered by Ahmed Youssef an indication of Bonaparte's devotion to the principles of the Enlightenment, and by Juan Cole as a masterstroke of propaganda, obfuscating the true imperialist motives of the invasion. In a largely unsuccessful effort to gain the support of the Egyptian populace, Bonaparte also issued proclamations casting himself as a liberator of the people from Ottoman oppression, and praising the precepts of Islam.


          Bonaparte's expedition seized Malta from the Knights of Saint John on 9 June and then landed successfully at Alexandria on 1 July, temporarily eluding pursuit by the British Royal Navy. After landing he successfully fought The Battle of Chobrakit against the Mamelukes, an old power in the Middle East. This battle helped the French plan their attack in the Battle of the Pyramids fought over a week later, about 6km from the pyramids. Bonaparte's forces were greatly outnumbered by the Mamelukes cavalry - 20,000 against 60,000 - but Bonaparte formed hollow squares, keeping supplies safely on the inside. In all, 300 French and approximately 6,000 Egyptians were killed.


          While the battle on land was a resounding French victory, the British Royal Navy managed to win at sea. The ships that had landed Bonaparte and his army sailed back to France, while a fleet of ships of the line remained to support the army along the coast. On 1 August the British fleet under Horatio Nelson fought the French in the Battle of the Nile, capturing or destroying all but two French vessels. With Bonaparte land-bound, his goal of strengthening the French position in the Mediterranean Sea was frustrated, but his army succeeded in consolidating power in Egypt, though it faced repeated uprisings.
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          In early 1799, he led the army into the Ottoman province of Damascus (Syria and northern Israel) and defeated numerically superior Ottoman forces in several battles, but his army was weakened by diseasemostly bubonic plagueand poor supplies. Napoleon led 13,000 French soldiers to the conquest of the coastal towns of El Arish, Gaza, Jaffa, and Haifa.


          The storming of Jaffa was particularly brutal. Though the French took control of the city within a few hours of the attack beginning, the French soldiers bayoneted approximately 2,000 Turkish soldiers trying to surrender. The soldiers' then turned on the inhabitants of the town. Men, women, and children were robbed and murdered for three days, and the massacre ended with even more bloodshed, as Napoleon ordered 3,000 Turkish prisoners executed.


          Napoleon was unable to reduce the fortress of Acre, after his army was weakened by the plague, and returned to Egypt in May. To speed up the retreat, Bonaparte took the controversial step of ordering the poisoning of plague-stricken men along the way; it is not clear how many died. His supporters have argued this decision was necessary given the continuing harassment of stragglers by Ottoman forces. Back in Egypt, on 25 July, Bonaparte defeated an Ottoman amphibious invasion at Abukir.


          With the Egyptian campaign stagnating, and political instability developing back home, Bonaparte left Egypt for France in August, 1799, leaving his army under General Klber.


          


          Ruler of France


          


          Coup d'tat of 18 Brumaire


          Whilst in Egypt, Bonaparte stayed informed of European affairs by relying on the irregular delivery of newspapers and dispatches. On 24 August 1799, he set sail for France, taking advantage of the temporary departure of British ships blockading French coastal ports. The Directory had already ordered his and the army's return, as France had suffered a series of military defeats to Second Coalition forces, and a possible invasion of French territory loomed. He did not receive these orders due to poor lines of communication and on his return the Directory discussed his 'desertion' though they did not discipline him.
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          By the time he reached Paris in October, a series of French victories meant an improvement in the previously precarious military situation and discussion of his 'desertion' was brushed aside. The Republic was bankrupt, however, and the corrupt and inefficient Directory was more unpopular than ever with the public.


          Bonaparte was approached by one of the Directors, Emmanuel Joseph Sieys, seeking his support for a coup d'tat to overthrow the constitutional government. The plot included Bonaparte's brother Lucien, then serving as speaker of the Council of Five Hundred, Roger Ducos, another Director, and Talleyrand. On 9 November - 18 Brumaire - Bonaparte was charged with the safety of the legislative councils and the following day, he led troops to seize control and disperse them, leaving a legislative rump to name Bonaparte, Sieys, and Ducos as provisional Consuls to administer the government. Though Sieys expected to dominate the new regime, he was outmaneuvered by Bonaparte, who drafted the Constitution of the Year VIII and secured his own election as First Consul. This made Bonaparte the most powerful person in France, powers that were increased by the Constitution of the Year X, which declared him First Consul for life.


          Bonaparte instituted several lasting reforms, including centralized administration of the departements, higher education, a tax system, a central bank, law codes, and road and sewer systems. He negotiated the Concordat of 1801 with the Catholic Church, seeking to reconcile the mostly Catholic population with his regime. It was presented alongside the Organic Articles, which regulated public worship in France. His set of civil laws, the Napoleonic Code or Civil Code, has importance to this day in modern continental Europe, Latin America and the US, specifically Louisiana.


          The Code was prepared by committees of legal experts under the supervision of Jean Jacques Rgis de Cambacrs, who held the office Second Consul from 1799 to 1804; Bonaparte participated actively in the sessions of the Council of State that revised the drafts. Other codes were commissioned by Bonaparte to codify criminal and commerce law. In 1808, a Code of Criminal Instruction was published, which enacted precise rules of judicial procedure. Though by today's standards the code excessively favours the prosecution, when enacted it sought to protect personal freedoms and to remedy the prosecutorial abuses commonplace in contemporary European courts.


          


          Second Italian campaign


          In 1800, Bonaparte returned to Italy, which the Austrians had reconquered during his absence in Egypt. He and his troops crossed the Alps in spring - he rode a mule, not the white charger on which David famously depicted him.
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          While the campaign began badly, Napoleon's forces eventually routed the Austrians in June at the Battle of Marengo, leading to an armistice. Napoleon's brother Joseph, who was leading the peace negotiations in Lunville, reported that due to British backing for Austria, Austria would not recognise France's newly gained territory. As negotiations became more and more fractious, Bonaparte gave orders to his general Moreau to strike Austria once more. Moreau led France to victory at Hohenlinden. As a result, the Treaty of Lunville was signed in February 1801: the French gains of the Treaty of Campo Formio were reaffirmed and increased. Later that year, Bonaparte became President of the French Academy of Sciences and appointed Jean Baptiste Joseph Delambre its Permanent Secretary. He also re-established slavery in France; it had been banned following the revolution. 


          Interlude of peace


          The British signed the Treaty of Amiens in March 1802, setting the terms for peace, which included the withdrawal of British troops from several colonial territories recently occupied. The peace between France and Britain was uneasy and short-lived. The monarchies of Europe were reluctant to recognise a republic, fearing the ideas of the revolution might be exported to them. In Britain, the brother of Louis XVI was welcomed as a state guest although officially Britain recognised France as a republic. Britain failed to evacuate Malta, as promised, and protested against France's annexation of Piedmont, and Napoleon's Act of Mediation in Switzerland, though neither of these areas were covered by the Treaty.


          In 1803 Bonaparte faced a major setback and eventual defeat in the Haitian Revolution, when an army he sent to reconquer Saint-Domingue and establish a base following a slave revolt, was destroyed by a combination of yellow fever and fierce resistance led by Haitian Generals Toussaint L'Ouverture and Jean-Jacques Dessalines. Facing imminent war with Britain and bankruptcy, he recognised French possessions on the mainland of North America would be indefensible and sold them to the United Statesthe Louisiana Purchasefor less than three cents per acre ($7.40 per sq km). The dispute over Malta ended with Britain declaring war on France in 1803 to support French royalists.


          


          Coronation as Emperor
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          In January 1804, Bonaparte's police uncovered an assassination plot against him, ostensibly sponsored by the Bourbons. In retaliation, Bonaparte ordered the arrest of the Duc d'Enghien, in a violation of the sovereignty of Baden. After a hurried secret trial, the Duke was executed on 21 March. Bonaparte used this incident to justify the re-creation of a hereditary monarchy in France, with himself as Emperor, on the theory that a Bourbon restoration would be impossible once the Bonapartist succession was entrenched in the constitution.


          Napoleon crowned himself Emperor on 2 December 1804 at Notre Dame de Paris he then crowned his wife Josephine Empress. At Milan's cathedral on 26 May 1805, Napoleon was crowned King of Italy with the Iron Crown of Lombardy.


          In May 1809, Napoleon declared the Pontifical States annexed to the empire and Pius VII responded by excommunicating him. Though Napoleon did not instruct his officers to kidnap the Pope, once Pius was a prisoner, Napoleon did not offer his release. The Pope was moved throughout Napoleon's territories, sometimes whilst ill, and Napoleon sent delegations to pressure him into issues including giving-up power and signing a new concordat with France. The Pope remained confined for 5years, and did not return to Rome until May 1814.


          


          Napoleonic Wars


          


          Third Coalition


          In 1805 Britain convinced Austria and Russia to join a Third Coalition against France. Napoleon knew the French fleet could not defeat the Royal Navy and tried to lure it away from the English Channel in the hope a Spanish and French fleet could take control of the Channel long enough for French armies to cross to England. However, with Austria and Russia preparing an invasion of France, he had to change his plans and turn his attention to the continent. The newly formed Grande Armee secretly marched to Germany. On 20 October 1805, it surprised the Austrians at Ulm though the next day, Britain's victory at the Battle of Trafalgar, meant the British navy gained control of the seas. A few weeks later on 2 December, the first anniversary of his coronation, Napoleon defeated Austria and Russia at Austerlitz - a decisive victory he remained more proud of than any other. Again Austria had to sue for peace.


          


          Fourth Coalition
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          The Fourth Coalition was assembled the following year, and Napoleon defeated Prussia at the Battle of Jena-Auerstedt in October. He marched on against advancing Russian armies through Poland, and was involved at the bloody stalemate of the Battle of Eylau on 6 February 1807. After a decisive victory at Friedland, he signed a treaty at Tilsit in East Prussia with Tsar Alexander I of Russia, dividing Europe between the two powers. He placed puppet rulers on the thrones of German states, including his brother Jerome as king of the new state of Westphalia. In the French-controlled part of Poland, he established the Duchy of Warsaw, with King Frederick Augustus I of Saxony as ruler. Between 1809 and 1813, Napoleon also served as Regent of the Grand Duchy of Berg for his brother Louis Bonaparte.


          In addition, Napoleon also waged economic war, attempting to enforce a Europe-wide commercial boycott of Britain called the " Continental System", though it had, "little success in its mission of destroying the economic organisation of Great Britain."


          


          Peninsular War


          Portugal did not comply with the Continental System and in 1807 Napoleon invaded Portugal with the support of Spain. Under the pretext of reinforcing the Franco-Spanish army occupying Portugal, Napoleon invaded Spain as well, replacing Charles IV with his brother Joseph and placing brother-in-law Joachim Murat in Joseph's stead at Naples. This led to resistance from the Spanish army and civilians in the Dos de Mayo Uprising.
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          Following a French retreat from much of the country, Napoleon himself took command and defeated the Spanish army, retook Madrid and then outmaneuvered a British army sent to support the Spanish, driving it to the coast. But before the Spanish population had been fully subdued, Austria again threatened war and Napoleon returned to France. The costly and often brutal Peninsular War continued, and Napoleon left several hundred thousand of his finest troops to battle Spanish guerrillas as well as British and Portuguese forces commanded by the Duke of Wellington. French control over the Iberian Peninsula deteriorated and collapsed in 1813; the war went on through allied victories and concluded after Napoleon's abdication in 1814. 


          Fifth Coalition


          In 1809, Austria abruptly broke its alliance with France and Napoleon was forced to assume command of forces on the Danube and German fronts. After achieving early successes, the French faced difficulties crossing the Danube and then suffered a defeat in May at Aspern-Essling near Vienna. The Austrians failed to capitalize on the situation and allowed Napoleon's forces to regroup. The Austrians were defeated once again at Wagram and a new peace was signed between Austria and France. In the following year the Austrian Archduchess Marie Louise married Napoleon, following his divorce of Josephine.
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          The other member of the coalition was Britain. Along with fighting in the Iberian Peninsula, the British planned to open another front in mainland Europe. However, by the time the British landed at Walcheren, Austria had already sued for peace. The expedition was a disaster and was characterized by little fighting but 4,000 casualties thanks to the popularly dubbed "Walcheren Fever".


          


          Invasion of Russia


          The Congress of Erfurt had sought to preserve the Russo-French alliance and the leaders had had a friendly personal relationship after their first meeting in 1807. By 1811, however, tensions were building between the two nations and Alexander was under strong pressure from the Russian aristocracy to break off the alliance. The first clear sign the alliance was deteriorating was the easing of application of the Continental System in Russia, angering Napoleon. By 1812, advisors to Alexander suggested the possibility of invading the French Empire and the recapture of Poland.


          Russia deployed large numbers of troops on the Polish borders, eventually placing more than 300,000 there of its total army strength of 410,000. After receiving initial reports of Russia's war preparations, Napoleon began expanding his Grande Armee to more than 450,000 men - in addition to at least 300,000 men already deployed in Iberia. Napoleon ignored repeated advice against an invasion of the vast Russian heartland, and prepared for an offensive campaign.


          On 22 June 1812, Napoleon's invasion of Russia commenced. In an attempt to gain increased support from Polish nationalists and patriots, Napoleon termed the war the "Second Polish War" - the first Polish war being the liberation of Poland from Russia, Prussia and Austria. Polish patriots wanted the Russian part of partitioned Poland to be incorporated into the Grand Duchy of Warsaw and a new Kingdom of Poland created, though this was rejected by Napoleon, who feared it would bring Prussia and Austria into the war against France. Napoleon also rejected requests to free the Russian serfs, fearing this might provoke a conservative reaction in his army's rear.


          The Russians avoided a decisive engagement which Napoleon longed for, preferring to retreat ever deeper into Russia. A brief attempt at resistance was made at Smolensk in the middle of August, but the Russians were defeated in a series of battles in the area and Napoleon resumed his advance. The Russians then repeatedly avoided battle with the Grande Armee, though in a few cases this was only because Napoleon uncharacteristically hesitated to attack when the opportunity arose. Thanks to the Russian army's scorched earth tactics, the Grande Armee had more and more trouble foraging food for its men and horses. Along with hunger, the French also suffered from the harsh Russian winter.


          The Russians eventually offered battle outside Moscow on 7 September. Losses were almost even, with slightly more casualties on the Russian side, after what may have been the bloodiest day of battle in history: the Battle of Borodino. Though Napoleon had won, the Russian army had accepted, and withstood, the major battle the French had hoped would be decisive. Napoleon's own account was: "Of the fifty battles I have fought, the most terrible was that before Moscow. The French showed themselves to be worthy victors, and the Russians can rightly call themselves invincible."
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          The Russian army withdrew and retreated past Moscow. Napoleon entered the city, assuming its fall would end the war and Alexander would negotiate peace. However, on orders of the city's military governor and commander-in-chief, Fyodor Rostopchin, rather than capitulating, Moscow was ordered burned. Within the month, fearing loss of control back in France, Napoleon and his army left.


          The French suffered greatly in the course of a ruinous retreat; the Armee had begun as over 450,000 frontline troops, but in the end fewer than 40,000 crossed the Berezina River in November 1812, to escape. The strategy employed by the Russians had worn down the invaders and maintained the Tsar's domination over the Russian people. French losses in the campaign were 570,000 in total against around 400,000 Russian casualties and several hundred thousand civilian deaths.


          


          Sixth Coalition, defeat and first exile


          There was a lull in fighting over the winter of 181213 while both the Russians and the French recovered from their massive losses. A small Russian army harassed the French in Poland and eventually French troops withdrew to the German states to rejoin the expanding force there. This force continued to expand, with the French ultimately having a force of 360,000 troops in the field.


          Heartened by Napoleon's losses in Russia, Prussia rejoined the Coalition that now included Russia, the United Kingdom, Spain, and Portugal. Napoleon assumed command in Germany and inflicted a series of defeats on the Allies culminating in the Battle of Dresden on 2627 August 1813, causing almost 26,000 casualties to the Coalition forces, whilst the French sustained only around 8,000.


          Despite these initial successes, the numbers continued to mount against Napoleon as Sweden and Austria joined the Coalition. Eventually the French army was pinned down by a force twice its size at the Battle of Leipzig from 1619 October. Some of the German states switched sides in the midst of the battle to fight against France. This was by far the largest battle of the Napoleonic Wars and cost more than 90,000 casualties in total.


          After this Napoleon withdrew back into France. His army was now reduced to 70,000 men still in formed units and 40,000 stragglers, against more than 3 times as many Allied troops. The French were surrounded and vastly outnumbered, with British armies pressing from the south, in addition to the Coalition forces moving in from the German states.
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          Paris was occupied on 31 March 1814 and Napoleon proposed the army march on the capital. His soldiers and regimental officers were eager to fight on, but his marshals mutinied. On 4 April, the marshals, led by Ney, confronted him. They said they refused to march. Napoleon asserted the army would follow him and Ney replied that the army would follow its generals. On 6 April 1814, Napoleon abdicated in favour of his son, but the Allies refused to accept this and demanded unconditional surrender. Napoleon abdicated again, unconditionally, on 11 April; however, the Allies allowed him to retain his title of Emperor. In the Treaty of Fontainebleau the victors exiled him to Elba, a small island in the Mediterranean 20km off the coast of Italy. After his abdication Napoleon attempted to commit suicide by taking poison from a vial he carried. However, the poison had weakened with age and he survived to be deported to Elba. In exile, he ran Elba as a little country; he created a tiny navy and army, opened mines, and helped farmers improve their land.


          


          The Hundred Days
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          In France, the royalists had taken over and restored Louis XVIII to power. Meanwhile Napoleon, separated from his wife and son (who had come under Austrian control), cut off from the allowance guaranteed to him by the Treaty of Fontainebleau, and aware of rumours he was about to be banished to a remote island in the Atlantic, escaped from Elba on 26 February 1815 and returned to the French mainland on 1 March 1815. Louis XVIII sent the 5th Regiment of the Line, led by Marshal Ney to meet him at Grenoble on 7 March 1815. Napoleon approached the regiment alone, dismounted his horse and, when he was within earshot of Ney's forces, shouted, "Soldiers of the Fifth, you recognise me. If any man would shoot his emperor, he may do so now." Following a brief silence, the soldiers shouted, "Vive L'Empereur!" With that, they marched with Napoleon to Paris. On 13 March, the powers at the Congress of Vienna declared him an outlaw and four days later the United Kingdom, the Netherlands, Russia, Austria and Prussia bound themselves to put 150,000 men into the field to end his rule. Napoleon arrived in Paris on 20 March and governed for a period now called the Hundred Days. By the start of June the armed forces available to Napoleon had reached 200,000 and the French Army of the North crossed the frontier into the United Netherlands, in modern-day Belgium.
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          Napoleon was finally defeated by the Duke of Wellington and Gebhard Leberecht von Blcher at Waterloo on 18 June 1815. Wellington's army withstood repeated attacks by the French and drove them from the field, simultaneously the Prussians arrived in force and broke through Napoleon's right flank. The French army left the battlefield in disorder, allowing Coalition forces to enter France and restore Louis XVIII to the French throne.


          Off the port of Rochefort, after considering an escape to the United States, Napoleon made his formal surrender to Captain Frederick Maitland of HMS Bellerophon on 15 July 1815.


          


          Exile and death on Saint Helena
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          Napoleon was imprisoned and then exiled by the British in October 1815, to the island of St. Helena in the Atlantic Ocean, 2,000km from any major landmass. Before Napoleon moved to Longwood House in November 1815, he lived in a pavilion on the estate The Briars belonging to William Balcombe (1779-1829), and became friendly with the family, especially the younger daughter Lucia Elizabeth (Betsy) who later wrote Recollections of the Emperor Napoleon. This relationship ended in March 1818 when Balcombe was accused of acting as an intermediary between Napoleon and Paris. Whilst there, with a small cadre of followers, he dictated his memoirs and criticised his captors. There were several plots to rescue Napoleon from captivity, including one from Brazil and another from Texas, where 400 exiled soldiers from the Grand Armee dreamed of a resurrection of the Napoleonic Empire in America. There was even a plan to rescue him using a submarine.


          The question of the British treatment of Napoleon is a matter of dispute. His accommodation was poorly built, and the location was damp, windswept and generally considered unhealthy. The behaviour of Hudson Lowe exacerbated a difficult situation in the eyes of Napoleon and his supporters: the news that rescue expeditions were being planned by the Bonapartists in the United States led, for example, to the enforcement of stricter regulations in October 1816, Lowe causing sentries to be posted round Longwood garden at sunset instead of at 9 p.m. Napoleon and his entourage did not accept the legality or justice of his captivity, and the slights they received could become magnified. In the early years of exile Napoleon received many visitors, to the anger and consternation of the French minister Richelieu. From 1818 however, as the restrictions placed on him were increased, he lived the life of a recluse.


          In 1818 The Times, which Napoleon received in exile, in reporting a false rumour of his escape, said this had been greeted by spontaneous illuminations in London. There was sympathy for him also in the political opposition in the British Parliament. Lord Holland, the nephew of Charles James Fox, the former Whig leader, made a speech to the House of Lords that the prisoner should be treated with no unnecessary harshness. Napoleon based his hopes for release on the possibility of Holland becoming Prime Minister.


          Napoleon also enjoyed the support of Admiral Lord Cochrane who was closely involved in Chile and Brazil's struggle for independence. It was Cochrane's aim to rescue and then help him set up a new empire in South America, a scheme frustrated by Napoleon's death in 1821. For Lord Byron, amongst others, Napoleon was the epitome of the Romantic hero, the persecuted, lonely and flawed genius. Conversely, the news that Napoleon had taken-up gardening at Longwood appealed to more domestic British sensibilities.


          


          Death


          Napoleon died, having confessed his sins and received Extreme Unction and Viaticum at the hands of Father Ange Vignali on 5 May 1821. He had asked in his will to be buried on the banks of the Seine, but was buried on St. Helena, in the "valley of the willows". He was buried in an unmarked tomb.


          In 1840 it was decided to return his remains to France and entomb them in a porphyry sarcophagus at Les Invalides, Paris. The Egyptian porphyry used for the tombs of Roman emperors was unavailable, so red quartzite was obtained from Russian Finland, eliciting protests from those who still remembered the Russians as enemies. On 8 October 1840, the coffin was exhumed and opened for two minutes. Those present claimed that the body remained in a state of perfect preservation. It was transported to France aboard the frigate Belle-Poule. The ship had been painted black for the occasion. On September 30, she arrived in Cherbourg, where, on 8 December, Napoleon's remains were transferred to the steamship Normandie. The Normandie transported the remains to Le Havre and up the Seine to Rouen, and on to Paris. On 15 December 1840 a state funeral was held; the hearse proceeded from the Arc de Triomphe down the Champs-lyses, across the Place de la Concorde to the Esplanade and finally to the cupola in St Jerome's Chapel until the tomb (designed by Louis-Tullius-Joachim Visconti) was completed. On 3 April 1861 Napoleon's coffin was given its final resting place in the crypt under the dome. Hundreds of millions have since visited his tomb. A replica of his St. Helena tomb is also to be found at Les Invalides.
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          Cause of death


          Francesco Antommarchi, the physician chosen by Napoleon's family, led the autopsy, and the cause of death was found to be stomach cancer. In the latter half of the twentieth century, several people claimed other causes for his death including deliberate arsenic poisoning.


          


          Arsenic poisoning theory


          In 1955 the diaries of Napoleon's valet, Louis Marchand, appeared in print. His description of Napoleon in the months before his death led Sten Forshufvud and Ben Weider, to conclude he had been killed by arsenic poisoning. Arsenic was used as a poison during the era because it was then undetectable when administered over a long period. As Napoleon's body was found to be remarkably well-preserved when it was moved in 1840, this supported the arsenic theory because arsenic is a strong preservative. Forshufvud and Weider noted Napoleon was attempting to quench abnormal thirst by drinking high levels of orgeat which contained cyanide compounds in the almonds used for flavouring and which, Forshufvud and Weider maintained, the antimony potassium tartrate used in his treatment, were preventing his stomach from expelling.
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          They claimed the thirst was a possible symptom of arsenic poisoning, and the calomel given to Napoleon became a massive overdose, causing stomach bleeding, killing him and leaving behind extensive tissue damage. Forshufvud and Weider suggested the autopsy doctors could have mistaken this damage for cancer after effects. A 2008 article showed the type of arsenic in the hair shafts was not of the organic type but of a mineral type suggesting the death was murder. Different researchers in another 2008 study analysed samples of Napoleon's hair from throughout his life, and also samples from his family and other contemporaries. All samples had high levels of arsenic, approximately 100 times higher than the current average. According to researchers, Napoleon's body was already heavily contaminated with arsenic as a boy, the high arsenic concentration in his hair was not due to poisoning and he was constantly exposed to arsenic from materials such as glues and dyes of the era. The body can tolerate quite large doses of arsenic if ingested regularly, and arsenic had become a fashionable cure-all from 1780. 


          Stomach cancer


          The original autopsy concluded Napoleon died of stomach cancer without Antommarchi knowing Napoleons father had died of this form of cancer. In May 2005, a team of Swiss physicians claimed the reason for Napoleon's death was stomach cancer and in October a document was unearthed in Scotland presenting an account of the autopsy, which again seemed to confirm Antommarchi's conclusion. A 2007 study found no evidence of arsenic poisoning in the organs and concluded stomach cancer was the cause of death.


          


          Religious Faith


          Not long after Napoleons death Henry Parry Liddon asserted that Napoleon, while in exile on St. Helena, compared himself unfavourably to Christ. According to Liddon's sources, Napoleon said to Count Montholon that while he and others such as "Alexander, Caesar and Charlemagne" founded vast empires, their achievements relied on force, while Jesus "founded his empire on love." After further discourse about Christ and his legacy, Napoleon then reputedly said, "It...proves to me quite convincingly the Divinity of Jesus Christ."


          An earlier quotation attributed to Napoleon suggested he may have been an admirer of Islam: "I hope the time is not far off when I shall be able to unite all the wise and educated men of all the countries and establish a uniform regime based on the principles of Qur'an which alone are true and which alone can lead men to happiness. However, Napoleon's private secretary during his conquest of Egypt, Louis Antoine Fauvelet de Bourrienne, wrote in his memoirs that Napoleon had no serious interest in Islam or any other religion beyond their political value.


          


          Marriages and children
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          Napoleon married Josephine de Beauharnais in 1796, when he was 26. He formally adopted her son Eugene and cousin Stephanie after assuming the throne, and arranged dynastic marriages for them. Josephine had her daughter Hortense marry Napoleon's brother, Louis.


          Napoleon's and Josephine's marriage was unconventional, and both were known to have affairs. Josephine agreed to divorce so he could remarry in the hopes of producing an heir. Therefore in March 1810, he married Marie Louise, Archduchess of Austria by proxy; he had married into the family of German rulers. They remained married until his death, though she did not join him in exile. The couple had one child Napoleon Francis Joseph Charles (181132), known from birth as the King of Rome. He was later Napoleon II though he reigned for only two weeks. He was awarded the title of the Duke of Reichstadt in 1818 and had no children himself.


          Napoleon acknowledged two illegitimate children: Charles, Count Lon, (180681) by Louise Catherine Elonore Denuelle de la Plaigne and Alexandre Joseph Colonna, Count Walewski, (1810-68) by Countess Walewski. He may have had further illegitimate offspring: Emilie Pellapra, (1806-71) by Franoise-Marie LeRoy; Karl Eugin von Mhlfeld, by Victoria Kraus; Hlne Napoleone Bonaparte by Countess Albine de Montholon and Jules Barthlemy-Saint-Hilaire whose mother remains unknown.


          


          Legacy
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          Napoleonic Code and the Nation State


          The Napoleonic Code was adopted throughout much of Europe and remained in force after Napoleon's defeat. Napoleon himself said: "My true glory is not to have won 40 battles...Waterloo will erase the memory of so many victories.... But...what will live forever, is my Civil Code." Dieter Langewiesche of the Tbingen University described the code as a "revolutionary project" which spurred the development of bourgeois society in Germany by expanding the right to own property and breaking feudalism. He also credits Napoleon with reorganising what had been the Holy Roman Empire, made-up of more than 1,000 entities, into a more streamlined network of 40 states, providing the basis for the German Confederation and the future unification of Germany under the German Empire in 1871. The movement of national unification in Italy was also precipitated by Napoleonic rule in the country. These changes contributed to the development of nationalism and the Nation state.


          


          Bonapartism


          Napoleon left a Bonapartist dynasty that would rule France again: his nephew, Napoleon III, became Emperor of the Second French Empire and was the first President of France. In a wider sense, Bonapartism now refers to a Marxist concept of a government that forms when class rule is not secure and a military, police, and state bureaucracy intervenes to establish order.


          


          Autocracy


          Napoleon is seen by John Abbott as having ended lawlessness and disorder. However, Napoleon has been compared with later autocrats: he was not overly troubled when facing the prospect of war and death for thousands and turned his search for undisputed rule into a series of conflicts throughout Europe, ignoring treaties and conventions alike.
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          Napoleon institutionalized systematic plunder and looting of conquered territories. French museums contain art stolen by Napoleon's forces from across Europe and brought to the Louvre in Paris for a grand central Museum; his example would later serve as inspiration for more notorious imitators.


          He was considered a tyrant and usurper, by his opponents. When other European powers offered Napoleon terms that would have restored France's borders to positions which would have pleased the Bourbon kings, he refused compromise, and only accepted the surrender of his enemies.


          Critics of Napoleon argue his true legacy was a loss of status for France and needless deaths: 'After all, the military record is unquestioned17years of wars, perhaps six million Europeans dead, France bankrupt, her overseas colonies lost. And it was all such a great waste, for...when the self-proclaimed tte d'arme was done, France's "losses were permanent" and she "began to slip from her position as the leading power in Europe to second-class status  that was Bonaparte's true legacy."' Napoleon's initial success may have sowed the seeds for his downfall; not used to such catastrophic defeats in the rigid power system of 18th century Europe, nations found life under the French yoke intolerable, sparking revolts, wars, and general instability that plagued the continent until 1815. Nevertheless, there are those in the international community who still admire his accomplishments.


          


          Napoleon complex
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          British propaganda of the time depicted Napoleon as of smaller than average height and the image of him as a small man persists. However, confusion about his height has arisen as the French inch of the time equalled 2.7 centimetres, whilst the Imperial inch is 2.54 centimetres. According to contemporary sources, he in fact grew to just under 1.7m, around average height for a Frenchman at the time. Napoleon's nickname of le petit caporal has added to the confusion, as non-Francophones have mistakenly interpreted petit by its literal meaning of "small". In fact, it is an affectionate term reflecting on his camaraderie with ordinary soldiers. Whether truly short or not, Napoleon's name has been lent to the Napoleon complex, a colloquial term describing a type of inferiority complex.


          


          Warfare


          In the area of military organisation, he borrowed from previous theorists and the reforms of preceding French governments and developed much of what was already in place, continuing for example the Revolution's policy of promotion based primarily on merit. Corps replaced divisions as the largest army units, artillery was integrated into reserve batteries, the staff system became more fluid, and cavalry once again became an important formation in French military doctrine. Though he is credited with introducing the concept of conscription, one of the restored monarchy's first acts was to end it.


          Weapons and technology remained largely static through the Revolutionary and Napoleonic eras, but 18th century operational strategy underwent massive restructuring. Napoleon's biggest influence came in the conduct of warfare, Carl von Clausewitz the influential military theorist regarded Napoleon as a true genius at this operational art of war.
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          A new emphasis towards the destruction, not just outmaneuvering, of enemy armies emerged. Invasions of enemy territory occurred over broader fronts, introducing strategic opportunities which made wars costlier and more decisive - this strategy became known as Napoleonic warfare, though he did not give it this name. The political aspects of war had been totally revolutionised, defeat for a European power now meant more than losing isolated enclaves, near- Carthaginian peaces intertwined whole national efforts  economic and militaristic  into collisions that upset international conventions.


          Historians place the generalship of Napoleon as one of the greatest military strategists who ever lived, along with Alexander and Caesar. Wellington, when asked who was the greatest general of the day, answered: "In this age, in past ages, in any age, Napoleon."
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          Napster was an online music file sharing service created by Shawn Fanning while he was attending Northeastern University in Boston and operating between June 1999 and July 2001. It was the first widely-used peer-to-peer sharing service, and it made a major impact on how people, especially university students, used the Internet. Its technology allowed people to easily share MP3 format song files with each other, thus leading to the music industry's accusations of massive copyright violations. Although the original service was shut down by court order, it paved the way for decentralized peer-to-peer file-sharing programs, which have been much harder to control. The service was named Napster after Fanning's nickname.


          Napster's brand and logo were purchased after the company closed its doors and continue to be used by a pay service.


          


          Origins


          


          Shawn Fanning along with two friends he'd met online, Jordan Ritter, a fellow Bostonian, and Sean Parker, from Virginia, first released the original Napster in June of 1999. Fanning wanted an easier method of finding music than by searching IRC or Lycos. John Fanning of Hull, Massachusetts, Shawn's uncle, ran all aspects of the company's operations for a period from their office on Nantasket Beach. The final agreement gave Shawn 30% control of the company, with the rest going to his uncle. It was the first of the massively popular peer-to-peer file sharing systems, although it was not fully peer-to-peer since it used central servers to maintain lists of connected systems and the files they provided, while actual transactions were conducted directly between machines. Although there were already networks that facilitated the sharing of files across the Internet, such as IRC, Hotline, and USENET, Napster specialized exclusively in music in the form of MP3 files and presented a friendly user-interface. The result was a system whose popularity generated an enormous selection of music to download.


          Although the recording industry denounced music sharing as equivalent to theft, many Napster users felt justified in using the service for a number of reasons. Many believed that the quality of new albums had decreased by the Late 1990s, with the typical bestselling album containing only one or two good songs bundled with many low-quality "filler" songs. People praised Napster because it enabled them to obtain hit songs without having to buy an entire album. Napster also made it relatively easy for music enthusiasts to download copies of songs that were otherwise difficult to obtain, like older songs, unreleased recordings, and songs from concert bootleg recordings. Some users felt justified in downloading digital copies of recordings they had already purchased in other formats, like LP and cassette tape, before the compact disc emerged as the dominant format for music recordings.


          Irrespective of these justifications, many other users simply enjoyed trading and downloading music for free. With the files obtained through Napster, people frequently made their own compilation albums on recordable CDs, without paying any royalties to the artist/composer or the estate of the artist/composer. High-speed networks in college dormitories became overloaded, with as much as 80% of external network traffic consisting of MP3 file transfers. Many colleges blocked its use for this reason, even before concerns about liability for facilitating copyright violations on campus.


          The service and software program were initially Windows-only, but in 2000 Black Hole Media wrote a Macintosh client called Macster. Macster was later bought by Napster and designated the official Mac Napster client, at which point the Macster name was discontinued.


          


          Legal challenges
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          Heavy metal band Metallica discovered that a demo of their song  I Disappear had been circulating across the Napster network, even before it was released. This eventually led to the song being played on several radio stations across America and brought to Metallicas attention that their entire back catalogue of studio material was also available. The band responded in 2000 by filing a lawsuit against the service offered by Napster. A month later, rapper Dr. Dre, who shared a litigator and legal firm with Metallica, filed a similar lawsuit after Napster wouldn't remove his works from their service, even after he issued a written request. Separately, both Metallica and Dr. Dre later delivered thousands of usernames to Napster who they believed were pirating their songs. One year later, Napster settled both suits, but this came after being shut down by the Ninth Circuit Court in a separate lawsuit from several major record labels (see below). Also in 2000, Madonna, who had previously met with Napster executives to discuss a possible partnership, became irate when her single " Music" leaked out on to the web and Napster prior to its commercial release, causing widespread media coverage. Verified Napster use peaked with 26.4 million users worldwide in February 2001.


          In 2000, A&M records and several other recording companies sued Napster ( A&M Records, Inc. v. Napster, Inc.) for contributory and vicarious copyright infringement under the US Digital Millennium Copyright Act (DMC Act). The music industry made the following claims against Napster:


          (1) That its users were directly infringing the plaintiff's copyright; (2) That Napster was liable for contributory infringement of the plaintiff's copyright; and (3) That Napster was liable for vicarious infringement of the plaintiff's copyright.


          The court found Napster guilty on all three claims.


          Napster lost the case in the District Court and appealed to the U.S. Court of Appeals for the Ninth Circuit. Although the Ninth Circuit found that Napster was capable of commercially significant non-infringing uses, it affirmed the District Court's decision. On remand, the District Court ordered Napster to monitor the activities of its network and to block access to infringing material when notified of that material's location. Napster was unable to do this, and so shut down its service in July 2001. Napster finally declared itself bankrupt in 2002 and sold its assets. It had already been offline since the previous year owing to the effect of the court rulings.


          


          Promotional power


          Along with the accusations that Napster was hurting the sales of the record industry, there were those who felt just the opposite, that file trading on Napster actually stimulated, rather than hurt, sales. Proof may have come in July 2000 when tracks from English rock band Radiohead's album Kid A found their way to Napster three months before the CD's release. Unlike Madonna, Dr. Dre or Metallica, Radiohead had never hit the top 20 in the US. Furthermore, Kid A was an experimental album without any singles, and received relatively little radio airplay. By the time of the record's release, the album was estimated to have been downloaded for free by millions of people worldwide, and in October 2000 Kid A captured the number one spot on the Billboard 200 sales chart in its debut week. According to Richard Menta of MP3 Newswire, the effect of Napster in this instance was isolated from other elements that could be credited for driving sales, and the album's unexpected success was proof that Napster was a good promotional tool for music.


          One of the most successful bands to owe its success to Napster was Dispatch. Being an independent band, they had no formal promotion or radio play, yet they were able to tour to cities they had never played and sell out concerts, thanks to the spread of their music on Napster. In July 2007, the band became the first independent band to ever headline New York City's Madison Square Garden, selling it out for three consecutive nights. The band members were avid supporters of Napster, promoting it at their shows, playing a Napster show around the time of the Congressional hearings, and attending the hearings themselves. Shawn Fanning, the founder of Napster, is a known Dispatch fan.


          Since 2000, many musical artists, particularly those not signed to major labels and without access to traditional mass media outlets such as radio and television, have said that Napster and successive Internet file-sharing networks have helped get their music heard, spread word of mouth, and may have improved their sales in the long term. Although some underground musicians and independent labels have expressed support for Napster and the p2p model it popularized, others have criticized the unregulated and extra-legal nature of these networks, and some seek to implement models of Internet promotion in which they can control the distribution of their own music, such as providing free tracks for download or streaming from their official websites, or co-operating with pay services such as Insound, Rhapsody and Apple's iTunes Store.


          


          Shutdown


          Napster's facilitation of transfer of copyrighted material raised the ire of the Recording Industry Association of America (RIAA), which almost immediately  on December 7, 1999  filed a lawsuit against the popular service. The service would only get bigger as the trial, meant to shut down Napster, also gave it a great deal of publicity. Soon millions of users, many of them college students, flocked to it.


          After a failed appeal to the Ninth Circuit Court, an injunction was issued on March 5, 2001 ordering Napster to prevent the trading of copyrighted music on its network. In July 2001, Napster shut down its entire network in order to comply with the injunction. On September 24, 2001, the case was partially settled. Napster agreed to pay music creators and copyright owners a $26 million settlement for past, unauthorized uses of music, as well as an advance against future licensing royalties of $10 million. In order to pay those fees, Napster attempted to convert their free service to a subscription system. Thus traffic to Napster was reduced. A prototype solution was tested in the spring of 2002: the Napster 3.0 Alpha, using the ".nap" secure file format from PlayMedia Systems and audio fingerprinting technology licensed from Relatable. Napster 3.0 was, according to many former Napster employees, ready to deploy, but it had significant trouble obtaining licenses to distribute major-label music.


          On May 17, 2002, Napster announced that its assets would be acquired by German media firm Bertelsmann for $85 million. Pursuant to terms of that agreement, on June 3 Napster filed for Chapter 11 protection under United States bankruptcy laws. On September 3, 2002, an American bankruptcy judge blocked the sale to Bertelsmann and forced Napster to liquidate its assets according to Chapter 7 of the U.S. bankruptcy laws.


          


          Current status


          After a $2.43 million takeover offer by the Private Media Group, an adult entertainment company, Napster's brand and logos were acquired at bankruptcy auction by the company Roxio, Inc. which used them to rebrand the pressplay music service as Napster 2.0.


          


          Napster in popular culture


          In the 2003 remake of The Italian Job, a flashback depicts Shawn Fanning (playing himself) stealing the program from a computer expert played by Seth Green while the latter is napping, providing a humorous folk etymology for the name. Later in the movie on the Los Angeles traffic control boards we see the phrase "You will never shut down the real Napster".


          An episode of animated television series Futurama, I Dated a Robot, centres on the illegal distribution of robotic celebrity clones over the Internet. The organization responsible for this was thought to be named "Nappster," a reference to Napster. It was later revealed, however, that the full name was "Kidnappster" with a piece of tapestry covering "Kid" from the logo.


          In the South Park episode Christian Rock Hard, Stan, Kyle, and Kenny illegally download music for inspiration for their band 'Moop.' They are then caught by police and shown the "horrors" music pirating does to musicians. After seeing this, they start a strike and famous musicians/bands join them, among them are Rancid, Master P, Ozzy Osbourne, Meat Loaf (all four also playing in Chef Aid), Blink-182, Horny Toad, Metallica, Britney Spears, Missy Elliott, Alanis Morissette and The Lords of the Underworld (minus Timmy).


          In a 2001 episode of the animated Disney series, The Proud Family, Penny becomes addicted to a site named EZ Jackster, a parody of Napster that allows music to be downloaded illegally.


          A tribute song to file sharing "Napster and Gnutella" was written to the tune of " Puff, the Magic Dragon" and distributed via OpenNap servers during the lawsuit.


          Musical parodist Johnny Crass satirised the 2000 Metallica v Napster conflict in his song "Internet Sandman", a parody of Metallica's " Enter Sandman". Crass takes a heavily anti-Metallica stance in the parody, and depicts the band and co-founder Lars Ulrich in particular as vengeful property-protectors whose actions over the controversy "screw the fans".


          Tom Smith wrote a song called "I Want my Music on Napster".
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          Narcissus is the botanic name for a genus of mainly hardy, mostly spring-flowering, bulbs in the Amaryllis family native to Europe, North Africa, and Asia. There are also several Narcissus species that bloom in the autumn. Though Hortus Third cites 26 wild species, Daffodils for North American Gardens cites between 50 and 100 excluding species variants and wild hybrids. Through taxonomic and genetic research, it is speculated that over time this number will likely continue to be refined. Daffodil is a common English name, sometimes used now for all varieties, and is the chief common name of horticultural prevalence used by the American Daffodil Society. The range of forms in cultivation has been heavily modified and extended, with new variations available from specialists almost every year.


          


          Etymology


          There are two derivations of the name. One is that of the youth of Greek mythology called Narcissus, who, in at least one of many variations of the tale, became so obsessed with his own reflection as he kneeled and gazed into a pool of water that he fell into the water and drowned. The legend continues that the Narcissus plant first sprang from where he died. The other derivation is that the plant is named after its narcotic properties (narkoa, to numb in Greek). ,


          There are several plurals in common use: "Narcissuses", and "Narcissus". This last is common in American English, and is the form preferred by the American Daffodil Society, but it is very rare in British usage. The American Webster's Third New International Dictionary gives plurals in the order "Narcissus", "Narcissuses", and "Narcissi", but the British Compact Oxford English Dictionary lists just "Narcissi" and "Narcissuses".


          The name Daffodil is derived from an earlier "Affodell", a variant of Asphodel. The reason for the introduction of the initial "d" is not known, although a probable source is an etymological merging from the Dutch article "de," as in "De affodil." From at least the sixteenth century "Daffadown Dilly" or "daffadown dilly" has appeared as a playful synonym of the name.


          The name jonquil is sometimes used in North America, particularly in the southeastern, but strictly speaking that name belongs only to the rush-leaved Narcissus jonquilla and cultivars derived from it. In the southern United States, narcissus are sometimes referred to as buttercups.


          Flowers of the tazetta-group species Narcissus papyraceus are commonly called paperwhites.


          


          Description


          All Narcissus species have a central trumpet-, bowl-, or disc-shaped corona surrounded by a ring of six floral leaves called the perianth which is united into a tube at the forward edge of the ovary. The three outer segments are sepals, and the three inner segments are petals. Though the traditional daffodil of folklore, poetry, and field may have a yellow to golden-yellow colour all over, both in the wild species and due to breeding, the perianth and corona may be variously colored. Breeders have developed some daffodils with double, triple, or ambiguously multiple rows and layers of segments, and several wild species also have known double variants.



          


          Medicine


          In Kampo (traditional Japanese medicine), wounds were treated with narcissus root and wheat flour paste, though it does not appear in the modern Kampo herb list. The Roman physician Aulus Cornelius Celsus listed narcissus root in De Medicina among medical herbs, described as emollient, erodent, and "powerful to disperse whatever has collected in any part of the body". In one scientific study, the ethanol extract of the bulbs was found effective in one mouse model of nociception, para- benzoquinone induced abdominal constriction, but not in another, the hot plate test.


          One of the most common dermatitis problems for florists, "daffodil itch" involves dryness, fissures, scaling, and erythema in the hands, often accompanied by subungual hyperkeratosis (thickening of the skin beneath the nails). It is blamed on exposure to calcium oxalate in the sap.


          


          Species


          
            	Narcissus abscissus


            	Narcissus alpestris


            	Narcissus assoanus


            	Narcissus asturiensis


            	Narcissus atlanticus


            	Narcissus aureus


            	Narcissus barlae


            	Narcissus bertolonii


            	Narcissus bicolor


            	Narcissus broussonetii


            	Narcissus bulbocodium (Hoop-petticoat Daffodil)


            	Narcissus calcicola


            	Narcissus canaliculatus


            	Narcissus canariensis


            	Narcissus cantabricus (White Hoop-petticoat Daffodil)


            	Narcissus cavanillesii


            	Narcissus corcyrensis


            	Narcissus cordubensis


            	Narcissus cuatrecasasii


            	Narcissus cupularis


            	Narcissus cyclamineus (Cyclamen-flowered Daffodil)


            	Narcissus cyprii


            	Narcissus dubius


            	Narcissus elegans


            	Narcissus fernandesii


            	Narcissus gaditanus


            	Narcissus hedraeanthus


            	Narcissus hispanicus (Spanish Daffodil)


            	Narcissus italicus


            	Narcissus jonquilla (Jonquil)


            	Narcissus longispathus


            	Narcissus macrolobus


            	Narcissus minor (Lesser Wild Daffodil)


            	Narcissus moschatus (White Daffodil)


            	Narcissus nanus


            	Narcissus nevadensis


            	Narcissus nobilis


            	Narcissus obesus


            	Narcissus obvallaris (Tenby Daffodil)


            	Narcissus ochroleucus


            	Narcissus pachybolbus


            	Narcissus pallidiflorus


            	Narcissus panizzianus


            	Narcissus papyraceus (Paperwhite Daffodil)


            	Narcissus poeticus (Poet's Narcissus)


            	Narcissus polyanthos


            	Narcissus portensis


            	Narcissus provincialis


            	Narcissus pseudonarcissus (Wild Daffodil)


            	Narcissus pumilus


            	Narcissus radiiflorus


            	Narcissus romieuxii


            	Narcissus rupicola


            	Narcissus scaberulus


            	Narcissus serotinus


            	Narcissus tazetta


            	Narcissus tortifolius


            	Narcissus triandrus (Angel's-tears)


            	Narcissus viridiflorus


            	Narcissus willkommii

          


          


          Popular culture


          The daffodil is the national flower of Wales. One species, Narcissus obvallaris, grows only in a small area around Tenby. In Wales it is traditional to wear a daffodil on Saint David's Day ( March 1).


          In some countries the yellow variation is associated with Easter.


          The flower is a common decoration during Chinese New Year.


          William Wordsworth's short poem " I Wandered Lonely as a Cloud" has become linked in the popular mind with the daffodils that form its main image.


          In the movie Big Fish, Edward Bloom plants a field of daffodils outside of Sandra Templeton's window in order to win her heart.


          Daffodils are a part of E. E. Cummings' poem, " in a time of daffodils".


          In the visual novel Narcissu, which is named after the flower, a pair of patients with terminal illnesses (one with cancer) escape from hospice to journey to an island filled with daffodils.


          Various cancer charities around the world use the daffodil as a fundraising symbol. "Daffodil Days" are organised to raise funds by offering the flowers in return for a donation.


          
            	American Cancer Society Daffodil Day


            	New Zealand Cancer Society Daffodil Day


            	The Cancer Council Australia Daffodil Day


            	Irish Cancer Society Daffodil Day


            	Canadian Cancer Society Daffodil Days

          


          
            [image: Jonquil flowers.]

            
              Jonquil flowers.
            

          


          


          Horticultural divisions


          The American Daffodil Society - ADS divides all Narcissus into 13 horticultural divisions, based partly upon flower form and partly upon genetic background. Since the ADS Web site is written for general consumption, the text of the descriptions contained there is relatively broad. Horticulturist Robert F. Gabella of GardenOpus has further clarified herein these definitions by replacement of the words "cup" with "corona", "petals" with "perianth segments", and clarified corona length and corona radius for cases where the corona does not protrude outward. Gabella has further emphasized the prevalence of species phenotype comparable to the genetic lineage of ADS Divisions 5 through 10, and has also called out garden and/or wild origin.


          The divisions are:


          
            	Division 1: Trumpet Daffodils. Plants are of garden origin. Corona length is equal to or exceeds the length of the perianth segments, flowers are borne one to a stem.


            	Division 2: Large-cupped Daffodils. Plants are of garden origin. Corona length, or corona radius if flattened, is more than 1/3 but less than equal to the length of the perianth segments; flowers are borne one to a stem.


            	Division 3: Small-cupped Daffodils. Corona length, or corona radius if flattened, is no more than 1/3 the length of the perianth segments; flowers are borne one to a stem.


            	Division 4: Double Daffodils. Any daffodil in which more than one layer of perianth segments and/or more than one layer of corona segments are present. The combination of doubled perianth and corona segments can vary widely between cultivars, and there may be one or more flowers per stem, also varying by cultivar.


            	Division 5: Triandrus Daffodils. Characteristics of Narcissus triandrus and its allies clearly evident; flowers hang more or less downward, perianth segments are often reflexed, and plants most often bear two or more flowers per stem.


            	Division 6: Cyclamineus Daffodils. Characteristics of Narcissus cyclamineus and its allies clearly evident; perianth segments are often reflexed or wind-swept in appearance, corona length varies but can sometimes exceed the perianth segment length, and flowers are borne one to a stem.


            	Division 7: Jonquilla Daffodils. Characteristics of Narcissus jonquilla and its allies clearly evident; flowers are small to medium sized, perianth segments are flat, corona length varies but is usually short and semi-spherical, foliage may be rush-like and dark green as in the species but phenotypic distillation through crossbreeding between divisions has produced a range of foliage types. Fragrance is usually prominent. Flowers may be borne one to several to a stem, depending upon cultivar.


            	Division 8: Tazetta (Poetaz or Bunch-flowered) Daffodils. Characteristics may be intermediate between Narcissus tazetta and its allies and/or N. tazetta in combination with N. poeticus is ambiguously evident. Perianth segments are flat, corona length is usually short and semi-spherical. Fragrance is usually prominent. Flowers may be borne in clusters of a few to over a dozen per stem, depending upon cultivar.


            	Division 9: Poeticus (Poet's) Daffodils. Characteristics of Narcissus poeticus and its allies clearly evident; flowers are medium sized, perianth segments are flat and nearly always white, corona is small, flat, and wrinkledusually green eyed and orange-to-red bandedoften with intermediate shades of yellow. Fragrance is usually prominent. Flowers are usually borne one, but very occasionally two, to a stem.


            	Division 10: Bulbocodium Daffodils. Characteristics of Narcissus bulbocodium and its allies clearly evident; flowers are small, perianth segments are small, linear to awl-shaped, corona is very large in proportion to the perianth and "hoop petticoat" or bowl shaped, foliage is usually rush-like and dark green as in the species. Flowers are borne one to a stem.


            	
              Division 11: Split-corona Daffodils. Plants are of garden origin and can represent any potential genetic background. The corona, which can be any length or orientation, is radially split from the outer rim inward at more than half its natural length. The splitting can occur triradially or hexiradially, and in some cases the segments may be broad enough to underlap and overlap alternating perianth segments. Though flowers are most often borne one to a stem, there are cultivars with multiple flowers per stem. Division 11 is subdivided as follows:

              
                	a) Collar Daffodils. Corona segments lie opposite the perianth segments and are usually in two whorls of three.


                	b) Papillon Daffodils. Corona segments lie alternate to the perianth segments and are usually in a single whorl of six.

              

            


            	Division 12: Miscellaneous Daffodils. Any daffodils of garden origin not classifiable by the first 11 Divisions. They may be inter-division hybrids, or of such ambiguous heritage or phenotype that they do not easily fit into any of the above divisions.


            	Division 13: Species, Wild Variants and Wild Hybrids. All Daffodils occurring naturally in the wild. Plants of the preceding 12 divisions are all of garden origin.


            	Miniature Daffodils - Miniature Daffodils are not an official ADS Division; miniatures can occur in each of the other 13 Divisions and possess the same descriptive characteristics. However, the flowers are 1.5" or less in diameter, and ideally are borne on proportionally smaller plants.

          


          


          Colour range and classification


          Daffodils may be self-coloredi.e., both perianth and corona identical in color and shadeor the colors between the perianth and corona may differ widely. Some perianths and some coronas also may contain more than one colour or shade. Prevalent colors are all shades and tones of yellow, white, orange, pink, red and green. Pinks vary from apricot to rose in shades from pale to deep, and some more recent cultivars have hints of lavender or lilac. Reds vary from orange-red to salmon red to near scarlet. Pink, red, orange and green tones are mainly confined to the corona. However, breeders are currently working against the genera's natural pigmentation and genetic barriers to create cultivars in which pink, rose, red, orange and green tones suffuse or "bleed" from the more highly colored coronas onto the perianth segments of white or yellow. There are an increasing number of commercially available varieties which display this enhanced coloration.


          
            	ADS Colour Classification:

              
                	W = White or whitish


                	G = Green


                	Y = Yellow


                	P = Pink


                	O = Orange


                	R = Red

              

            

          


          The flower's two regions are assigned colour somewhat differently. The perianth colors are assigned from (in the case of multiple colors) the outer edge of the segment inward to the base of the corona. The corona colors are assigned from the base of the corona outward to the rim. Thus, Actaea, a Poeticus (Division 9) Daffodil pictured below, is officially classified as 9 W-GYR, while Accent, a Large Cup (Division 2) Daffodil possessing a white perianth and a pink corona, is officially classified as 2 W-P.


          



          
            Retrieved from " http://en.wikipedia.org/wiki/Narcissus_%28genus%29"
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              	Nash Equilibrium
            


            
              	A solution concept in game theory
            


            
              	Relationships
            


            
              	Subsetof:

              	Rationalizability, Epsilon-equilibrium, Correlated equilibrium
            


            
              	Supersetof:

              	Evolutionarily stable strategy, Subgame perfect equilibrium, Perfect Bayesian equilibrium, Trembling hand perfect equilibrium
            


            
              	Significance
            


            
              	Proposedby:

              	John Forbes Nash
            


            
              	Usedfor:

              	All non-cooperative games
            


            
              	Example:

              	Prisoner's dilemma
            


            
              	
            

          


          In game theory, the Nash equilibrium (named after John Forbes Nash, who proposed it) is a solution concept of a game involving two or more players, in which no player has anything to gain by changing only his or her own strategy unilaterally. If each player has chosen a strategy and no player can benefit by changing his or her strategy while the other players keep theirs unchanged, then the current set of strategy choices and the corresponding payoffs constitute a Nash equilibrium.


          Stated simply, Amy and Bill are in Nash equilibrium if Amy is making the best decision she can, taking into account Bill's decision, and Bill is making the best decision he can, taking into account Amy's decision. Likewise, many players are in Nash equilibrium if each one is making the best decision that they can, taking into account the decisions of the others. However, Nash equilibrium does not necessarily mean the best cumulative payoff for all the players involved; in many cases all the players might improve their payoffs if they could somehow agree on strategies different from the Nash equilibrium (eg. competing businessmen forming a cartel in order to increase their profits).


          


          History


          The concept of the Nash equilibrium (NE) is not entirely original to Nash (e.g., Antoine Augustin Cournot showed how to find what we now call the Nash equilibrium of the Cournot duopoly game). Consequently, some authors refer to it as a Cournot-Nash equilibrium (or as a Nash-Cournot equilibrium). However, Nash showed for the first time in his dissertation, Non-cooperative games( 1950), that Nash equilibria (in mixed strategies) must exist for all finite games with any number of players. Before Nash's work, this had only been proven for two-player zero-sum games (by John von Neumann and Oskar Morgenstern in 1947).


          


          Definitions


          


          Informal definition


          Informally, a set of strategies is a Nash equilibrium if no player can do better by unilaterally changing his or her strategy. As a heuristic, one can imagine that each player is told the strategies of the other players. If any player would want to do something different after being informed about the others' strategies, then that set of strategies is not a Nash equilibrium. If, however, the player does not want to switch (or is indifferent between switching and not) then the set of strategies is a Nash equilibrium.


          This can have counter-intuitive consequences. Since the Nash equilibrium focuses on an individual's preferences given that the others keep their choices fixed, there can be Nash equilibria where, if players could coordinate, they would all want to switch. The stag hunt presents an example of this phenomenon.


          


          Formal definition


          Let (S, f) be a game, where S is the set of strategy profiles and f is the set of payoff profiles. Let x  i be a strategy profile of all players except for player i. When each player [image: i \in \{1, ..., n\}] chooses strategy xi resulting in strategy profile x = (x1,...,xn) then player i obtains payoff fi(x). Note that the payoff depends on the strategy profile chosen, i.e. on the strategy chosen by player i as well as the strategies chosen by all the other players. A strategy profile [image: x^* \in S] is a Nash equilibrium (NE) if no unilateral deviation in strategy by any single player is profitable, that is


          
            	[image: \forall i, f_i(x^*_{i}, x^*_{-i}) \geq f_i(x_{i},x^*_{-i}).]

          


          A game can have a pure strategy NE or an NE in its mixed extension (that of choosing a pure strategy stochastically with a fixed frequency). Nash proved that, if we allow mixed strategies (players choose strategies randomly according to pre-assigned probabilities), then every n-player game in which every player can choose from finitely many strategies admits at least one Nash equilibrium.


          


          Examples


          


          Competition game


          
            
              A competition game
            

            
              	

              	Player 2 chooses '0'

              	Player 2 chooses '1'

              	Player 2 chooses '2'

              	Player 2 chooses '3'
            


            
              	Player 1 chooses '0'

              	0, 0

              	2, -2

              	2, -2

              	2, -2
            


            
              	Player 1 chooses '1'

              	-2, 2

              	1, 1

              	3, -1

              	3, -1
            


            
              	Player 1 chooses '2'

              	-2, 2

              	-1, 3

              	2, 2

              	4, 0
            


            
              	Player 1 chooses '3'

              	-2, 2

              	-1, 3

              	0, 4

              	3, 3
            

          


          This can be illustrated by a two-player game in which both players simultaneously choose a whole number from 0 to 3 and they both win the smaller of the two numbers in points. In addition, if one player chooses a larger number than the other, then he/she has to give up two points to the other. This game has a unique Nash equilibrium: both players choosing 0 (highlighted in light red). Any other choice of strategies can be improved if one of the players lowers his number to one less than the other player's number. In the table to the left, for example, when starting at the green square it is in player 1's interest to move to the purple square by choosing a smaller number, and it is in player 2's interest to move to the blue square by choosing a smaller number. If the game is modified so that the two players win the named amount if they both choose the same number, and otherwise win nothing, then there are 4 Nash equilibria (0,0...1,1...2,2...and 3,3).


          


          Coordination game


          
            
              A coordination game
            

            
              	

              	Player 2 adopts strategy 1

              	Player 2 adopts strategy 2
            


            
              	Player 1 adopts strategy 1

              	A, A

              	B, C
            


            
              	Player 1 adopts strategy 2

              	C, B

              	D, D
            

          


          The coordination game is a classic ( symmetric) two player, two strategy game, with the payoff matrix shown to the right, where the payoffs satisfy A>C and D>B. The players should thus coordinate, either on A or on D, to receive a high payoff. If the players' choices do not coincide, a lower payoff is rewarded. An example of a coordination game is the setting where two technologies are available to two firms with compatible products, and they have to elect a strategy to become the market standard. If both firms agree on the chosen technology, high sales are expected for both firms. If the firms do not agree on the standard technology, few sales result. Both strategies are Nash equilibria of the game.


          Driving on a road, and having to choose either to drive on the left or to drive on the right of the road, is also a coordination game. For example, with payoffs 100 meaning no crash and 0 meaning a crash, the coordination game can be defined with the following payoff matrix:


          
            
              The driving game
            

            
              	

              	Drive on the Left

              	Drive on the Right
            


            
              	Drive on the Left

              	100, 100

              	0, 0
            


            
              	Drive on the Right

              	0, 0

              	100, 100
            

          


          In this case there are two pure strategy Nash equilibria, when both choose to either drive on the left or on the right. If we admit mixed strategies (where a pure strategy is chosen at random, subject to some fixed probability), then there are three Nash equilibria for the same case: two we have seen from the pure-strategy form, where the probabilities are (0%,100%) for player one, (0%, 100%) for player two; and (100%, 0%) for player one, (100%, 0%) for player two respectively. We add another where the probabilities for each player is (50%, 50%).


          


          Prisoner's dilemma


          
            	(but watch out for differences in the orientation of the payoff matrix)

          


          The Prisoner's Dilemma has the same payoff matrix as depicted for the Coordination Game, but now C > A > D > B. Because C > A and D > B, each player improves his situation by switching from strategy #1 to strategy #2, no matter what the other player decides. The Prisoner's Dilemma thus has a single Nash Equilibrium: both players choosing strategy #2 ("betraying"). What has long made this an interesting case to study is the fact that D < A ("both betray") is globally inferior to "both remain loyal". The globally optimal strategy is unstable; it is not an equilibrium.


          As Ian Stewart put it, "sometimes rational decisions aren't sensible!".


          


          Nash equilibria in a payoff matrix


          There is an easy numerical way to identify Nash Equilibria on a Payoff Matrix. It is especially helpful in two person games where players have more than two strategies. In this case formal analysis may become too long. This rule does not apply to the case where mixed (stochastic) strategies are of interest. The rule goes as follows: if the first payoff number, in the duplet of the cell, is the maximum of the column of the cell and if the second number is the maximum of the row of the cell - then the cell represents a Nash equilibrium.


          We can apply this rule to a 3x3 matrix:


          
            
              A Payoff Matrix
            

            
              	

              	Option A

              	Option B

              	Option C
            


            
              	Option A

              	0, 0

              	25, 40

              	5, 10
            


            
              	Option B

              	40, 25

              	0, 0

              	5, 15
            


            
              	Option C

              	10, 5

              	15, 5

              	10, 10
            

          


          Using the rule, we can very quickly (much faster than with formal analysis) see that the Nash Equlibria cells are (B,A), (A,B), and (C,C). Indeed, for cell (B,A) 40 is the maximum of the first column and 25 is the maximum of the second row. For (A,B) 25 is the maximum of the second column and 40 is the maximum of the first row. Same for cell (C,C). For other cells, either one or both of the duplet members are not the maximum of the corresponding rows and columns.


          This said, the actual mechanics of finding equilibrium cells is obvious: find the maximum of a column and check if the second member of the pair is the maximum of the row. If these conditions are met, the cell represents a Nash Equilibrium. Check all columns this way to find all NE cells. An NxN matrix may have between 0 and NxN pure strategy Nash equilibria.


          


          Stability


          The concept of stability, useful in the analysis of many kinds of equilibrium, can also be applied to Nash equilibria.


          A Nash equilibrium for a mixed strategy game is stable if a small change (specifically, an infinitesimal change) in probabilities for one player leads to a situation where two conditions hold:


          
            	the player who did not change has no better strategy in the new circumstance


            	the player who did change is now playing with a strictly worse strategy

          


          If these cases are both met, then a player with the small change in his mixed-strategy will return immediately to the Nash equilibrium. The equilibrium is said to be stable. If condition one does not hold then the equilibrium is unstable. If only condition one holds then there are likely to be an infinite number of optimal strategies for the player who changed. John Nash showed that the latter situation could not arise in a range of well-defined games.


          In the "driving game" example above there are both stable and unstable equilibria. The equilibria involving mixed-strategies with 100% probabilities are stable. If either player changes his probabilities slightly, they will be both at a disadvantage, and his opponent will have no reason to change his strategy in turn. The (50%,50%) equilibrium is unstable. If either player changes his probabilities, then the other player immediately has a better strategy at either (0%, 100%) or (100%, 0%).


          Stability is crucial in practical applications of Nash equilibria, since the mixed-strategy of each player is not perfectly known, but has to be inferred from statistical distribution of his actions in the game. In this case unstable equilibria are very unlikely to arise in practice, since any minute change in the proportions of each strategy seen will lead to a change in strategy and the breakdown of the equilibrium.


          Note that stability of the equilibrium is related to, but distinct from, stability of a strategy.


          A Coalition-Proof Nash Equilibrium (CPNE) (similar to a Strong Nash Equilibrium) occurs when players cannot do better even if they are allowed to communicate and collaborate before the game. Every correlated strategy supported by iterated strict dominance and on the Pareto frontier is a CPNE. Further, it is possible for a game to have a Nash equilibrium that is resilient against coalitions less than a specified size, k. CPNE is related to the theory of the core.


          


          Occurrence


          If a game has a unique Nash equilibrium and is played among players under certain conditions, then the NE strategy set will be adopted. Sufficient conditions to guarantee that the Nash equilibrium is played are:


          
            	The players all will do their utmost to maximize their expected payoff as described by the game.


            	The players are flawless in execution.


            	The players have sufficient intelligence to deduce the solution.


            	There is common knowledge that all players meet these conditions, including this one. So, not only must each player know the other players meet the conditions, but also they must know that they all know that they meet them, and know that they know that they know that they meet them, and so on.

          


          


          Where the conditions are not met


          Examples of game theory problems in which these conditions are not met:


          
            	The first condition is not met if the game does not correctly describe the quantities a player wishes to maximize. In this case there is no particular reason for that player to adopt an equilibrium strategy. For instance, the prisoners dilemma is not a dilemma if either player is happy to be jailed indefinitely.


            	Intentional or accidental imperfection in execution. For example, a computer capable of flawless logical play facing a second flawless computer will result in equilibrium. Introduction of imperfection will lead to its disruption either through loss to the player who makes the mistake, or through negation of the 4th 'common knowledge' criterion leading to possible victory for the player. (An example would be a player suddenly putting the car into reverse in the game of 'chicken', ensuring a no-loss no-win scenario). A notable example of this situation in fiction is the Doctor Who serial Destiny of the Daleks


            	In many cases, the third condition is not met because, even though the equilibrium must exist, it is unknown due to the complexity of the game, for instance in Chinese chess. Or, if known, it may not be known to all players, as when playing tic-tac-toe with a small child who desperately wants to win (meeting the other criteria).


            	The fourth criterion of common knowledge may not be met even if all players do, in fact, meet all the other criteria. Players wrongly distrusting each other's rationality may adopt counter-strategies to expected irrational play on their opponents behalf. This is a major consideration in  Chicken or an arms race, for example.

          


          


          Where the conditions are met


          Due to the limited conditions in which NE can actually be observed, they are rarely treated as a guide to day-to-day behaviour, or observed in practice in human negotiations. However, as a theoretical concept in economics, and evolutionary biology the NE has explanatory power. The payoff in economics is money, and in evolutionary biology gene transmission, both are the fundamental bottom line of survival. Researchers who apply games theory in these fields claim that agents failing to maximize these for whatever reason will be competed out of the market or environment, which are ascribed the ability to test all strategies. This conclusion is drawn from the " stability" theory above. In these situations the assumption that the strategy observed is actually a NE has often been borne out by research.


          


          Proof of existence


          As above, let   i be a mixed strategy profile of all players except for player i. We can define a best response correspondence for player i, bi. bi is a relation from the set of all probability distributions over opponent player profiles to a set of player i's strategies, such that each element of


          
            	bi(  i)

          


          is a best response to   i. Define


          
            	[image: b(\sigma) = b_1(\sigma_{-1}) \times b_2(\sigma_{-2}) \times \cdots \times b_n(\sigma_{-n})].

          


          One can use the Kakutani fixed point theorem to prove that b has a fixed point. That is, there is a  * such that [image: \sigma^* \in b(\sigma^*)]. Since b( * ) represents the best response for all players to  * , the existence of the fixed point proves that there is some strategy set which is a best response to itself. No player could do any better by deviating, and it is therefore a Nash equilibrium.


          When Nash made this point to John von Neumann in 1949, von Neumann famously dismissed it with the words, "That's trivial, you know. That's just a fixed point theorem." (See Nasar, 1998, p. 94.)


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nash_equilibrium"
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              	Nashville, Tennessee
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              	Nickname: Music City
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                        Nashville, Tennessee
                      

                    

                  


                  

                
Location in Davidson County and the state of Tennessee
              
            


            
              	Coordinates:
            


            
              	Country

              	United States
            


            
              	State

              	Tennessee
            


            
              	County

              	Davidson
            


            
              	Founded

              	1779
            


            
              	Incorporated

              	1806
            


            
              	Government
            


            
              	- Mayor

              	Karl Dean ( D)
            


            
              	Area
            


            
              	-City

              	526.1 sqmi(1,362.5 km)
            


            
              	-Land

              	502.2sqmi(1,300.8km)
            


            
              	- Water

              	23.9sqmi(61.8km)
            


            
              	Elevation

              	597 ft (182 m)
            


            
              	Population (2006)
            


            
              	-City

              	613,856 (consolidated)

              552,120 (balance)
            


            
              	- Density

              	1,166.8/sqmi(450.5/km)
            


            
              	- Metro

              	1,486,695
            


            
              	Time zone

              	CST ( UTC-6)
            


            
              	-Summer( DST)

              	CDT ( UTC-5)
            


            
              	ZIP codes

              	3720137250
            


            
              	Area code(s)

              	615
            


            
              	Interstates

              	I-40, I-24, I-65, and I-440
            


            
              	Waterways

              	Cumberland River
            


            
              	Airports

              	Nashville International Airport
            


            
              	Public transit

              	Nashville MTA
            


            
              	Regional rail

              	Music City Star
            


            
              	Website: http://www.nashville.gov/
            

          


          Nashville is the capital of the U.S. state of Tennessee and the county seat of Davidson County. It is the second most populous city in the state after Memphis. It is located on the Cumberland River in Davidson County, in the north-central part of the state. Nashville is a major hub for the health care, music, publishing, banking and transportation industries.


          Nashville has a consolidated city-county government which includes seven smaller municipalities in a two-tier system. The population of Nashville-Davidson County stood at 613,856 as of 2006, according to United States Census Bureau estimates. The 2006 population of the entire 13-county Nashville Metropolitan Statistical Area was 1,486,695, making it the largest and fastest-growing metropolitan area in the state.


          


          History


          Nashville was founded by James Robertson, John Donelson, and a party of Wataugans in 1779, and was originally called Fort Nashborough, after the American Revolutionary War hero Francis Nash. Nashville quickly grew because of its prime location, accessibility as a river port, and its later status as a major railroad centre. In 1806, Nashville was incorporated as a city and became the county seat of Davidson County, Tennessee. In 1843, the city was named the permanent capital of the state of Tennessee.


          By 1860, when the first rumblings of secession began to be heard across the South, antebellum Nashville was a very prosperous city. The city's significance as a shipping port made it a desirable prize as a means of controlling important river and railroad transportation routes. In February 1862, Nashville became the first state capital to fall to Union troops.


          Though the Civil War left Nashville in dire economic straits, the city quickly rebounded. Within a few years, the city had reclaimed its important shipping and trading position and also developed a solid manufacturing base. The post-Civil War years of the late 19th century brought a newfound prosperity to Nashville. These healthy economic times left the city with a legacy of grand classical-style buildings, which can still be seen around the downtown area.


          It was the advent of the Grand Ole Opry in 1925, combined with an already thriving publishing industry, that positioned it to become "Music City USA". In 1963, Nashville consolidated its government with Davidson County and thus became the first major city in the United States to form a metropolitan government. Since the 1970s, the city has experienced tremendous growth, particularly during the economic boom of the 1990s under the leadership of Mayor (now- Tennessee Governor) Phil Bredesen, who made urban renewal a priority, and fostered the construction or renovation of several city landmarks, including the Country Music Hall of Fame, the Nashville Public Library downtown, the Sommet Centre, and LP Field.
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          The Sommet Centre (formerly Nashville Arena and Gaylord Entertainment Centre) was built as both a large concert facility and as an enticement to lure either a National Basketball Association or National Hockey League (NHL) sports franchise. This was accomplished in 1997 when Nashville was awarded an NHL expansion team which was subsequently named the Nashville Predators. LP Field (formerly Adelphia Coliseum) was built after the National Football League's (NFL) Houston Oilers agreed to move to the city in 1995. The NFL debuted in Nashville in 1998 at Vanderbilt Stadium, and LP Field opened in the summer of 1999. The Oilers changed their name to the Tennessee Titans and saw a season culminate in the Music City Miracle and a close Super Bowl game.


          Today the city along the Cumberland River is a crossroads of American culture, and easily the fastest-growing part of the Upper South and the territory between Atlanta and Texas. Currently, there are many plans of building multiple residential and business towers in the downtown area, including the Signature Tower. If constructed, this will be the tallest building in both Nashville and Tennessee surpassing the AT&T Building, and will also become the tallest building in the USA outside of New York and Chicago, surpassing the Bank of America Plaza in Atlanta.


          


          Geography
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          Nashville lies on the Cumberland River in the northwestern portion of the Nashville Basin. Nashville's topography ranges from 385 ft (117 meters) above sea level at the Cumberland River to 1,160 feet (354 meters) above sea level at its highest point.


          According to the United States Census Bureau, the city has a total area of 526.1 square miles (1,362.6 km), of which, 502.3square miles (1,300.8km) of it is land and 23.9square miles (61.8km) of it (4.53%) is water.


          


          Climate


          Nashville has a humid subtropical climate with hot and humid summers and chilly winters. Average annual rainfall is 48.1inches (1222mm), typically with winter and spring being the wettest and autumn being the driest. Average annual snowfall is about 9inches (229mm), falling mostly in January and February. Spring and fall are generally pleasantly warm but prone to severe thunderstorms, which occasionally bring tornadoeswith recent major events on April 16, 1998 and April 7, 2006 and the most recent February 5, 2008 Super Tuesday Tornado Outbreak which affected the Northeast suburbs of Castalian Springs in Sumner County and Lafayette in Macon County.


          The coldest temperature ever recorded in Nashville was 17F (27C), on January 21, 1985, and the highest was 107F (42C), on July 28, 1952. The largest one-day snow total was 17inches (432mm) on March 17, 1892. The largest and most memorable event in the last few years was the storm on January 16, 2003, on which date Nashville received 7inches (178mm).


          Nashville's long springs and autumns combined with a diverse array of trees and grasses can often make it uncomfortable for allergy sufferers. In 2008, Nashville was ranked as the 18th-worst spring allergy city in the U.S. by the Asthma and Allergy Foundation of America.


          



          
            
              	Weather averages for Nashville, TN
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Record high F (C)

              	78 (26)

              	84 (29)

              	86 (30)

              	91 (33)

              	95 (35)

              	106 (41)

              	107 (42)

              	104 (40)

              	105 (41)

              	94 (34)

              	84 (29)

              	79 (26)

              	107 (42)
            


            
              	Average high F (C)

              	46 (8)

              	52 (11)

              	61 (16)

              	70 (21)

              	77 (25)

              	85 (29)

              	89 (32)

              	88 (31)

              	82 (28)

              	71 (22)

              	59 (15)

              	49 (9)

              	69 (21)
            


            
              	Average low F (C)

              	28 (-2)

              	31 (-1)

              	39 (4)

              	47 (8)

              	57 (14)

              	65 (18)

              	70 (21)

              	68 (20)

              	61 (16)

              	49 (9)

              	40 (4)

              	30 (-1)

              	48.75 (9)
            


            
              	Record low F (C)

              	-17 (-27)

              	-13 (-25)

              	2 (-17)

              	23 (-5)

              	34 (1)

              	42 (6)

              	54 (12)

              	49 (9)

              	36 (2)

              	26 (-3)

              	-1 (-18)

              	-10 (-23)

              	-17 (-27)
            


            
              	Precipitation inches (mm)

              	3.97 (100.8)

              	3.69 (93.7)

              	4.87 (123.7)

              	3.93 (99.8)

              	5.07 (128.8)

              	4.08 (103.6)

              	3.77 (95.8)

              	3.28 (83.3)

              	3.59 (91.2)

              	2.87 (72.9)

              	4.45 (113)

              	4.54 (115.3)

              	48.11 (1,222)
            


            
              	Source: The Weather Channel 2007- 09-16
            

          


          


          Metropolitan area


          Nashville has the largest metropolitan area in the state of Tennessee, spanning several counties. The Nashville Metropolitan Statistical Area encompasses the Middle Tennessee counties of Cannon, Cheatham, Davidson, Dickson, Hickman, Macon, Maury, Robertson, Rutherford, Smith, Sumner, Trousdale, Williamson, and Wilson.


          


          Government and politics
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          The City of Nashville and Davidson County merged in 1963 as a way for Nashville to combat the problems of urban sprawl. The combined entity is officially known as "the Metropolitan Government of Nashville and Davidson County," and is popularly known as "Metro Nashville" or simply "Metro". It offers services such as police, fire, electricity, water, and sewage treatment. When the Metro government was formed in 1963, the government was split into two service districts-- the "urban services district" and the "general services district." The urban services district encompasses the 1963 boundaries of the former City of Nashville, and the general services district includes the remainder of Davidson County. There are five small cities within the county that opted to retain some autonomy: Belle Meade, Berry Hill, Forest Hills, Lakewood, and Oak Hill. Two other cities ( Goodlettsville and Ridgetop) cross county lines, and are also not considered part of the consolidated city-county government.


          Nashville has a strong-mayor form of government. It is governed by a mayor, vice-mayor and 40-member Metropolitan Council. The current mayor of Nashville is Karl Dean. The Metropolitan Council is the legislative body of government for Nashville and Davidson County. There are 5 council members who are elected at large and 35 council members that represent individual districts. The Metro Council has regular meetings that are presided over by the vice-mayor, who is currently Diane Neighbors. The Metro Council meets on the first and third Tuesday of each month at 6:00 p.m., according to the Metropolitan Charter.


          Nashville is one of the few major Southern cities that has remained loyal to the Democratic Party. Most local elections are officially nonpartisan. However, Democratic dominance is so absolute that most local races take place between the populist (moderate-to-conservative) and "good government" (liberal) wings of the Democratic Party. ; the "good government" faction has held the upper hand for some time; Mayor Dean may be said to represent that perspective. Elected Republicans are few and far between. At the state level, only two Republicansone in the State House and one in the State Senaterepresent significant portions of Nashville. Most area residents who prefer conservative politics generally live in the outlying suburban counties (which themselves were represented by conservative Democrats well into the late 1970s). Much of this, of course, is a reaction in many respects, somewhat akin to urban-suburban polarizations elsewhere in America, to the lifestyle-driven liberal orientation of the city's unusually large (for the South) collegiate and white-collar professional population (with the musician community divided between the cultural traditionalists in country and gospel music and the progressive, even leftist, slant among rock musicians and those in similar genres).


          Democrats are no less dominant at the federal level. Since the end of Reconstruction, the Democratic presidential candidate has carried Nashville and Davidson County in every election with the exception of two. In the 1968 U.S. presidential election, George Wallace of the American Independent Party (and governor of nearby Alabama) carried the city by a large margin, although he did not win the state (Richard Nixon did). In the 1972 presidential election, Nixon became the only Republican to carry Nashville since Reconstruction, gaining support from the then-dominant conservative Democrats in the area. However, since then, Democrats have usually won Nashville by some of the largest, if not the largest, margins in Tennessee, even when the rest of the state strongly favors the Republican. In the 2000 presidential election, Al Gore carried Nashville with over 59% of the vote even as he narrowly lost his home state. In the 2004 election, John Kerry carried Nashville with 55% of the vote even as George W. Bush won the state by 14 points. The only part of Tennessee more heavily Democratic than Nashville is the major portion of the city of Memphis, which has a far larger population of African-Americans (some 60 percent as compared to Nashville's 25 or so), making Nashville's continued loyalty to the Democratic Party all the more remarkable--and increasingly unique--for a city so far south in the U.S.


          Despite its size, all of Nashville has been in one congressional district for most of the time since Reconstruction. For most of the time, it has been numbered as the 5th District, currently represented by Democrat Jim Cooper. A Republican has not represented a significant portion of Nashville since 1875. While Republicans made a few spirited challenges in the mid-1960s and early 1970s, they have not made a serious bid for the district since 1972, when the Republican candidate gained only 38% of the vote even as Nixon carried the district by a large margin. The district's best-known congressman was probably Jo Byrns, who represented the district from 1909 to 1936 and was Speaker of the House for much of Franklin Roosevelt's first term. Another nationally prominent congressman from Nashville was Percy Priest, who represented the district from 1941 to 1956 and was House Majority Whip from 1949 to 1953. Former mayors Richard Fulton and Bill Boner also sat in the U.S. House before assuming the Metro mayoral office.


          A tiny portion of southern Davidson County (between Hillsboro and Nolensville Roads, split by Interstate 65) was drawn into the heavily Republican 7th District after the 2000 Census. That district is currently represented by Marsha Blackburn of neighboring Williamson County. Despite this, many living Nashvillians have never been represented by a Republican on the state or federal levels.


          


          Demographics


          
            
              	Historical populations
            


            
              	Census

              	Pop.

              	

              	%
            


            
              	1830

              	5,566

              	

              	
                
                  
                

              
            


            
              	1840

              	6,929

              	

              	24.5%
            


            
              	1850

              	10,165

              	

              	46.7%
            


            
              	1860

              	16,988

              	

              	67.1%
            


            
              	1870

              	25,865

              	

              	52.3%
            


            
              	1880

              	43,350

              	

              	67.6%
            


            
              	1890

              	76,168

              	

              	75.7%
            


            
              	1900

              	80,865

              	

              	6.2%
            


            
              	1910

              	110,364

              	

              	36.5%
            


            
              	1920

              	118,342

              	

              	7.2%
            


            
              	1930

              	153,866

              	

              	30%
            


            
              	1940

              	167,402

              	

              	8.8%
            


            
              	1950

              	174,307

              	

              	4.1%
            


            
              	1960

              	170,874

              	

              	2%
            


            
              	1970

              	448,003

              	

              	162.2%
            


            
              	1980

              	455,651

              	

              	1.7%
            


            
              	1990

              	488,374

              	

              	7.2%
            


            
              	2000

              	569,891

              	

              	16.7%
            


            
              	Source: U.S. Census
            

          


          The data below is for all of Metropolitan Nashville-Davidson County, including other incorporated cities within the consolidated city-county (such as Belle Meade and Berry Hill). See Nashville-Davidson (balance) for demographic data on Nashville-Davidson County excluding separately incorporated cities.
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          As of the census of 2000, there were 569,891 people, 237,405 households, and 138,169 families residing in the city. The population density was 1,134.6 people per square mile (438.1/km). There were 252,977 housing units at an average density of 503.7/sqmi (194.5/km). The racial makeup of the city was 66.99% White, 25.92% African American, 0.29% Native American, 2.33% Asian, 0.07% Pacific Islander, 2.42% from other races and 1.97% from two or more races. Hispanic or Latino of any race were 4.58% of the population. Nashville's estimated population for 2006 is 613,856 people.


          There were 237,405 households out of which 26.7% had children under the age of 18 living with them, 39.9% were married couples living together, 14.3% had a female householder with no husband present, and 41.8% were non-families. 33.4% of all households were made up of individuals and 8.2% had someone living alone who was 65 years of age or older. The average household size was 2.30 and the average family size was 2.96.


          In the city the population was spread out with 22.2% under the age of 18, 11.6% from 18 to 24, 34.0% from 25 to 44, 21.1% from 45 to 64, and 11.1% who were 65 years of age or older. The median age was 34 years. For every 100 females there were 93.8 males. For every 100 females age 18 and over, there were 90.8 males.


          The median income for a household in the city was $39,797, and the median income for a family was $49,317. Males had a median income of $33,844 versus $27,770 for females. The per capita income for the city was $23,069. About 10.0% of families and 13.0% of the population were below the poverty line, including 19.1% of those under age 18 and 10.5% of those age 65 or over. 4.6% of the civilian labor force is unemployed.


          Because of its relatively low cost of living and large job market, Nashville has become a popular city for immigrants. Nashvilles foreign-born population more than tripled in size between 1990 and 2000, increasing from 12,662 to 39,596. Large groups of Mexicans, Kurds, Vietnamese, Laotians, Arabs, and Somalis call Nashville home, among other groups. Nashville has the largest Kurdish community in the United States, numbering approximately 11,000. During the Iraqi election of 2005, Nashville was one of the few international locations where Iraqi expatriates could vote. The American Jewish community in Nashville dates back over 150 years ago, and numbers about 6,500 (2001).


          


          Economy


          As the "home of country music", Nashville has become a major music recording and production centre. All of the Big Four record labels, as well as numerous independent labels, have offices in Nashville, mostly in the Music Row area. Since the 1960s, Nashville has been the second biggest music production centre (after New York) in the U.S. As of 2006, Nashville's music industry is estimated to have a total economic impact of $6.4 billion per year and to contribute 19,000 jobs to the Nashville area.


          In 2009, the Signature Tower will begin construction in Downtown Nashville. Standing at more than 1,000 feet above the ground, it will be the largest skyscraper outside of either Chicago or New York City and will be the seventh tallest building in the United States.


          Although Nashville is renowned as a music recording centre and tourist destination, its largest industry is actually health care. Nashville is home to more than 250 health care companies, including Hospital Corporation of America, the largest private operator of hospitals in the world. As of 2006, it is estimated that the health care industry contributes $18.3 billion per year and 94,000 jobs to the Nashville-area economy. The automotive industry is also becoming increasingly important for the entire Middle Tennessee region. Nissan North America moved its corporate headquarters in 2006 from Gardena, California ( Los Angeles County) to Nashville, with corporate headquarters temporarily located in the AT&T Building until 2008, when the Japanese auto maker will establish permanent headquarters in Franklin, Tennessee. Nissan also has its largest North American manufacturing plant in Smyrna, Tennessee.


          Other major industries in Nashville include insurance, finance, and publishing (especially religious publishing). The city hosts headquarters operations for several Protestant denominations, including the United Methodist Church, Southern Baptist Convention, and National Baptist Convention, USA., and the National Association of Free Will Baptists.


          Nashville has a small but growing film industry. Several major motion pictures have been filmed in Nashville, including The Green Mile, The Last Castle, Gummo, The Thing Called Love, Coal Miner's Daughter, and Robert Altman's Nashville.


          Fortune 500 companies within Nashville include HCA Inc. (formerly Hospital Corporation of America) and Dollar General Corporation (in Goodlettsville).


          


          Education
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          Nashville is often labeled the "Athens of the South" due to the many colleges and universities in the city and metropolitan area. These colleges and universities in Nashville include American Baptist College, Aquinas College, The Art Institute of Tennessee- Nashville, Belmont University, Draughons Junior College, Fisk University, Free Will Baptist Bible College, Gupton College, Lipscomb University, Meharry Medical College, Nashville School of Law, Nashville Auto Diesel College, Nashville State Community College, Strayer University, Tennessee State University, Trevecca Nazarene University, University of Phoenix, Vanderbilt University, and Watkins College of Art and Design.


          Within 30 miles (50 km) of Nashville in Murfreesboro is Middle Tennessee State University (MTSU), a full-sized public university with Tennessee's largest undergraduate population. Enrollment in post-secondary education in the city is around 43,000. Within the Nashville Metropolitan Statistical Area which includes MTSU, Cumberland University ( Lebanon), Volunteer State Community College ( Gallatin), and O'More College of Design (Franklin) total enrollment exceeds 74,000. Within a 40 mile (65 km) radius are Austin Peay State University ( Clarksville) and Columbia State Community College ( Columbia), enrolling an additional 13,600.


          The city is served by the Metropolitan Nashville Public Schools and numerous private schools, such as Harpeth Hall School, Montgomery Bell Academy, Father Ryan and Saint Cecilia Academy, the latter of which was named as one of the Top 50 Catholic High Schools in America (2004, 2006 and 2007).


          


          Culture
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          Much of the city's cultural life has revolved around its large university community. Particularly significant in this respect were two groups of critics and writers who were associated with Vanderbilt University in the early twentieth century, the Fugitives and the Agrarians.


          Popular destinations include Fort Nashborough, a reconstruction of the original settlement; the Tennessee State Museum; and The Parthenon, a full-scale replica of the original Parthenon in Athens, Greece. The State Capitol is one of the oldest working state capitol buildings in the nation, while The Hermitage is one of the older presidential homes open to the public. The Nashville Zoo is one of the city's newer attractions.


          


          Country music


          Many popular tourist sites involve country music, including the Country Music Hall of Fame, Ryman Auditorium, which was for many years the site of the Grand Ole Opry, and Belcourt Theatre. Each year, the CMA Music Festival (formerly known as Fan Fair) brings thousands of country fans to the city. Nashville was once home of television shows like Hee Haw, and Pop! Goes the Country.


          Nashville was once home to the Opryland USA theme park, which operated from 1972 to 1997 before being closed by its owners Gaylord Entertainment, and soon after demolished to make room for the Opry Mills mega- shopping mall.


          Lower Broadway is home to many honky tonk bars and clubs.


          


          Christian pop music


          The Christian pop and rock music industry is based along Nashville's Music Row, with a great influence in neighboring Williamson County. The Christian record companies include EMI (formally Sparrow Records), Rocketown Records, Beach Street and Reunion Records with many of the genre's most popular acts such as Rebecca St. James, tobyMac, Michael W. Smith, Amy Grant, Steven Curtis Chapman, Avalon and Newsboys based there.


          


          Jazz
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          Although Nashville was never known as a jazz town, it did have many great jazz bands including The Nashville Jazz Machine led by Dave Converse and its current version, the Nashville Jazz Orchestra led by Jim Williamson as well as The Establishment led by Billy Adair. The Francis Craig Orchestra entertained Nashvillians from 1929 to 1945 from the Oak Bar and Grille Room in the Hermitage Hotel. Craig's orchestra was also the first to broadcast over local radio station WSM and enjoyed phenomenal success with a 12-year show that was aired over the entire NBC network. In the late 1930s, he introduced a newcomer, Dinah Shore, a former cheerleader and local graduate of Hume Fogg High School and Vanderbilt University.


          Radio station WMOT in nearby Murfreesboro has aided significantly in the recent revival of the city's jazz scene, as has the non-profit Nashville Jazz Workshop, which holds concerts in a renovated building in the north Nashville neighbourhood of Germantown.


          


          Civil War


          Civil War history is important to the city's tourism industry. Sites pertaining to the Battle of Nashville and the nearby Battle of Franklin and Battle of Stones River can be seen, along with several well-preserved antebellum plantation houses such as Belle Meade Plantation and Belmont Mansion.


          


          Performing arts
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          The Tennessee Performing Arts Centre is the major performing arts centre of the city. It is the home of the Tennessee Repertory Theatre, Nashville Children's Theatre, the Nashville Opera, and Nashville Ballet.


          In September 2006, the Schermerhorn Symphony Centre opened as the home of the Nashville Symphony Orchestra.


          


          Art museums


          Nashville has several arts centers and museums, including the Frist Centre for the Visual Arts, located in the former post office building; Cheekwood Botanical Garden and Museum of Art; the Tennessee State Museum; Fisk University's Van Vechten and Aaron Douglas Galleries; Vanderbilt University's Fine Art Gallery and Sarratt Gallery; and the Parthenon.


          


          Major annual events
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            	The GMA Music Awards Christian and Gospel music awards is held each April at various locations including the Grand Ole Opry or the Ryman Auditorium. Leading up to the awards is GMA week where radio stations interview and fans get autographs.


            	The CMA Music Festival is a four day event in June featuring performances by country music stars, autograph signings, artist/fan interaction, and other activities for country music fans.


            	In September, Nashville hosts the Tennessee State Fair at the State Fairgrounds. The State Fair lasts nine days and includes rides, exhibits, rodeos, tractor pulls, and numerous other shows and attractions.


            	The Nashville Film Festival takes place each year for a week in April. It features hundreds of independent films and is one of the biggest film festivals in the Southern United States.


            	In September, the African Street Festival takes place on the campus of Tennessee State University.


            	Other big events in Nashville include the Fourth of July celebration which takes place each year at Riverfront Park, the Country Music Marathon and Half Marathon which normally includes over 25,000 runners from around the world, the Tomato Art Festival which takes place in East Nashville every August, and the Australian Festival which celebrates the cultural and business links between the U.S. and Australia.

          


          Sports
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          Nashville has several professional sports teams, most notably the Nashville Predators of the National Hockey League and the Tennessee Titans of the National Football League. Several other pro sports teams also call Nashville home, as does the NCAA college football Music City Bowl. The Vanderbilt Commodores are members of the Southeastern Conference. The football team of Tennessee State University plays its home games at LP Field.


          
            
              	Club

              	Sport

              	League

              	Venue
            


            
              	Tennessee Titans

              	Football

              	National Football League

              	LP Field
            


            
              	Nashville Predators

              	Hockey

              	National Hockey League

              	Sommet Centre
            


            
              	Nashville Sounds

              	Baseball

              	Minor League Baseball: Pacific Coast League

              	Herschel Greer Stadium
            


            
              	Nashville Metros

              	Soccer

              	Premier Development League

              	Ezell Park
            


            
              	Nashville Storm

              	Football

              	North American Football League

              	TBA
            

          


          Sports venues in Nashville are:


          
            	LP Field


            	Sommet Centre


            	Nashville Municipal Auditorium


            	Herschel Greer Stadium


            	Ezell Park


            	Vanderbilt Stadium at Dudley Field at Vanderbilt University


            	Memorial Gymnasium at Vanderbilt University


            	Curb Event Centre at Belmont University


            	Gentry Centre at Tennessee State University


            	Allen Arena at Lipscomb University


            	Music City Motorplex at state fairgrounds

          


          


          Parks


          Metro Board of Parks and Recreation owns and manages 10,200 acres (4,120 ha) of land and 99 parks and greenways (comprising more than 3% of the total area of the county). 2,684 acres (1,086 ha) of land is home to Warner Parks, which houses a 5,000 square-foot (460 m) learning centre, 20 miles (30 km) of scenic roads, 12 miles (19 km) of hiking trails, and 10 miles (16 km) of horse trails. In late 2005, Centennial Park began offering free wireless broadband internet service.


          Warner Parks, the largest municipal parks in the state, are home to the annual Iroquois Steeplechase.


          The U.S. Army Corps of Engineers maintains parks on Old Hickory Lake and Percy Priest Lake. These parks are used for multiple activities including fishing, water-skiing, sailing and boating. Percy Priest Lake is also home to the Vanderbilt Sailing Club.


          


          Transportation
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          Nashville is centrally located at the crossroads of three Interstate Highways: I-40, I-24, and I-65. Interstate 440 is a bypass route connecting I-40, I-65, and I-24 south of downtown Nashville. The Metropolitan Transit Authority provides bus transit within the city.


          The city is served by Nashville International Airport, which was a hub for American Airlines between 1986 and 1995 and is now a mini-hub for Southwest Airlines.


          Although it is a major rail hub, with a large CSX Transportation freight rail yard, Nashville is one of the largest cities in the U.S. not served by Amtrak.


          Nashville launched a passenger rail system called the Music City Star on September 18, 2006. The first and only currently operational leg of the system connects the city of Lebanon to downtown Nashville at Nashville Riverfront. Legs to Murfreesboro and Gallatin are currently in the feasibility study stage. The system plan includes seven legs connecting Nashville to surrounding suburbs.


          Notable bridges in the city are:


          
            
              	Official Name

              	Other Names

              	Length

              	Date Opened
            


            
              	Korean War Veterans Memorial Bridge

              	Gateway Bridge

              	506 m (1,660 ft)

              	May 19, 2004
            


            
              	Kelly Miller Smith Bridge

              	Jefferson Street Bridge

              	

              	March 2, 1994
            


            
              	Old Hickory Bridge

              	

              	

              	1929
            


            
              	Martin Luther King Jr. Bridge

              	Bordeaux Bridge

              	

              	September 18, 1980
            


            
              	Shelby Street Bridge

              	Shelby Avenue Bridge

              	960 m (3,150 ft)

              	July 5, 1909
            


            
              	Silliman Evans Bridge

              	

              	720 m (2,362 ft)

              	1963
            


            
              	Victory Memorial Bridge

              	

              	

              	July 2, 1956
            


            
              	William Goodwin Bridge

              	Hobson Pike Bridge

              	675 m (2,215 ft)

              	
            


            
              	Woodland Street Bridge

              	

              	195 m (639 ft)

              	
            

          


          


          Nicknames


          Nashville is a colorful, well-known city in several different arenas. As such, it has earned various sobriquets, including:


          
            	Music City, USA: WSM-AM announcer David Cobb first used this name during a 1950 broadcast and it stuck. It is now the official nickname used by the Nashville Convention and Visitors Bureau. Nashville is the home of the Grand Ole Opry, the Country Music Hall of Fame, and many major record labels. This name also dates back to 1874, where after receiving and hearing a performance by the Fisk Jubilee Singers, Queen Victoria of England is reported as saying that "These young people must surely come from a musical city."


            	Athens of the South: Home to twenty-four post-secondary educational institutions, Nashville has long been compared to the ancient city of learning, site of Plato's Academy. Since 1897, a full-scale replica of the Athenian Parthenon has stood in Nashville, and many examples of classical and neoclassical architecture can be found in the city.


            	The Protestant Vatican or The Buckle of the Bible Belt: Nashville has over 700 churches, several seminaries, a number of Christian music companies, and is the headquarters for the publishing arms of both the Southern Baptist Convention and the United Methodist Church. It is also the seat of the National Association of Free Will Baptists, the Gideons International, the Gospel Music Association and Thomas Nelson, the world's largest producer of Bibles.


            	Cashville: Nashville native Young Buck, a rapper in the G-Unit clique, released a very successful album called Straight Outta Ca$hville that has popularized the nickname among a new generation.


            	Nashvegas: The rhinestones and neon of Nashville have given rise to a glitzy image that local residents have embraced. Playing off the image of Las Vegas, this nickname reflects the city's colorful nightlife and affluence. Americana music artist George Hamilton V has popularized the nickname in song.


            	Little Kurdistan: Nashville has the United States' largest population of Kurdish people, estimated to be around 11,000.

          


          


          Sister cities


          Nashville is an active participant in the Sister Cities program and has relationships with the following towns:


          
            	[image: Flag of the People's Republic of China] Taiyuan, China

          


          The city is also exploring forming a sister city relationship with:


          
            	[image: Flag of Nigeria] Owerri, Nigeria
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              	Natalie Portman
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              Portman at the 2006 Berlin International Film Festival, presenting V for Vendetta.
            


            
              	Born

              	Natalie Hershlag

              (Hebrew: נטלי הרשלג)

              June 9, 1981 (1981-06-09)

              Jerusalem, Israel
            


            
              	Years active

              	1994 - present
            


            
              	
                
                  
                    	Awards won
                  


                  
                    	Golden Globe Awards
                  


                  
                    	Best Supporting Actress - Motion Picture

                    2005 Closer
                  


                  
                    	Other Awards
                  


                  
                    	NBR Award for Best Cast

                    2004 Closer

                    Saturn Award for Best Actress (film)

                    2007 V for Vendetta
                  

                

              
            

          


          Natalie Portman (Hebrew: נטלי פורטמן; born June 9, 1981) is a Golden Globe-winning, Academy Award-nominated Israeli-American actress.


          


          Biography


          


          Early life


          Portman was born Natalie Hershlag (Hebrew: נטלי הרשלג) in Jerusalem, Israel. Her father, Avner Hershlag, is an Israeli doctor specializing in fertility and reproduction ( reproductive endocrinology). Her mother, Shelley Stevens, is an American homemaker who now works as her agent. Portman's maternal ancestors were Jews from Austria and Russia and her paternal ancestors were Jews who immigrated to Israel from Poland and Romania. Her grandfather's parents died in Auschwitz and her Romanian-born great-grandmother was a spy for the British during World War II.


          Portman's parents met at a Jewish student centre at Ohio State University where Portman's mother was selling tickets. Portman's father returned to Israel, but the two corresponded and were married when Portman's mother visited Israel a few years later. When Portman was three years old, the family moved from Israel to the United States, where her father pursued his medical training. The family lived in Washington, D.C. in 1984 where she attended Charles E. Smith Jewish Day School, relocated to Connecticut in 1988, and then settled permanently in Syosset, New York in 1990.


          Portman has said that although she "really love[s] the States... my heart's in Jerusalem. That's where I feel at home". Portman is an only child and very close to her parents, who are often seen with her at her film premieres.


          


          Education


          Portman was a straight-A student."I'd rather be smart than be a movie star," she told an interviewer. Although she says her family was not religious, she attended a Jewish elementary school, the Solomon Schechter Day School of Glen Cove, New York. She graduated from a public high school, Syosset High School. Portman reportedly skipped the premiere of Star Wars: Episode I so she could study for her high school final exams.


          In June 2003, Portman graduated from Harvard University with a bachelor's degree in psychology, and pursued graduate studies at the Hebrew University of Jerusalem in the spring of 2004. At Harvard, Portman was Alan Dershowitz's research assistant (he thanks her in The Case for Israel). She was also a research assistant in a psychology lab, and in March 2006, appeared as a guest lecturer at a Columbia University course in terrorism and counterterrorism, where she spoke about her film V for Vendetta.


          In addition to being bilingual in Hebrew and English, Portman has studied French, Japanese, German and Arabic.


          As a student, Portman co-authored two research papers which were published in professional scientific journals. Her 1998 high school paper on the "Enzymatic Production of Hydrogen" was entered in the Intel Science Talent Search. In 2002, she contributed to a study on memory called "Frontal Lobe Activation During Object Permanence" during her psychology studies at Harvard.


          


          Career


          


          Early career


          Portman started dancing lessons at the age of four. She performed in local troupes, and dreamed of dancing on Broadway. At the age of ten , Portman was discovered in a Long Island pizza parlor by an agent for Revlon, who offered her an opportunity to model. She turned down the opportunity in favour of acting. In a magazine interview, Portman said: "I was definitely different from the other kids. I was more ambitious, I knew what I liked and what I wanted, and I worked very hard. I was a very serious kid."


          As a child, Portman spent her school holidays attending theatre camps. When she was ten, she auditioned for Ruthless! about a girl who is prepared to commit murder to get the lead in a school play. She was chosen as the understudy for Britney Spears.In 1994, she auditioned for Luc Besson's film Lon (aka The Professional). She was initially turned down, but through further auditioning won the part. Soon after getting the part, she took "Portman", her grandmother's maiden name, as her stage name, in the interest of privacy; in the Director's Cut of the film found on DVD she is credited as Natalie Hershlag. In the film, Portman plays an orphaned girl who befriends a much older assassin. Lon opened on November 18, 1994, and marked her feature film debut at age 13. That same year she appeared in the short film Developing, which aired on television. Starting at age thirteen, Portman spent her school holidays attending upscale theatre camps Stagedoor Manor and Usdan Camp, where she fell in love with acting, playing roles in camp productions such as the title character in Anne of Green Gables, Dream Laurey in Oklahoma!, and Hermia in A Midsummer Night's Dream.


          [bookmark: 1995.E2.80.931999]


          19951999


          During the mid- 1990s, Portman had roles in the films Heat, Everyone Says I Love You and Mars Attacks!, as well as a major role in Beautiful Girls. In 1997, Portman played the role of Anne Frank in a Broadway adaptation of The Diary of Anne Frank. She initially turned down the lead role in the film Anywhere But Here, after learning it would involve a sex scene. Director Wayne Wang and actress Susan Sarandon demanded a rewrite of the script. Portman was shown a new draft, and she joined the project. The film opened in late 1999; she received a Golden Globe nomination for Best Supporting Actress for her role as Ann August. Critic Mary Elizabeth Williams of Salon commented on Portman's performance:


          
            "Sarandon is good, but Portman is astonishing. Unlike any number of actresses her age, she's neither too maudlin nor too plucky. Her Ann is both a petulant wet blanket and a thoughtful, painfully lonely girl fumbling to find herself. Portman knows her character is the soul of the story, and she isn't overreaching about it. She portrays Ann's angst quietly, using her wide, expressive face to convey little ripples of frustration and exasperation. She's the counterpoint to Sarandon's bravado, and she keeps the film from becoming a hammy, anything-you-can-cry-I-can-cry-harder diva fest."

          


          In the late 1990s, Portman was cast as Padm Amidala in the Star Wars prequel trilogy, and in early 1999, Star Wars: Episode I - The Phantom Menace opened and became the highest grossing film of the year and the second highest grossing film out of the Star Wars series. Its massive audience and mainstream appeal made Portman an instant star. Portman then signed on to play the lead role of a persevering teenaged mother in Where the Heart Is.


          [bookmark: 2000.E2.80.932005]


          20002005


          After filming Where the Heart Is, Portman moved into the dorms of Harvard University to pursue her bachelor's degree in psychology. She said in a 1999 interview that, with the exception of the Star Wars prequels, she would not act for the next four years in order to concentrate on studying.


          During the summer break, from June to September 2000, Portman filmed Star Wars Episode II: Attack of the Clones in Sydney , including additional production in London. In July 2001, Portman opened in New York City's Public Theatre production of Chekhov's The Seagull, directed by Mike Nichols, playing the role of Nina alongside Meryl Streep, Kevin Kline, and Philip Seymour Hoffman. The play opened at the Delacorte Theatre in Central Park. That same year, she was one of many celebrities who made cameo appearances in the comedy Zoolander. In 2002, the film opened around the world. Portman was cast in a small role in the film Cold Mountain alongside Jude Law and Nicole Kidman.


          In 2004, Portman appeared in the independent movies Garden State and Closer. Garden State was an official selection of the Sundance Film Festival, and won Best First Feature at the Independent Spirit Awards. Her performance as Alice in Closer saw Portman win a Supporting Actress Golden Globe as well as a Best Supporting Actress Oscar nomination.


          2005 saw the worldwide release of the final Star Wars prequel, Star Wars Episode III: Revenge of the Sith on May 19. The film was the highest grossing film of the year, and was voted Favorite Motion Picture at the People's Choice Awards. Shortly before the film's opening, Portman shaved her head for her role in the film adaptation of Alan Moore's graphic novel, V for Vendetta, released in March 2006. Her shaved head was first seen publicly at the Revenge of the Sith premieres. "Making a dramatic change that isn't reversible is always a worthy experience," she said of the drastically different hairstyle, "and that sort of gave me the courage to do it." She kept her hair short for most of 2005, had a fauxhawk, and briefly sported a full mohawk in late August, saying that it was "kind of wonderful to throw vanity away for a bit". Also in 2005, Portman filmed Free Zone and legendary director Milos Forman's Goya's Ghosts. Forman hadn't seen any of her work, but thought she looked like a Goya painting so he requested a meeting. During the filming of Goya's Ghosts, she partied in Madrid with co-star Javier Bardem, but was largely unrecognized due to her mohawk.


          [bookmark: 2006.E2.80.93present]


          2006present


          Portman appeared on Saturday Night Live on March 4, 2006, hosting the show with musical guest Fall Out Boy and special guest star Dennis Haysbert. In a now-famous SNL Digital Short, she portrays herself as an angry gangsta rapper (with Andy Samberg as her Flava Flav-esque partner in Viking garb) during a faux-interview with Chris Parnell, saying she cheated at Harvard University while high on pot and cocaine. In another sketch, she portrays a student named Rebecca Hershlag (her actual surname) attending a Bar Mitzvah, and in an installment of the recurring sketch The Needlers (also known as Sally and Dan, The Couple That Should Be Divorced), plays a fertility specialist (her father's profession).


          
            [image: Portman promoting V for Vendetta at Comic Con 2005.]

            
              Portman promoting V for Vendetta at Comic Con 2005.
            

          


          V for Vendetta opened in early 2006. Portman portrayed Evey Hammond, a young woman who is saved from the secret police by the main character, V. Portman worked with a voice coach for the role, learning to speak in an English accent, and had her head shaved. Maxim magazine named Portman #33 on its annual Hot 100 list, citing her V for Vendetta hairstyle as a huge accomplishment proving "you don't need hair to be hot."


          Portman has commented on V for Vendetta's political relevance, and mentioned that her character, who joins an underground anti-government group, is "often bad and does things that you don't like" and that "Being from Israel was a reason I wanted to do this because terrorism and violence are such a daily part of my conversations since I was little." She said the film "doesn't make clear good or bad statements. It respects the audience enough to take away their own opinion". Both Goya's Ghosts and Free Zone received limited releases in 2006. Portman starred in the children's film Mr. Magorium's Wonder Emporium, which began filming in April 2006 and was released in November 2007; she has said that she was "excited to do a kids' movie." In late 2006, Portman filmed The Other Boleyn Girl, a historical drama in which she plays Anne Boleyn; Eric Bana and Scarlett Johansson will co-star in the film. She was also named one of the hottest women of film and TV, by Blender Magazine.


          Filmed and screened in 2006 was Wong Kar-wai's road movie My Blueberry Nights. Portman won acclaim for her role as gambler Leslie:


          
            It's not until Portman shows up that you'll find the sort of sizzle and sympathy Wong cooks up with ease in his best films. Natalie Portman  Best Actress? Yup. For once she's not playing a waif or a child princess but a mature, full-bodied woman, probably a decade older than Portman is (25). She looks great, in a blond rinse and come-hither outfits, but she's not coasting on her looks; they are only accoutrements to Leslie's natural salesmanship. She uses her appeal to simultaneously flirt with and taunt the gambler across the table....But the memory we'll cherish is that of Portman's vibrancy, grittiness and ache, all performed with a virtuosa's easy assurance. She, not Jones, is the savory dish of movie magic in a mostly bland Blueberry Nights.

          


          Portman had a small role in the 18th season of The Simpsons as the voice of Bart Simpson's love interest, Darcy, from a neighboring town. She also appears in Paul McCartney's music video " Dance Tonight" from his 2007 album " Memory Almost Full" directed by Michel Gondry.


          Portman also has a cameo in the Wes Anderson film The Darjeeling Limited opposite Jason Schwartzman, and will star opposite Tobey Maguire and Jake Gyllenhaal in the drama film Brothers, a remake of the 2004 Danish film of the same name.


          


          Activism


          


          Animal rights


          Portman has been a vegetarian since childhood and is an advocate for animal rights. She does not eat animal products or wear fur, feathers or leather. "All of my shoes are from Target and Stella McCartney," she says.


          In 2007, Natalie Portman traveled to Rwanda with Jack Hanna, to film a documentary titled Gorillas on the Brink. Later at a naming ceremony, Portman named a baby gorilla Gukina, which means 'to play'.


          In 2007, she launched her own brand of vegan footwear.


          


          Public image


          A number of songs and albums have been named in her honour, by artists such as Intel One, Team Sleep, Sage Francis, and Ozma. The make-up brand Stila has a lip colour named after her (a sheer plum titled "Natalie"), fashion designer Zac Posen has referred to her as his " muse" and writer Kia Abdullah names Portman as the woman she would like to be.


          Portman is among a very small number of professional actors with a defined ErdősBacon number.


          


          Personal life


          Portman has had romantic links with actors including Gael Garcia Bernal and Jake Gyllenhaal. In the May 2002 issue of Vogue Portman called actor/musician Lukas Haas and musician Moby her close friends. She was linked to Maroon 5 frontman Adam Levine, but he claims they are friends. She reportedly dated Nat Rothschild, of the famous multi-billionaire banking family. Recently, she was spotted with former male model Nathan Bogle at the U.S. Open on September 5, 2007.


          When asked in a June 2002 Rolling Stone interview whether she "ever wondered, growing up, whether [she was] gay," she said: "Sure. I've never dated a woman or anything like that. But ... I think it's much more the person that you fall in love with  and why would you close yourself off to fifty percent of the people? ... I think my personality is more compatible with men than women."


          


          Beliefs


          Portman has been an advocate of environmental causes since the age of twelve, when she joined an environmental song and dance troupe. She has been a vegetarian since the age of eight, and at some point went further and became vegan.


          Portman has spent some of her free time involved in causes such as the Democrats' 2004 U.S. presidential campaign and ending poverty. In 2004 and 2005 she traveled to Uganda, Guatemala, and Ecuador as the Ambassador of Hope for FINCA International, an organization that promotes micro-lending to help finance women-owned businesses in poor countries. In an interview conducted backstage at the Live 8 concert in Philadelphia and appearing on the PBS program Foreign Exchange with Fareed Zakaria she discussed microfinance. Host Fareed Zakaria said that he was "generally wary of celebrities with fashionable causes", but included the segment with Portman because "she really knew her stuff". In the "Voices" segment of the April 29th, 2007 episode of the ABC Sunday Morning Program This Week with George Stephanopoulos, Portman discussed her work with FINCA and how it can benefit women and their children in third world countries. In the Fall of 2007, Portman visited several university campuses, including Harvard, UCLA, UC Berkeley, Stanford, Princeton, New York University, and Columbia, to inspire students with the power of microfinance and to encourage them to join the Village Banking Campaign to help families and communities lift themselves out of poverty.


          On the concept of the afterlife, she comments "I don't believe in that. I believe this is it, and I believe it's the best way to live." She has said that she feels more Jewish in the Holy Land and that she would like to raise her children in the Jewish religion: "A priority for me is definitely that I'd like to raise my kids Jewish, but the ultimate thing is to have someone who is a good person and who is a partner... I get much more Jewish in Israel".


          


          Controversy


          Portman, who had read W.E.B. Du Bois, was interviewed for the August 2004 issue of Allure magazine where she was quoted as saying, "Oh my God! I'm not black, but I know what it feels like!" She then wrote a letter to their editor, in which she wrote: "The 'it' I was referring to when I said, 'I know what it feels like,' was not intended to signify that I know 'how black people feel,' but rather that I know what DuBois concept of double-consciousness feels like, in variation. Had my quote included what I actually said preceding that statement, perhaps my meaning would have been clearer."


          Portman also made headlines when she was moved away by Israeli Police on February 23, 2005 from Jerusalem's Western Wall after protests by religious Jews who were praying at the holy site. She and Israeli actor Aki Avni were filming a kissing scene near the Western Wall for the movie Free Zone. This was deemed to be "immodest" and men who were praying heckled the pair until police stepped in and suggested they return later. The site is under the authority of Orthodox Judaism, and Rabbi Shmuel Rabinovitch, who is responsible for the site, said the actors' behaviour violated the code of conduct.


          It was reported that on July 8, 2005, Portman was pulled over by the NYPD while driving in a transit tunnel underneath New York City for looking unusual and having an expired registration. She had a shaven head from playing her role in V for Vendetta, and had just arrived back in the United States from Israel and film shooting in Berlin. The policeman told her not to drive in the tunnel, but to take the bridge instead. "I've never had that happen to me before," Portman said. "It's supposedly random... I didn't understand that logic. If you're a suspect, don't take the tunnel, take the bridge?"


          


          Filmography


          


          Film/Television


          
            
              	Year

              	Title

              	Role

              	Notes
            


            
              	1994

              	Lon (aka The Professional)

              	Mathilda

              	
            


            
              	1995

              	Heat

              	Lauren Gustafson

              	
            


            
              	1996

              	Beautiful Girls

              	Marty

              	
            


            
              	Mars Attacks!

              	Taffy Dale

              	
            


            
              	Everyone Says I Love You

              	Laura Dandridge

              	
            


            
              	1999

              	Star Wars Episode I: The Phantom Menace

              	Padm Amidala

              	
            


            
              	Anywhere But Here

              	Ann August

              	
            


            
              	2000

              	Where the Heart Is

              	Novalee Nation

              	
            


            
              	2001

              	Zoolander

              	(Herself)

              	cameo
            


            
              	2002

              	Star Wars Episode II: Attack of the Clones

              	Padm Amidala

              	
            


            
              	2003

              	Cold Mountain

              	Sara

              	
            


            
              	2004

              	Garden State

              	Samantha

              	
            


            
              	Closer

              	Alice Ayres/Jane Jones

              	For Closer, she received a Golden Globe, and was nominated for an Oscar and a BAFTA Award.
            


            
              	2005

              	Star Wars Episode III: Revenge of the Sith

              	Padm Amidala

              	
            


            
              	Free Zone

              	Rebecca

              	received a limited U.S.theatrical release in April 2006
            


            
              	2006

              	V for Vendetta

              	Evey Hammond

              	
            


            
              	Paris, je t'aime

              	Francine

              	
            


            
              	Goya's Ghosts

              	Ines/Alicia

              	
            


            
              	2007

              	My Blueberry Nights

              	Leslie

              	
            


            
              	The Darjeeling Limited

              	Jack's Ex-Girlfriend

              	
            


            
              	Hotel Chevalier

              	Jack's Ex-Girlfriend

              	13-minute short companion piece to The Darjeeling Limited
            


            
              	Mr. Magorium's Wonder Emporium

              	Molly Mahoney

              	
            


            
              	2008

              	The Other Boleyn Girl

              	Anne Boleyn

              	completed
            


            
              	2009

              	Brothers

              	

              	filming
            

          


          


          Theatre


          
            	Ruthless!! (1994)


            	The Diary of Anne Frank (1999)


            	The Seagull (2001)

          


          


          Awards


          


          Won


          
            	2002 - Teen Choice Awards, Choice Movie Actress: Drama/Action Adventure: Star Wars Episode II: Attack of the Clones


            	2005 - Golden Globe Awards, Best Supporting Actress in a Motion Picture: Closer


            	2005 - National Board of Review Awards, Best Acting by an Ensemble: Closer (shared with Clive Owen, Julia Roberts, and Jude Law)


            	2005 - San Diego Film Critics Society Awards, Best Supporting Actress: Closer


            	2007 - The Constellation Awards, Best Female Performance in a 2006 Science Fiction Film, TV Movie, or Mini-Series: V for Vendetta


            	2007 - Saturn Awards, Best Actress: V for Vendetta

          


          


          Nominations


          
            	2000 - Golden Globe Awards, Best Supporting Actress in a Motion Picture: Anywhere But Here


            	2000 - Teen Choice Awards, Choice Movie Actress: Where the Heart Is


            	2000 - Saturn Awards, Best Young Actress: Star Wars Episode I: The Phantom Menace


            	2003 - Saturn Awards, Best Actress: Star Wars Episode II: Attack of the Clones


            	2005 - Academy Awards, Best Supporting Actress: Closer


            	2005 - BAFTA Awards, Best Supporting Actress: Closer


            	2005 - Satellite Awards, Best Supporting Actress, Drama: Closer


            	2005 - Teen Choice Awards, Choice Movie Actress: Drama: Closer, Garden State; Choice Movie Actress: Action/Adventure: Star Wars Episode III: Revenge of the Sith; Choice Movie Liar, Garden State; Choice Movie Liplock: Garden State; Choice Movie Love Scene: Garden State


            	2005 - MTV Movie Awards, Best Female Performance: Garden State; Best Kiss: Garden State


            	2005 - Broadcast Film Critics Association Awards, Best Supporting Actress: Closer; Best Acting Ensemble: Closer


            	2006 - Teen Choice Awards, Choice Movie Actress: Drama/Action Adventure: V for Vendetta


            	2007 - Saturn Awards, Best Actress: Star Wars Episode III: Revenge of the Sith
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              	Nathu La
            


            
              	[image: ]

              Stairs leading to the border on the Indian side
            


            
              	Elevation

              	4,310 m (14,140 ft)
            


            
              	Location

              	[image: Flag of the People's Republic of China]China (Tibet)
            


            
              	Range

              	Himalaya
            


            
              	Coordinates

              	
            


            
              	Traversed by

              	Old Silk Route
            

          


          Nathu La listen ( Chinese: 乃堆拉山口; Nepali: नाथू ला, IAST: Nāthū Lā; Tibetan: རྣ་ཐོས་ལ་) is a mountain pass in the Himalayas. It is located on the IndoChina border connecting the Indian state of Sikkim with the Tibet Autonomous Region of the People's Republic of China. The pass, at 4,310 m (14,140 ft) above mean sea level, forms part of an offshoot of the ancient Silk Road. Nathu means "listening ears" and La means "pass" in Tibetan. It is also spelled Ntula, Natu La, Nathula, or Natula.


          Nathu La is one of the three trading border posts between China and India; the other two are Shipkila in Himachal Pradesh and Lipulekh (or Lipulech) in Uttarakhand. Sealed by India after the 1962 Sino-Indian War, it was re-opened in 2006 following numerous bilateral trade agreements. The opening of the pass is expected to bolster the economy of the region and play a key role in the growing Sino-Indian trade. Currently, agreements between the two nations limit trade across the pass to the export of 29 types of goods from India and import of 15 from the Chinese side. The opening also shortens the travel distance to important Hindu and Buddhist pilgrimage sites in the region.


          


          History


          Nathu La is located on the 563 km (333 mi) Old Silk Route (an offshoot of the historic Silk Road), connecting Lhasa in Tibet to the plains of Bengal to the south. In 1815, trade picked up in volume after the British annexed territories belonging to the Sikkimese, Nepalese, and Bhutanese. The potential of Nathu La was realised in 1873, after the Darjeeling Deputy Commissioner published a report on the strategic importance of mountain passes between Sikkim and Tibet. In December 1893, the Sikkimese monarchy and Tibetan rulers signed an agreement to increase trade between the two nations. The agreement culminated in 1894 when the trade pass was opened.
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              The British expeditionary force led by Major Younghusband (seated centre)
            

          


          Nathu La played a key role in the 19031904 British expedition to Tibet, which sought to prevent the Russian Empire from interfering in Tibetan affairs and thus gaining a foothold in the region. In 1904, Major Francis Younghusband, serving as the British Commissioner to Tibet, led a successful mission through Nathu La to capture Lhasa. This led to the setting up of trading posts at Gyantse and Gartok in Tibet, and gave control of the surrounding Chumbi Valley to the British. The following November, China and Great Britain ratified an agreement approving trade between Sikkim and Tibet.


          In 1947, a popular vote for Sikkim to join newly-independent India failed and Indian Prime Minister Jawaharlal Nehru agreed to a special protectorate status for Sikkim. Sikkim agreed to be a protectorate nation and Indian troops were allowed to man its borders, including Nathu La. During this period, more than 1,000 mules and 700 people were involved in cross-border trade through Nathu La. In 1949, when the Tibetan government expelled the Chinese living there, most of the displaced Chinese returned home through the Nathu LaSikkimKolkata route.


          
            [image: Location of Nathu La in Sikkim]

            
              Location of Nathu La in Sikkim
            

          


          With the absence of air or rail facilities in the region in the 1950s, Nathu La was used by several dignitaries to cross the international boundary between Tibet and Sikkim. The current Dalai Lama, Tenzin Gyatso, used this pass to travel to India for the 2,500th birthday celebration of Gautam Buddha, which was held between November 1956 and February 1957. Later, on 1 September 1958, Nehru, his daughter Indira Gandhi, and Palden Thondup Namgyal (son ofand internal affairs adviser to Tashi Namgyal, the Chogyal of Sikkim) used this pass to travel to nearby Bhutan.


          After the People's Republic of China took control of Tibet in 1950 and suppressed a Tibetan uprising in 1959, the passes into Sikkim became a conduit for refugees from Tibet. During the 1962 Sino-Indian War, Nathu La witnessed skirmishes between soldiers of the two countries. Shortly thereafter, the passage was sealed and remained closed for more than four decades. Between 7 and 13 September 1967, China's People's Liberation Army and the Indian Army had six-day "border skirmishes", including the exchange of heavy artillery fire. In 1975, Sikkim acceded to India and Nathu La became part of Indian territory. China, however, refused to acknowledge the accession.


          In 1988, India's Prime Minister Rajiv Gandhi visited Beijing, where he recognised China's suzerainty over Tibet. In 1993, Jyoti Basu, the then Chief Minister of the Indian state of West Bengal, initiated a campaign to reopen the Lhasa Kalimpong route which ran through Jelepla, but nothing constructive materialised. The following year, Prime Minister P. V. Narasimha Rao's visit to China led to further talks on the opening of the pass. The talks were unsuccessful due to security concerns raised by the Indian army.


          During the 1990s, bilateral trade agreements were signed by India and China that paved way for opening of the pass. In December 1991, India and China signed the Memorandum on the Resumption of Border Trade; subsequently, in July 1992, the Protocol on Entry and Exit Procedures for Border Trade was signed. These two documents contained provisions for border trade through Nathu La. On 23 June 2003, India and China signed the Memorandum on Expanding Border Trade that provided for the use of Nathu La in border trade between India and China.
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              The Chinese Military Checkpost in Nathu La
            

          


          In 2003, with the thawing of Sino-Indian relations, Indian Prime Minister Atal Bihari Vajpayee's visit to China led to the resumption of talks on opening the border. Later in 2004, the Indian Defence Minister's visit to China led to the formal opening of the pass.


          The opening, originally scheduled for 2 October 2005, was postponed due to last-minute infrastructure problems on the Chinese side. Finally, after a decade of talks, Nathu La was opened on 6 July 2006. The date of the re-opening coincided with the birthday of the reigning Dalai Lama, and is widely seen as a snub to the International Tibet Independence Movement. In the years before the re-opening, the only person permitted to cross the barbed-wire frontier was a Chinese postman with an Indian military escort, who would hand over mail to his Indian counterpart in a building at the border. The event also formally recognises Tibet as part of China by India and Sikkim's accession to India.


          The opening of the pass was marked by a ceremony on the Indian side that was attended by officials from both countries, including Sikkim Chief Minister Pawan Kumar Chamling (the chief guest), the Chinese ambassador to India, and the Tibetan Autonomous Region Chairman, Champa Phuntsok. A delegation of 100 traders from India and 100 Tibetans crossed the border to respective trading towns. Despite heavy rain and chilly winds, the ceremony was marked by attendance of many officials, locals, and international and local media. The barbed wire fence between India and China was replaced by a 10 m (30 ft) wide stone-walled passageway. It was also decided to mark the year 2006 as the year of Sino-Indian friendship.


          


          Geography
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              Geography of the region
            

          


          One of the world's highest navigable roads, the pass is 54 km (34 mi) east of the Sikkimese capital, Gangtok, and 430 km (270 mi) from the Tibetan capital, Lhasa. In winter, the pass is blocked by heavy snowfall. Because there is no meteorological centre in Nathu La, systematic measurements of meteorological data (such as temperature and rainfall) are not available for the region. However, it is known that in the higher reaches of the Himalayas around the region, summer temperature never exceeds 15 C (59 F).


          Nathu La has moderately-shallow, excessively-drained, coarse and loamy soil on steep slope (3050%) with gravelly loamy surface, moderate erosion, and moderate stoniness. It has several sinking zones and parts of it are prone to landslides. To preserve the fragile environment of Nathu La on the Indian side, the government of India regulates the flow of tourists. Road maintenance is entrusted to Border Roads Organisation, a wing of the Indian Army. On the Chinese side the pass leads to the Chumbi Valley of the Tibetan Plateau.


          


          Flora and fauna
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          Because of the steep elevation increase around the pass', the vegetation graduates from sub-tropical forest at its base, to a temperate region, to a wet and dry alpine climate, and finally to cold tundra desert devoid of vegetation. Around Nathu La and the Tibetan side, the region has little vegetation besides scattered shrubs. Major species found in the region include dwarf rhododendrons (Rhododendron anthopogon, R. setosum) and junipers. The meadows include the genera Poa, Meconopsis, Pedicularis, Primula, and Aconitum. The region has a four-month growing season during which grasses, sedges and medicinal herbs grow abundantly and support a host of insects, wild and domestic herbivores, larks, and finches. The nearby Kyongnosla Alpine Sanctuary has rare, endangered ground orchida and rhododendrons interspersed among tall junipers and silver firs.


          There are no permanent human settlements in the region, though it has a large number of defence personnel who man the borders on both sides. A small number of nomadic Tibetan graziers or Dokpas herd yak, sheep and pashmina-type goats in the region. There has been intense grazing pressure due to domestic and wild herbivores on the land. Yaks are found in these parts, and in many hamlets they serve as beasts of burden. The region around Nathu La contains many endangered species, including Tibetan gazelle, snow leopard, Tibetan wolf, Tibetan snowcock, lammergeier, raven, golden eagle, and ruddy shelduck.


          Feral dogs are considered a major hazard in this region. The presence of landmines in the area causes casualties among yak, nayan, kiang, and Tibetan wolf.


          The avifauna consists of various types of laughing thrushes, which live in shrubs and on the forest floor. The blue whistling thrush, redstarts, and forktails are found near waterfalls and hill-streams. The mixed hunting species present in the region include warblers, tit-babblers, treecreepers, white-eyes, wrens, and rose finches. Raptors such as black eagle, black-winged kite and kestrels; and pheasants such as monals and blood pheasant are also found.


          


          Economy


          Up to 1962, before the pass was sealed, goods such as pens, watches, cereals, cotton cloth, edible oils, soaps, building materials, and dismantled scooters and four-wheelers were exported to Tibet through the pass on mule-back. Two hundred mules, each carrying about 80 kg (175 lb) of load were used to ferry goods from Gangtok to Lhasa, which used to take 2025 days. Upon return, silk, raw wool, musk pods, medicinal plants, country liquor, precious stones, gold and silverware were imported into India. Most of the trade in those days was carried out by the Marwari community, which owned 95% of the 200 authorised firms.


          To facilitate cross-border trade, the two countries have set up trading marts at Sherathang in Sikkim (6 km (4 mi) from Nathu La) and Rinqingang in Tibet (10 km (6 mi) from Nathu La) for the purposes of customs and checking. Trading is open Mondays through Thursdays from 07:30/11:00 to 15:30/19:00 IST/ Beijing Time (03:00 to 13:00 UTC). The trading season starts on 1 June and continues through 30 September, when snowfall and extreme weather render the pass unfit for travel. A total of 100 traders and 60 trucks carrying goods are allowed to operate from either side of the border.


          While China has not placed any restrictions on cross-border trade, India has done so, placing heavy restrictions on the commodities that are to be exported and imported. Exports from India include agricultural implements, blankets, copper products, clothes, cycles, coffee, tea, barley, rice, flour, dry fruits, vegetables, vegetable oil, molasses and candy, tobacco, snuff, spices, shoes, kerosene oil, stationery, utensils, wheat, liquor, milk processed product, canned food, cigarettes, local herb, palm oil and hardware. Chinese exports to India include goat skin, sheep skin, wool, raw silk, yak tail, yak hair, china clay, borax, butter, common salt, horses, goats, and sheep. Restrictions are also placed on traders, with permits only given to those who were Sikkimese citizens before the kingdom merged with India in 1975.


          The re-opening of the pass is expected to stimulate the economy of the region and bolster Indo-Chinese trade, which amounted to US$7 billion in 2004. Before the pass was opened, almost all the Indo-China trade went through the port of Tianjin more than 4,000 km (2,500 mi) away. With the opening, this distance has been shortened to 1,200 km (745 mi). Figures released by the Tibet Autonomous Regional Bureau of Commerce show that in the 51 days of trading in 2006, US$ 186,250 worth of trade passed through Nathu La.
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          It is estimated that Sino-Indian trade would increase by nearly 1520% within two years of Nathu La's opening. Trade volumes through the pass are projected to grow to Rs. 206 crore (US$ 44.6 million) by 2007, and Rs. 12,203 crore (US$ 2.6 billion) by 2015. The pass offers Chinese companies access to the port of Kolkata (Calcutta), situated about 1,100 km (700 mi) from Lhasa, for transshipments to and from Tibet.


          The re-opening is also expected to give a boost to cross-border tourism once tourists are permitted to cross the border in 2012, as per current projections. On the Chinese side, 7,000 tourists visited Yadong county in 2006 and brought in 1.67 million yuan (US$ 216,000) in revenue. On the Indian side, only citizens of India can visit the pass on Wednesdays, Thursdays, Saturdays and Sundays, after obtaining permits one day in advance in Gangtok. The pass would be particularly useful for pilgrims visiting monasteries in Sikkim such as Rumtek, one of the holiest shrines in Buddhism. For Hindus, the pass reduces the journey time to Mansarovar lake from fifteen to two days.


          There are fears among some traders in India that Indian goods will find a limited outlet in Tibet, while China will have access to a ready market in Sikkim and West Bengal.


          A major concern of the Indian government is the trafficking of wildlife products such as tiger and leopard skins and bones, bear gall bladders, otter pelts, and shahtoosh wool into India. The Indian government has undertaken a program to sensitise the police and other law enforcement agencies in the area. Most of such illicit trade currently takes place via Nepal.


          


          Transport


          On the Tibetan side, two highwaysfrom Kangmar to Yadong, and from Yadong to Nathu Lahave been listed in the 2006 construction plans of the Ministry of Transportation and the Development and Reform Commission of China. Plans are also underway to start a bus service from Gangtok to Lhasa, and to extend the Qinghai-Tibet Railway to Yadong over the next decade.
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          The Hymn of the Russian Federation (Russian: Государственный гимн Российской Федерации, Gosudarstvenny Gimn Rossiyskoy Federatsii) is the national anthem of Russia.


          It is an adaptation of the national anthem of the Soviet Union of 1944, with music originally composed by Alexander Alexandrov. The lyrics were revised for the anthem of the Russian Federation by Sergey Mikhalkov, who had supplied lyrics for versions of the Soviet anthem in 1943 and 1977. The revision removes any mention of Vladimir Lenin's ideas and the "unbreakable union" of the Soviet state, instead focusing on a country that is vast in area and rich in resources that will be entrusted to future generations.


          The hymn was adopted in late 2000 by President Vladimir Putin and replaced The Patriotic Song, which had been the official anthem from 1990. Before and after the adoption of the new anthem, liberal groups raised concerns that the re-adoption of the Soviet anthem was returning Russia to the Soviet era.


          


          Historic anthems


          Before Molitva russkikh (The Prayer of the Russians) was chosen to be the national anthem of Imperial Russia, various church hymns and military marches were used to honour the country and the Tsar. Molitva russkikh was adopted around 1815, and used lyrics by Vasily Zhukovsky set to the music of the British anthem, " God Save the King".


          In 1833, Zhukovsky was asked again to write lyrics to a musical composition by Alexei Fyodorovich Lvov called The Russian People's Prayer. It was well received by Nicholas I who chose the song, known more commonly as " God Save the Tsar", to be the next anthem. The song sounded very much like a religious hymn, and its musical style was similar to that of the other anthems used by European monarchs. "God Save the Tsar" was used until the February Revolution, when the Russian monarchy was overthrown. The tune is in several English-language hymnals with words beginning "God the Omnipotent! King who ordainest/Thunder thy clarion, lightning thy throne!" (or variants).


          Upon the removal of the Tsar and his family in March 1917, the Workers Marseillaise, a modification of the French anthem La Marseillaise by Pyotr Lavrov, was used as an unofficial anthem by the provisional government. Written in 1875, its use as anthem was short-lived. After the provisional government had been overthrown by the Bolsheviks in the 1917 October Revolution, the anthem of international revolutionary socialism, L'Internationale (normally called in English "The Internationale"), was adopted as the new anthem. Eugne Pottier, another French national, wrote the lyrics to this song, and the music was furnished by Pierre Degeyter, a Belgian composer. Translated into Russian by Arkadiy Yakovlevich Kots in 1902, The Internationale was used as the anthem of Bolshevik Russia from 1918, and adopted by the newly-created Union of Soviet Socialist Republics in 1922, to be used until 1944.


          


          Music


          The music of the national anthem, created by Alexander Vasilyevich Alexandrov, had been used in several hymns and compositions before its use in the Russian anthem. The first time the music was used was in the Hymn of the Bolshevik Party, created in 1938. When the Comintern was dissolved in 1943 it was felt that the Internationale, which was historically intimately associated with the Comintern, should be replaced as the National Anthem of the Soviet Union. Alexandrov's music was chosen for that purpose in 1944 by the Soviet leader Joseph Stalin. Before Alexandrov created the Bolshevik hymn, he first used pieces of the music in the song Zhit' stalo luchshe (It has become better to live).


          During the 2000 anthem debate, it was discussed in the newspaper Lenta.ru that the music Alexandrov created for the Soviet hymn was similar to Vasily Kalinnikov's 1892 overture Bylina. The supporters of the Soviet anthem used this fact in the various debates that took place in the Duma about the anthem change. There is no evidence that Alexandrov deliberately borrowed or used parts of Bylina in his composition.


          


          Lyrics


          In 1943, Mikhalkov and G. El-Registan completed the task of writing the lyrics, which were approved a year later by Joseph Stalin, the Soviet leader. It was stated that Stalin himself edited parts of the lyrics before approving the anthem . Upon the death of Stalin in 1953, the lyrics composed by Mikhalkov and El-Registan were discarded during the process of destalinization Alexander Alexandrov by the government, and the anthem was still used, but without any official lyrics. Mikhalkov wrote a set of new lyrics in 1970, but they were not submitted to the Presidium of the Supreme Soviet until 27 May 1977. The new lyrics, which replaced any mentions of Stalin, were approved on 1 September and were made official with the printing of the new Soviet Constitution in October of 1977. These lyrics were used until 1991, when the Soviet Union separated into fifteen nation-states.


          From 1991 through 2000, people sent more than 6,000 proposed versions of lyrics to the committee on the national anthem. Although most of the entries used Glinka's music, some of them were set to Alexandrov's music and to other tunes. In 2000, the Kremlin and President Putin first decided that Alexandrov's music was to be preferred, then picked the lyrics written by Mikhalkov out of the contest entries, and worked closely with Mikhalkov rewriting parts of his lyrics until the final version was produced. Before the official adoption of the anthem, the Kremlin released a section of the anthem, which made a reference to the flag and arms:


          
            	Its mighty wings spread above us


            	The Russian eagle is hovering high


            	The Fatherlands tricolor symbol


            	Is leading Russias peoples to victory

          


          When the final changes to the lyrics were being made in December of 2000, the above section was not included. The new lyrics refer to the Russian homeland, spacious and grand, that is being entrusted to all generations by God. This is a complete change from the Soviet anthem lyrics, which speak highly of Lenin, communism, and pledge a "union of freeborn republics" will stand forever, united.


          


          Modern adoption


          


          Before 2000, there were efforts to refine " The Patriotic Song", the Russian anthem adopted in 1991 by then President Boris Yeltsin after the collapse of the Soviet Union. The main problem with the anthem, composed by Mikhail Glinka, was that it did not have any lyrics. Various attempts were made to compose lyrics for the anthem, including the 1990 composition of Viktor Radugin's Be glorious, Russia (Славься, Россия! ("Slavsya, Rossiya!), but none were adopted by Yeltsin.


          The anthem debate picked up momentum in October of 2000 when Yeltsin's successor Vladimir Putin commented that Russian athletes were silent when the Patriotic Song was played during the gold medal ceremonies at the 2000 Summer Olympic Games. CNN also reported that players of the football club Spartak Moscow complained that the wordless anthem "affected their morale and performance". Putin pressed for the former Soviet anthem to be selected as the new Russian anthem, but strongly suggested that new lyrics were to be written. The Duma voted 371-51-1 on 8 December 2000 to adopt the Soviet anthem and the new lyrics, written by Mikhalkov. Being signed into law by President Putin on 20 December, the new anthem was first used officially on 30 December during a ceremony at the Great Kremlin Palace in Moscow.


          Not everyone agreed with the adoptionYeltsin said that Putin should not have changed the anthem merely to "follow blindly the mood of the people". The liberal political party Yabloko stated that the re-adoption of the Soviet anthem "deepened the schism in [Russian] society". The re-adoption of the Soviet anthem was supported by the Communist Party and by Putin himself. Those who opposed the Alexandrov music attempted to not only keep the Patriotic Song, but also to have the Duma vote on the Tsarist military march, Farewell of Slavianka. One of the most famous Russian dissident writers Vladimir Voinovich even wrote a parody of the anthem as a sort of his proposal for the new anthem, showing Voinovich's disagreement with frequent changing of the state symbols. Sergei Yushenkov, a member of Duma, even suggested that this proposal should be considered and voted by the members of the Russian Parliament, but his proposal was refused.


          As the Russian anthem shares the same melody with the once-Soviet anthem since 1944, there have been controversies including those vowing not to stand during its playing.


          


          Regulations
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          While it is the choice of the performer to execute the anthem using only music, only words or a combination of both, it must be performed using the official lyrics and music provided by law. After the performance is recorded, it can be used for any purpose, such as a radio or television broadcast. The anthem can be played during solemn or celebratory occasions, but it is required to be played at the swearing-in of the President of Russia, opening and closing sessions of the Duma and the Federation Council, and official state ceremonies. The anthem is also played on television and radio before the start and closing of programming or if the programming is continuous, the anthem is played at 2400 and 0600 hours. The anthem is also played at sporting events both in Russia and abroad, but according to the protocol of the organization that is hosting the games. When the anthem is played, all men's and women's headgear must be removed and people must face the Russian flag, if it is present. Those who are in uniform must give a military salute when the anthem plays.


          According to the Russian Law on Copyright and Neighbouring Rights, state symbols are not protected by copyright. Thus, the anthem music and lyrics can be used and modified freely. Although the Russian Anthem Law suggests accountability for performing the anthem in a way that could cause offense and disrespect, no provisions in the other laws have been made yet that would define such acts and set a penalty.


          On one occasion, Putin chastised the national football team in the summer of 2004 about the team's behaviour during the playing of the anthem. Before the start of tournament matches in the 2004 European Football Championship, the team was caught on camera chewing gum during the playing of the Russian anthem. Putin, using Leonid Tyagachyov, the head of the Russian Olympic Committee as his messenger, told the team to stop chewing gum and sing the anthem.


          


          Official lyrics


          
            
              	Russian

              	Transliteration

              	English translation
            


            
              	
                Россия священная наша держава,

                Россия любимая наша страна.

                Могучая воля, великая слава

                Твоё достоянье на все времена!

                



                Припев:
 Славься, Отечество наше свободное,
 Братских народов союз вековой,
 Предками данная мудрость народная!
 Славься, страна! Мы гордимся тобой!

                



                От южных морей до полярного края

                Раскинулись наши леса и поля.

                Одна ты на свете! Одна ты такая

                Хранимая Богом родная земля!

                



                Припев

                



                Широкий простор для мечты и для жизни

                Грядущие нам открывают года.

                Нам силу даёт наша верность Отчизне.

                Так было, так есть и так будет всегда!

                



                Припев

              

              	
                Rossiya svyashchennaya nasha derzhava,

                Rossiya lyubimaya nasha strana.

                Moguchaya volya, velikaya slava

                Tvoyo dostoyanye na vse vremena!

                



                Pripev:

                Slavsya, Otechestvo nashe svobodnoye,
 Bratskikh narodov soyuz vekovoy,
 Predkami dannaya mudrost narodnaya!
 Slavsya, strana! My gordimsya toboy!

                



                Ot yuzhnykh morey do polyarnogo kraya

                Raskinulis nashi lesa i polya.

                Odna ty na svete! Odna ty takaya

                Khranimaya Bogom rodnaya zemlya!

                



                Pripev

                



                Shirokiy prostor dlya mechty i dlya zhizni.

                Gryadushchiye nam otkryvayut goda.

                Nam silu dayot nasha vernost Otchizne.

                Tak bylo, tak yest i tak budet vsegda!

                



                Pripev

              

              	
                Russia our sacred stronghold,

                Russia our beloved country.

                A mighty will, a great glory

                Your heritage for all time!

                



                Chorus:

                Be glorious, our free Fatherland,
 Ancient union of brotherly nations,
 Ancestor-given wisdom of the people!
 Be glorious, country! We take pride in you!

                



                From the southern seas to the polar region

                Spread our forests and our fields.

                You are the only one in the world! You are the only one of a kind

                Native land protected by God!

                



                Chorus

                



                A broad expanse for dreams and for lives

                Is opened to us by the coming years.

                Our devotion to our Motherland gives us strength.

                So it was, so it is, and so it will always be!

                



                Chorus
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              	Established

              	1824
            


            
              	Location

              	Trafalgar Square, London WC2, England, United Kingdom
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              	4,600,000 (2006)
            


            
              	Director
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          London's National Gallery, founded in 1824, houses a rich collection of over 2,300 paintings dating from the mid-13th century to 1900 in its home on Trafalgar Square. The collection belongs to the British public and entry to the main collection is free, although there are charges for entry to special exhibitions.


          The National Gallery's beginnings were modest; unlike comparable galleries such as the Louvre in Paris or the Museo del Prado in Madrid, it was not formed by nationalising an existing royal or princely art collection. It came into being when the British government bought 36 paintings from the banker John Julius Angerstein in 1824. After that initial purchase the Gallery has been shaped mainly by its early directors, notably Sir Charles Lock Eastlake, and by private donations, which comprise two thirds of the collection. The resulting collection is small compared with the national galleries of continental Europe, but has a high concentration of important works across a broad art-historical scope, from the Early Renaissance to Post-impressionism, with relatively few weak areas.


          The present building, on the northern side of Trafalgar Square, is the third to house the Gallery, and like its predecessors it has often been deemed inadequate. The faade by William Wilkins is the only part of his original building of 18328 that remains essentially unchanged, as the structure as a whole has been altered and expanded in a piecemeal manner throughout its history. Notable additions have been made by E. M. Barry and Robert Venturi. The National Gallery is currently without a director, but the art historian Nicholas Penny will assume the post in Spring 2008.


          


          History


          


          Foundation and early history


          The unexpected repayment of a war debt by Austria finally moved the hitherto reluctant British government to establish a National Gallery, just as the art collection of John Julius Angerstein, a Russian migr banker who had died the previous year, appeared on the market. On April 2, 1824, the House of Commons voted to purchase 38 of Angerstein's paintings, including works by Raphael and Hogarth's Marriage -la-Mode series, for 57,000.
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          The National Gallery opened to the public on May 10, 1824, housed in Angerstein's former townhouse on No. 100 Pall Mall. Angerstein's paintings were joined in 1826 by those from the collection of Sir George Beaumont, which he had offered to give to the nation three years previously on the condition that a suitable building would be found to house them, and in 1828 by the Reverend William Holwell Carr's bequest of 34 paintings. Initially the Keeper of Paintings, William Seguier, bore the burden of managing the Gallery, but in July 1824 some of this responsibility fell to the newly-formed board of trustees.


          The National Gallery at Pall Mall was frequently overcrowded and hot and its diminutive size in comparison with the Louvre in Paris was the cause of national embarrassment. Subsidence in No. 100 caused the Gallery to move briefly to No. 105 Pall Mall, which the novelist Anthony Trollope called a "dingy, dull, narrow house, ill-adapted for the exhibition of the treasures it held". In 1832 construction began on a new building by William Wilkins on the site of the King's Mews in Charing Cross, in an area that had been transformed over the 1820s into Trafalgar Square. The location was a significant one, described by the trustee Sir Robert Peel as being "in the very gangway of London" and thus equally accessible by people of all social classes. Later, in the 1850s, there were calls for a change of location, due in part to the pollution of central London and partly because of the failings of Wilkins's building, but it was felt that moving the National Gallery from Trafalgar Square would undermine public access.


          


          Growth under Eastlake and his successors


          15th- and 16th century Italian paintings were at the core of the National Gallery and for the first 30 years of its existence the Trustees' independent acquisitions were mainly limited to works by High Renaissance masters. Their conservative tastes resulted in several missed opportunities and the management of the Gallery later fell into complete disarray, with no acquisitions being made between 1847 and 1850. A critical House of Commons Report in 1851 called for the appointment of a director, whose authority would surpass that of the trustees. Many thought the position would go to the German art historian Gustav Friedrich Waagen, whom the Gallery had consulted on previous occasions about the lighting and display of the collections. However, the man preferred for the job by Queen Victoria, Prince Albert and the Prime Minister, Lord Russell, was the Keeper of Paintings at the Gallery, Sir Charles Lock Eastlake.


          The new director's taste was for the Northern and Early Italian Renaissance masters or "primitives", who had been neglected by the Gallery's acquisitions policy but were slowly gaining recognition from connoisseurs. Eastlake made annual tours to the continent and to Italy in particular, seeking out appropriate paintings to buy for the Gallery. In all, he bought 148 pictures abroad and 46 in Britain, among the former such seminal works as Paolo Uccello's Battle of San Romano. Eastlake also amassed a private art collection during this period, consisting of paintings that he knew did not interest the trustees. His ultimate aim, however, was for them to enter the National Gallery; this was duly arranged upon his death by his friend and successor as director, William Boxall, and his widow Lady Eastlake.


          The third director, Sir Frederick William Burton, laid the foundations of the collection of 18th century art and made several outstanding purchases from English private collections, including The Ambassadors by Hans Holbein the Younger. The last decisive influence in the shaping of the Gallery was the founding of the National Gallery of British Art, or the Tate Gallery as it was already being called, in 1897. The stipulation that paintings by British artists born after 1790 should be given to the Tate allowed the National Gallery to shed many of the superfluous works in its collection, while keeping those by Hogarth, Turner and Constable. As the building at the time was still comprised of only 15 rooms, this de-cluttering exercise proved to be a boon to the Gallery, allowing it to display its paintings by the British School with better focus than was previously possible.


          


          The early twentieth century
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          In 1906 Velzquez's Rokeby Venus, the first high-profile acquisition by the National Art Collections Fund, was the first of many artworks bought by the Fund for the National Gallery. In a rare example of the political protest for which Trafalgar Square is famous occurring in the National Gallery, the canvas was damaged on May 10, 1914 by Mary Richardson, a campaigner for women's suffrage, in protest against the arrest of Emmeline Pankhurst the previous day. Later that month another suffragette attacked five Bellinis, causing the Gallery to close until the start of the First World War, when the Women's Social and Political Union called for an end to violent acts drawing attention to their plight.


          The bequest of 42 paintings given by the chemist Dr Ludwig Mond in 1909 was one of the largest ever received by the gallery and strengthened its holdings in the Italian old masters. During the 19th century the National Gallery contained no works by a contemporary artist, but this situation was belatedly amended by Sir Hugh Lane's bequest of Impressionist paintings in 1917. A fund for the purchase of modern paintings established by Samuel Courtauld in 1924 bought Seurat's Bathers at Asnires and other notable modern works for the nation; in 1934 these transferred to the National Gallery from the Tate.


          


          Post-war developments


          In the post-war years acquisitions have become increasingly difficult for the National Gallery as the prices for Old Masters  and even more so for the Impressionists and Post-impressionists  have risen beyond its means. Some of the Gallery's most remarkable purchases in this period would have been impossible without the major public appeals backing them, including The Virgin and Child with St. Anne and St. John the Baptist by Leonardo da Vinci (bought in 1962), Titians Death of Actaeon (1972) and Raphaels Madonna of the Pinks (2004). Private individuals have continued to give their support, the most generous of whom was the late Sir Paul Getty, who in 1985 gave the Gallery 50 million towards acquisitions. Ironically, the institution that posed the biggest threat to the Gallery's acquisitions policy was (and remains) the extremely well-endowed J. Paul Getty Museum in California, established by Getty's estranged father. Also in 1985 Lord Sainsbury of Preston Candover and his brothers, the Hon. Simon Sainsbury and Sir Timothy Sainsbury, made a donation that enabled the construction of the Sainsbury Wing. However, the decline in government funding for the Gallery has been a cause of frustration for the outgoing director Charles Saumarez Smith and the institution is considered, as of 2007, to be facing its 'worst acquisition crisis in over a century'.


          In 1996 it was decided that 1900 would be the cut-off date for paintings in the National Gallery and the following year more than 60 post-1900 paintings from the National Gallery collection were given to the Tate on a long-term loan, in return for works by Gauguin and others. The agreement was remarkable for marking an end to a century of cool relations between the two galleries. Future expansion of the National Gallery may see the return of twentieth-century paintings to its walls. Another gap in the collection was addressed by a bequest from Sir Denis Mahon in 1999, an art historian and collector of Italian Baroque paintings at a time when they were considered beyond the pale by most in the profession. This prejudice extended to the National Gallery trustees, who declined the offer to buy a Guercino from his collection for 200 in 1945 (in 2003 it was evaluated at 4m). Mahon left the National Gallery 26 of his paintings, including works by Guido Reni and Correggio, on the condition that it will never deaccession any of its paintings or charge for admission.


          


          The building
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          William Wilkins's building


          The first suggestion for a National Gallery on Trafalgar Square came from John Nash, who envisaged it on the site of the King's Mews, while a Parthenon-like building for the Royal Academy would occupy the centre of the square. A competition for the Mews site was eventually held in 1832, for which Nash submitted a design with C. R. Cockerell as his co-architect. Nash's popularity was waning by this time, however, and the commission was awarded to William Wilkins, who was involved in the selection of the site and submitted some drawings at the last moment. Wilkins had hoped to build a "Temple of the Arts, nurturing contemporary art through historical example", but the commission was blighted by parsimony and compromise, and the resulting building was deemed a failure on almost all counts.


          The site only allowed for the building to be one room deep, as a workhouse and a barracks lay immediately behind. To exacerbate matters, there was a public right of way through the site to these buildings, which accounts for the access porticoes on the eastern and western sides of the faade. They incorporate columns from the demolished Carlton House (the reuse of which was yet another stipulation of the commission) and their relative shortness result in an elevation that was deemed excessively low, and a far cry from the commanding focal point that was desired for the northern end of the Square. Also recycled are the sculptures on the faade, originally intended for Nash's Marble Arch but abandoned due to his financial problems.
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          According to a famous 20th century critique, the fussy arrangement on the roofline, comprising a dome and two diminutive turrets, is "like the clock and vases on a mantelpiece, only less useful". Even the space given to the National Gallery inside the building was ungenerous as the eastern half was occupied by the Royal Academy until 1868, when it moved to its present home in Burlington House.


          The building was the object of public ridicule before it had even been completed, as a version of the design had been leaked to the Literary Gazette in 1833. Two years before completion, its infamous "pepperpot" elevation appeared on the frontispiece of Contrasts (1836), an influential tract by the Gothicist A. W. N. Pugin, as an example of the degeneracy of the classical style. Even William IV thought the building a "nasty little pokey hole". Opinion on Wilkins's faade has, however, mellowed considerably since the 19th century. The extent of this acceptance can be seen in the remarks of another royal commentator, the current Prince of Wales, who referred to it in a well-known speech of 1984 as a "much-loved and elegant friend". (See below)


          


          Alteration and expansion (Pennethorne, Barry and Taylor)


          The first significant alteration made to the building was the single, long gallery added by Sir James Pennethorne in 1860-1. Ornately decorated in comparison with the rooms by Wilkins, it nonetheless worsened the cramped conditions inside the building as it was built over the original entrance hall. Unsurprisingly, several attempts were made either to completely remodel the National Gallery (as suggested by Sir Charles Barry in 1853), or to move it to more capacious premises in Kensington, where the air was also cleaner. In 1867 Barrys son Edward Middleton Barry proposed to replace the Wilkins building with a massive classical building with four domes. The scheme was a failure and contemporary critics denounced the exterior as "a strong plagiarism upon St Paul's Cathedral".
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          With the demolition of the workhouse, however, Barry was able to build the Gallery's first sequence of grand architectural spaces, from 1872 to 1876. Built to a polychrome Neo-Renaissance design, the Barry Rooms were arranged on a Greek cross-plan around a huge central octagon. Though it compensated for the underwhelming architecture of the Wilkins building, Barry's new wing was disliked by Gallery staff, who considered its monumental aspect to be in conflict with its function as exhibition space. Also, the decorative programme of the rooms did not take their intended contents into account; the ceiling of the 15th- and 16th century Italian gallery, for instance, was inscribed with the names of British artists of the 19th century. But despite these failures, the Barry Rooms provided the Gallery with a strong axial groundplan. This was to be followed by all subsequent additions to the Gallery for a century, resulting in a building of clear symmetry.
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          Pennethorne's gallery was demolished for the next phase of building, a scheme by Sir John Taylor extending northwards of the main entrance. Its glass-domed entrance vestibule had painted ceiling decorations by the Crace family firm, who had also worked on the Barry Rooms. A fresco intended for the south wall was never realised, and that space is now taken up by Frederic, Lord Leightons painting of Cimabue's Celebrated Madonna carried in Procession through the Streets of Florence (18535), lent by the Royal Collection in the 1990s.


          From 1928 to 1952 the landing floors of this vestibule were relaid with a new series of mosaics by Boris Anrep. Anrep was friendly with many members of the Bloomsbury Group, and shared their distaste for the attitudes and sentiments of the Victorian age. His mosaics at the National Gallery can be read as a satire on 19th-century conventions for the decoration of public buildings, typified by the elaborate sculptural programme of the Albert Memorial. Anrep subverted the pomposity and high moral tone of such works, offering his own set of Modern Virtues (including 'Humour' and 'Open Mind') in place of Christianity's seven virtues, and celebrating The Pleasures of Life (among them Christmas pudding) as well as its Labours. Discarding 'pantheons' of illustrious figures from the past, the mosaics put Anrep's own contemporaries on a pedestal: the central mosaic depicting The Awakening of the Muses includes portraits of Virginia Woolf and Greta Garbo, while Winston Churchill, Bertrand Russell and T. S. Eliot are among the allegorical figures in the Modern Virtues sequence.


          


          Extensions to the West and North


          Later additions to the west came more steadily but maintained the coherence of the building by mirroring Barrys cross-axis plan to the east. The use of dark marble for doorcases and slate for skirting-boards was also continued, giving the extensions a degree of internal consistency with the older rooms. The classical style was still in use at the Gallery as late as 1929, when the Duveen gallery with its coffered, barrel-vaulted ceiling was built. The symmetry of the building was broken by the North Galleries, an unloved modernist extension which opened in 1975. "Ill proportioned [sic], poorly lit, and lack[ing] a positive architectural character" according to the 1997 National Gallery Report, these galleries were refitted in the 1990s in a style closely mimicking that of their 19th- and early 20th century neighbours. This was part of a larger programme of refurbishing the principal floor that had begun in 1985-6 with the restoration of the Barry Rooms.


          


          The Sainsbury Wing and later additions
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          The most important addition to the building in recent years has been the Sainsbury Wing, designed by the leading postmodernist architects Robert Venturi and Denise Scott Brown to house the collection of Renaissance paintings and built in 1991. Building on the site had been delayed after Prince Charles infamously denounced a still evolving design for a modernist extension to the gallery by the architects Ahrends, Burton and Koralek as "a monstrous carbuncle on the face of a much-loved and elegant friend". The proposed extension then under consideration would have included a block of offices under the galleries. This proposal went as far as the display of a scale model at the Royal Academy in 1983. Only after the 1985 donation by John Sainsbury, Baron Sainsbury of Preston Candover and his brothers did a building exclusively for use by the National Gallery become financially feasible. Given the sensitivity of the site it is unsurprising that the Sainsbury Wing is subdued by Venturi's standards, superficially blending in with the Wilkins faade whilst offering a quirky comment on classical architectural idiom.


          In contrast with the rich ornamentation of the rooms that either date from or emulate the 19th century, the galleries in the Sainsbury Wing are deliberately pared-down and intimate, to suit the smaller scale of many of the paintings. Sir John Soane's toplit galleries for the Dulwich Picture Gallery are the main inspiration for these rooms, and the white walls with grey pietra serena stone details (for door surrounds etc.) are a nod to the Florentine Renaissance architect Filippo Brunelleschi. The northernmost galleries align with Barry's central axis, so that there is a single continuous vista down the whole length of the Gallery. Looking towards the Sainsbury Wing from the main building, this prospect is given added drama by the use of false perspective as the paired columns flanking each opening gradually diminish in size until the visitor reaches the focal point of the vista (as of 2006), an altarpiece by Cima of The Incredulity of St Thomas. Venturi's postmodernist approach to architecture is in full evidence at the Sainsbury Wing, with its stylistic quotations from buildings as disparate as the clubhouses on Pall Mall, the Scala Regia in the Vatican, Victorian warehouses and Ancient Egyptian temples.


          Following the pedestrianisation of Trafalgar Square, the Gallery is currently engaged in a masterplan to convert the vacated office space on the ground floor into public space. The plan will also fill in disused courtyards and make use of land acquired from the adjoining National Portrait Gallery in St Martin's Place, which it gave to the National Gallery in exchange for land for its 2000 extension. The first phase, the East Wing Project designed by Jeremy Dixon and Edward Jones, opened to the public in 2004. This provided a new ground level entrance from Trafalgar Square, named in honour of Sir Paul Getty. The main entrance was also refurbished, and reopened in September 2005. Possible future projects include a "West Wing Project" roughly symmetrical with the East Wing Project, which would provide a future ground level entrance, and the public opening of some small rooms at the far eastern end of the building acquired as part of the swap with the National Portrait Gallery. This might include a new public staircase in the bow on the eastern faade. No timetable has been announced for these additional projects.


          


          Controversies
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          One of the most persistent criticisms of the National Gallery, alongside the perceived inadequacies of the building, has been of its policy regarding the conservation of paintings. The Gallery's detractors accuse it of having an over-zealous approach to restoration and of turning a deaf ear to criticism. The first cleaning operation at the National Gallery began in 1844 after Eastlake's appointment as Keeper, and was the subject of attacks in the press after the first three paintings to receive the treatment  a Rubens, a Cuyp and a Velzquez  were unveiled to the public in 1846. The Gallery's most virulent critic was J. Morris Moore, who wrote a series of letters to The Times under the pseudonym "Verax" savaging the institution's recent cleanings. While an 1853 Parliamentary Select Committee set up to investigate the matter cleared the Gallery of any wrongdoing, criticism of its methods has been erupting sporadically ever since from some in the art establishment.


          The last major outcry against the use of radical conservation techniques at the National Gallery was in the immediate post-war years, following a restoration campaign by Chief Restorer Helmut Ruhemann while the paintings were in Manod Quarry. When the cleaned pictures were exhibited to the public in 1946 there followed a furore with parallels to that of a century earlier. The principal criticism was that the extensive removal of varnish, which was used in the 19th century to protect the surface of paintings but which darkened and discoloured them with time, may have resulted in the loss of "harmonising" glazes added to the paintings by the artists themselves. The opposition to Ruhemann's techniques was led by Ernst Gombrich, a professor at the Warburg Institute who in later correspondence with a restorer described being treated with "offensive superciliousness" by the National Gallery. A 1947 commission concluded that no damage had been done in the recent cleanings, but some in conservation circles remain unhappy that the Gallery's attitude towards restoration has changed little since Ruhemann's time.


          The National Gallery has also come under fire for misattributing paintings. Kenneth Clark's decision in 1939 to relabel a group of paintings by anonymous artists of the Venetian school as works by Giorgione, (a crowd-pulling artist due to the rarity of his paintings), caused outrage and made him deeply unpopular with his own staff, who locked him out of the library. More recently, the attribution of a 17th century painting of Samson and Delilah (bought in 1980) to Rubens has been contested by a group of art historians, who believe that the National Gallery has not admitted the mistake to avoid embarrassing those who were involved in the purchase, many of whom still work for the Gallery.


          


          Collection highlights


          
            
              	English or French Medieval


              	The Wilton Diptych


              	Paolo Uccello


              	The Battle of San Romano


              	Piero della Francesca


              	The Baptism of Christ


              	Jan van Eyck


              	The Arnolfini Portrait


              	Sandro Botticelli


              	Venus and Mars


              	Leonardo da Vinci


              	The Virgin of the Rocks, The Burlington House Cartoon


              	Michelangelo


              	The Entombment, The Manchester Madonna


              	Raphael


              	Portrait of Pope Julius II, The Madonna of the Pinks, The Mond Crucifixion


              	Titian


              	Bacchus and Ariadne, The Death of Actaeon


              	Hans Holbein the Younger


              	The Ambassadors


              	Agnolo Bronzino


              	Venus, Cupid, Folly and Time


              	Michaelangelo Merisi da Caravaggio


              	Boy Bitten by a Lizard, Supper at Emmaus, Salome with the Head of John the Baptist


              	Peter Paul Rubens


              	Le Chapeau de Paille, The Judgement of Paris (two versions), Landscape with Het Steen


              	Nicolas Poussin


              	A Bacchanalian Revel Before a Term, Landscape with a Man Killed by a Snake


              	Diego Velzquez


              	The Rokeby Venus


              	Anthony van Dyck


              	Equestrian Portrait of Charles I


              	Rembrandt


              	Belshazzar's Feast, two self-portraits


              	Salvator Rosa


              	Self-Portrait


              	Johannes Vermeer


              	Lady Standing at a Virginal, Lady Seated at a Virginal


              	Canaletto


              	A Regatta on the Grand Canal, The Stonemason's Yard


              	William Hogarth


              	Marriage -la-Mode


              	George Stubbs


              	Whistlejacket


              	Thomas Gainsborough


              	Mr and Mrs Andrews


              	Joseph Wright of Derby


              	An Experiment on a Bird in the Air Pump


              	J. M. W. Turner


              	The Fighting Temeraire, Rain, Steam and Speed


              	John Constable


              	The Hay Wain


              	Paul Czanne


              	Les Grandes Baigneuses


              	Claude Monet


              	The Water-Lily Pond, The Thames Below Westminster


              	Pierre-Auguste Renoir


              	The Umbrellas, Boating on the Seine


              	Georges Seurat


              	Bathers at Asnires


              	Vincent van Gogh


              	Sunflowers, Van Gogh's Chair, A Wheatfield, with Cypresses
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                Associate artists


                Since 1989, the gallery has run a scheme that gives a studio to contemporary artists to create work based on the permanent collection. They usually hold the position of associate artist for two years and are given an exhibition in the National Gallery at the end of their tenure. The list of associate artists so far is as follows:


                
                  	
                    
                      
                        	Artist

                        	Tenure
                      


                      
                        	Paula Rego

                        	1989  1990
                      


                      
                        	Ken Kiff

                        	1991  1993
                      


                      
                        	Peter Blake

                        	1994  1996
                      


                      
                        	Ana Maria Pacheco

                        	1997  1999
                      


                      
                        	Ron Mueck

                        	2000  2002
                      


                      
                        	John Virtue

                        	2003  2005
                      


                      
                        	Alison Watt

                        	2006  2008
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          Nationalism is a term referring to a doctrine or political movement that holds that a nationusually defined in terms of ethnicity or culturehas the right to constitute an independent or autonomous political community based on a shared history and common destiny. Most nationalists believe the borders of the state should be congruent with the borders of the nation. Extreme forms of nationalism, such as those propagated by fascist movements in the twentieth century, hold that nationality is the most important aspect of one's identity and attempt to define the nation in terms of race or genetics.


          Nationalism has had an enormous influence on world history. In modern times, the nation-state has become the dominant form of societal organization. Historians use the term nationalism to refer to this historical transition and to the emergence and predominance of nationalist ideology.


          


          Principles


          This section sets out the components of nationalist ideology as seen by nationalists themselves. (Academic theories of nationalism are skeptical of some of these principles, see below).


          Nationalism is a form of universalism when it makes universal claims about how the world should be organized, but it is particularistic with regard to individual nations. The combination of both is characteristic for the ideology, for instance in these assertions:


          
            	"in a nation-state, the language of the nation should be the official language, and all citizens should speak it, and not a foreign language."


            	"the official language of Denmark should be Danish, and all Danish citizens should speak it."

          


          The universalistic principles bring nationalism into conflict with competing forms of universalism, the particularistic principles bring specific nationalist movements into conflict with rival nationalisms - for instance, the Danish-German tensions over their reciprocal linguistic minorities.


          The starting point of nationalism is the existence of nations, which it takes as a given. Nations are typically seen as entities with a long history: most nationalists do not believe a nation can be created artificially. Nationalist movements see themselves as the representative of an existing, centuries-old nation. However, some theories of nationalism imply the reverse order - that the nationalist movements created the sense of national identity, and then a political unit corresponding to it, or that an existing state promoted a 'national' identity for itself.


          Nationalists see nations as an inclusive categorisation of human beings - assigning every individual to one specific nation. In fact, nationalism sees most human activity as national in character. Nations have national symbols, a national culture, a national music and national literature; national folklore, a national mythology and - in some cases - a national religion. Individuals share national values and a national identity, admire the national hero, eat the national dish and play the national sport.


          Nationalists define individual nations on the basis of certain criteria, which distinguish one nation from another; and determine who is a member of each nation. These criteria typically include a shared language, culture, and/or shared values which are predominantly represented within a specific ethnic group. National identity refers both to these defining criteria, and to the shared heritage of each group. Membership in a nation is usually involuntary and determined by birth. Individual nationalisms vary in their degree of internal uniformity: some are monolithic, and tolerate little variance from the national norms. Academic nationalism theory emphasizes that national identity is contested, reflecting differences in region, class, gender, and language or dialect. A recent development is the idea of a national core culture, in Germany the Leitkultur, which emphasizes a minimal set of non-negotiable values: this is primarily a strategy of cultural assimilation in response to immigration.


          Nationalism has the strong territorial component, with an inclusive categorisation of territory corresponding to the categorisation of individuals. For each nation, there is a territory which is uniquely associated with it, the national homeland, and together they account for most habitable land. This is reflected in the geopolitical claims of nationalism, which seeks to order the world as a series of nation-states, each based on the national homeland of its respective nation. Territorial claims characterise the politics of nationalist movements. Established nation-states also make an implicit territorial claim, to secure their own continued existence: sometimes it is specified in the national constitution. In the nationalist view, each nation has a moral entitlement to a sovereign state: this is usually taken as a given.


          The nation-state is intended to guarantee the existence of a nation, to preserve its distinct identity, and to provide a territory where the national culture and ethos are dominant - nationalism is also a philosophy of the state. It sees a nation-state as a necessity for each nation: secessionist national movements often complain about their second-class status as a minority within another nation. This specific view of the duties of the state influenced the introduction of national education systems, often teaching a standard curriculum, national cultural policy, and national language policy. In turn, nation-states appeal to a national cultural-historical mythos to justify their existence, and to confer political legitimacy - acquiescence of the population in the authority of the government.


          Nationalists recognise that 'non-national' states exist and existed, but do not see them as a legitimate form of state. The struggles of early nationalist movements were often directed against such non-national states, specifically multi-ethnic empires such as Austria-Hungary and the Ottoman Empire. Most multi-ethnic empires have disappeared, but some secessionist movements see Russia and China as comparable non-national, imperial states. At least one modern state is clearly not a nation-state: the Vatican City exists solely to provide a sovereign territorial unit for the Roman Catholic Church.


          Some critics have maintained that (unlike modern nationalism, which is a creation of the 19th century nation state) authentic nationalism (as the Latin 'natio' would suggest) must be based in some form of genophilia and the sharing of ancestors.


          Nationalism as ideology includes ethical principles: that the moral duties of individuals to fellow members of the nation override those to non-members. Nationalism claims that national loyalty, in case of conflict, overrides local loyalties, and all other loyalties to family, friends, profession, religion, or class.


          


          Theory


          


          Background and problems


          Specific examples of nationalism are extremely diverse. The theory of nationalism has always been complicated by this background, and by the intrusion of nationalist ideology into the theory. There are also national differences in the theory of nationalism, since people define nationalism on the basis of their local experience. Theory (and media coverage) may overemphasise conflicting nationalist movements, and war - diverting attention from general theoretical issues; for instance, the characteristics of nation-states.


          Nationalist movements are surrounded by other nationalist movements and nations, and this may colour their version of nationalism. It may focus purely on self-determination, and ignore other nations. When conflicts arise, however, ideological attacks upon the identity and legitimacy of the 'enemy' nationalism may become the focus. In the Israeli-Palestinian conflict, for instance, both sides have claimed that the other is not a 'real' nation, and therefore has no right to a state. Jingoism and chauvinism make exaggerated claims about the superiority of one nation over another. National stereotypes are also common, and are usually insulting. This kind of negative nationalism, directed at other nations, is certainly a nationalist phenomenon, but not a sufficient basis for a general theory of nationalism.


          


          Issues


          The first studies of nationalism were generally historical accounts of nationalist movements. At the end of the 19th century, Marxists and other socialists produced political analyses that were critical of the nationalist movements then active in central and eastern Europe. Most sociological theories of nationalism date from after the Second World War. Some nationalism theory is about issues which concern nationalists themselves, such as who belongs to the nation and who does not, as well as the precise meaning of 'belonging'.


          


          Origins


          Recent general theory has looked at underlying issues, and above all the question of which came first, nations or nationalism. Nationalist activists see themselves as representing a pre-existing nation, and the primordialist theory of nationalism agrees. It sees nations, or at least ethnic groups, as a social reality dating back twenty thousand years.


          The modernist theories imply that until around 1800, almost no-one had more than local loyalties. National identity and unity were originally imposed from above, by European states, because they were necessary to modernise economy and society. In this theory, nationalist conflicts are an unintended side-effect. For example, Ernest Gellner argued that nations are a by-product of industrialization. Modernisation theorists see such things as the printing press and capitalism as necessary conditions for nationalism.


          Anthony D. Smith, typically following the Hegellian dialectic of thesis/antithesis/synthesis, proposed a synthesis of primordialist and modernist views, now commonly referred to as an ethno-symbolist approach. According to Smith, the preconditions for the formation of a nation are as follows:


          
            	A fixed homeland (current or historical)


            	High autonomy


            	Hostile surroundings


            	Memories of battles


            	Sacred centres


            	Languages and scripts


            	Special customs


            	Historical records and thinking

          


          Those preconditions may create powerful common mythology. Therefore, the mythic homeland is in reality more important for the national identity than the actual territory occupied by the nation. Smith also posits that nations are formed through the inclusion of the whole populace (not just elites), constitution of legal and political institutions, nationalist ideology, international recognition and drawing up of borders.


          


          Theoretical literature


          There is a large amount of theoretical and empirical literature on nationalism. The following is a minimal selection of some of the more important works, and a series of capsule summaries that do not do justice to the range of views expressed.


          
            	Anderson, Benedict. 1991. Imagined Communities. 2nd ed. London: Verso. Anderson argues that nations are imagined political communities, and are imagined to be limited and sovereign. Their development is related to the decline of other types of imagined community, especially in the face of capitalist production of print media.


            	Armstrong, John Alexander. 1982. Nations Before Nationalism. Armstrong traces the development of national identities from origins in antiquity and the medieval world.


            	Breuilly, John. 1992. Nationalism and the State. 2nd ed. Manchester: Manchester University Press. This approach focuses on the politics of nationalism, in particular on nationalism as a response to the imperatives of the modern state. It employs the mode of comparative history to study numerous cases of nationalism.


            	Gellner, Ernest. 1983. Nations and Nationalism. Oxford: Blackwell. This work links nationalism to the homogenising imperatives of industrial society and the reactions of minority cultures to those imperatives.


            	Greenfeld, Liah. 1992. Nationalism: Five Roads to Modernity. Cambridge: Harvard University Press. Greenfeld argues that nationalism existed at an earlier age than previously thought: as early as the sixteenth century in the case of England.


            	Steven Grosby, Biblical Ideas of Nationality: Ancient and Modern (2002)dates the idea of the nation to the anciect Levant.


            	Hechter, Michael. 1975. Internal Colonialism. London: Routledge and Kegan Paul. Hechter attributes nationalism in the "Celtic fringe" of Britain and Ireland to the reinforcing divisions of culture and the division of labour.


            	Hobsbawm, Eric, and Ranger, Terence, eds. 1983. The Invention of Tradition. Cambridge: Cambridge University Press. This collection of essays, especially Hobsbawm's introduction and chapter on turn-of-the-century Europe, argues that the nation is a prominent type of invented tradition.


            	Kedourie, Elie. 1960. Nationalism. London: Hutchinson. Kedourie focuses on the role of disaffected German intellectuals in developing the doctrine of nationalism at the beginning of the nineteenth century from Kant's idea of the autonomy of the will and Herder's belief in the primacy of linguistic communities in establishing modes of thought.


            	Kedourie, Elie, ed. 1971. Nationalism in Asia and Africa. London: Weidenfeld and Nicolson. Kedourie's introduction to this volume of nationalist texts extends his analysis in his earlier work to the efforts of intellectuals in colonial states.


            	Hans Kohn The Idea of Nationalism; a Study of its Origins and Background, MacMillan, 1944. Kohn's pioneering work formulates the distinction between civic and ethnic nationalism.


            	Will Kymlicka, "Multicultural Citizenship," (Oxford, 1995). Argues that certain "collective rights" of minority cultures are consistent with liberal democratic principles.


            	David Miller, "on Nationality," Oxford University Press, 1975, 1995, 1999. Millerargues that natioal identities are valid sources of personal identity, that individuals are justified in recognizing special obligations to co-nationals, and that nations have good gorunds for desiring self-determination, but that nationalism cannot justify suppressing other sources of identity.


            	Jeremy A. Rabkin, Law without Nations? Why constitutional government Requires Sovereign States," Princeton U. Press, 2005, Rabkin argues that nations are necessary for the protection of the human rights of individuals.


            	Ernest Renan, his 1882 lecture Qu'est-ce qu'une nation? ("What is a Nation?")described nationalism as the desire of people who see themselves as a community that "avoir fait de grandes choses ensemble, vouloir en faire encore" (having done great things together and wishing to do more), he famously described commitment to the nation as a "daily plebiscite."


            	Smith, Anthony D. 1986. The Ethnic Origins of Nations. Oxford: Blackwell. Smith traces modern nations and nationalism to pre-modern ethnic sources, arguing for the existence of an "ethnic core" in modern nations.


            	Yael Tamir, 1993, "Liberal Nationalism," Princeton University Press. Tamir makes a liberal political theory argument for nationalism based on the right of individuals to associate as nations.

          


          


          Typology


          


          

          Nationalism may manifest itself as part of official state ideology or as a popular (non-state) movement and may be expressed along civic, ethnic, cultural, religious or ideological lines. These self-definitions of the nation are used to classify types of nationalism. However, such categories are not mutually exclusive and many nationalist movements combine some or all of these elements to varying degrees. Nationalist movements can also be classified by other criteria, such as scale and location.


          Some political theorists make the case that any distinction between forms of nationalism is false. In all forms of nationalism, the populations believe that they share some kind of common culture, and culture can never be wholly separated from ethnicity. The United States, for example, has "God" on its coinage and in its Pledge of Allegiance, and designates official holidays which are seen by some to promote cultural biases. The United States has an ethnic theory of being American ( nativism), and, for a short period in the 20th century, had a committee to investigate Un-American Activities.


          


          Civic nationalism


          Civic nationalism (or civil nationalism) is the form of nationalism in which the state derives political legitimacy from the active participation of its citizenry, from the degree to which it represents the "will of the people". It is often seen as originating with Jean-Jacques Rousseau and especially the social contract theories which take their name from his 1762 book The Social Contract. Civic nationalism lies within the traditions of rationalism and liberalism, but as a form of nationalism it is contrasted with ethnic nationalism. Membership of the civic nation is considered voluntary. Civic-national ideals influenced the development of representative democracy in countries such as the United States and France.


          


          Ethnic nationalism


          Ethnic nationalism, or ethnonationalism, defines the nation in terms of ethnicity, which always includes some element of descent from previous generations - i.e. genophilia. It also includes ideas of a culture shared between members of the group and with their ancestors, and usually a shared language. Membership in the nation is hereditary. The state derives political legitimacy from its status as homeland of the ethnic group, and from its function to protect the national group and facilitate its cultural and social life, as a group. Ideas of ethnicity are very old, but modern ethnic nationalism was heavily influenced by Johann Gottfried von Herder, who promoted the concept of the Volk, and Johann Gottlieb Fichte. Ethnic nationalism is now the dominant form, and is often simply referred to as "nationalism".


          Theorist Anthony D. Smith uses the term 'ethnic nationalism' for non-Western concepts of nationalism, as opposed to Western views of a nation defined by its geographical territory. (The term " ethnonationalism" is generally used only in reference to nationalists who espouse an explicit ideology along these lines; " ethnic nationalism" is the more generic term, and used for nationalists who hold these beliefs in an informal, instinctive, or unsystematic way. The pejorative form of both is "ethnocentric nationalism" or "tribal nationalism," though "tribal nationalism" can have a non-pejorative meaning when discussing African, Native American, or other nationalisms that openly assert a tribal identity.)


          


          Expansionist Nationalism


          Expansionist Nationalism is a radical form of nationalism that incorporates autonomous, patriotic sentiments with a belief in expansionism. It is most closely associated with the likes of Nazism.


          


          Romantic nationalism


          Romantic nationalism (also organic nationalism, identity nationalism) is the form of ethnic nationalism in which the state derives political legitimacy as a natural ("organic") consequence and expression of the nation, or race. It reflected the ideals of Romanticism and was opposed to Enlightenment rationalism. Romantic nationalism emphasised a historical ethnic culture which meets the Romantic Ideal; folklore developed as a Romantic nationalist concept. The Brothers Grimm were inspired by Herder's writings to create an idealised collection of tales which they labeled as ethnically German. Historian Jules Michelet exemplifies French romantic-nationalist history.


          


          Cultural nationalism


          Cultural nationalism defines the nation by shared culture. Membership in the nation is neither entirely voluntary (you cannot instantly acquire a culture), nor hereditary (children of members may be considered foreigners if they grew up in another culture). Chinese nationalism is one example of cultural nationalism, partly because of the many national minorities in China.


          


          Third World nationalism


          Recently, there has been a rise of Third World nationalisms. Third world nationalisms, occur in those nations that have been colonized and exploited. The nationalisms of these nations were forged in a furnace that required resistance to colonial domination in order to survive. The Third World nationalism attempts to ensure that the identities of Third World peoples are authored primarily by themselves, not colonial powers.


          


          Liberal nationalism


          Liberal nationalism is a kind of nationalism defended recently by political philosophers who believe that there can be a non- xenophobic form of nationalism compatible with liberal values of freedom, tolerance, equality, and individual rights. Ernest Renan and John Stuart Mill are often thought to be early liberal nationalists. Liberal nationalists often defend the value of national identity by saying that individuals need a national identity in order to lead meaningful, autonomous lives and that liberal democratic polities need national identity in order to function properly.


          


          State nationalism
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          State nationalism is a variant of civic nationalism, very often combined with ethnic nationalism. It implies that the nation is a community of those who contribute to the maintenance and strength of the state, and that the individual exists to contribute to this goal. Italian fascism is the best example, epitomised in this slogan of Mussolini: "Tutto nello Stato, niente al di fuori dello Stato, nulla contro lo Stato." ("Everything in the State, nothing outside the State, nothing against the State"). It is no surprise that this conflicts with liberal ideals of individual liberty, and with liberal-democratic principles. The revolutionary Jacobin creation of a unitary and centralist French state is often seen as the original version of state nationalism. Franquist Spain, and contemporary Kemalist Turkish nationalism are later examples of state nationalism.


          However, the term "state nationalism" is often used in conflicts between nationalisms, and especially where a secessionist movement confronts an established nation state. The secessionists speak of state nationalism to discredit the legitimacy of the larger state, since state nationalism is perceived as less authentic and less democratic. Flemish separatists speak of Belgian nationalism as a state nationalism. Basque separatists and Corsican separatists refer to Spain and France, respectively, in this way. There are no undisputed external criteria to assess which side is right, and the result is usually that the population is divided by conflicting appeals to its loyalty and patriotism.


          


          Anarchism and Nationalism


          Anarchists who see value in nationalism typically argue that a nation is first and foremost a people; that the state is parasite upon the nation and should not be confused with it; and that since in reality states rarely coincide with national entities, the ideal of the Nation State is actually little more than a myth. Within the European Union, for instance, they argue there are over 500 ethnic nations within the 25 member states, and even more in Asia, Africa, and the Americas. Moving from this position, they argue that the achievement of meaningful self-determination for all of the worlds nations requires an anarchist political system based on local control, free federation, and mutual aid. There has been a long history of anarchist involvement with left-nationalism all over the world. Contemporary fusions of anarchism with anti-state left-Nationalism include some strains of Black anarchism, Celtic anarchism, and Indigenism.


          In the early to mid 19th century Europe, the ideas of nationalism, socialism, and liberalism were closely intertwined. Revolutionaries and radicals like Giuseppe Mazzini aligned with all three in about equal measure. The early pioneers of anarchism participated in the spirit of their times: they had much in common with both liberals and socialists, and they shared much of the outlook of early nationalism as well. Thus Mikhail Bakunin had a long career as a pan-Slavic nationalist before adopting anarchism. He also agitated for a United States of Europe (a contemporary nationalist vision originated by Mazzini). In 1880-1881, the Boston-based Irish nationalist W. G. H. Smart wrote articles for a magazine called The Anarchist. Similarly, Anarchists in China during the early part of the 20th century were very much involved in the left-wing of the nationalist movement while actively opposing racist elements of the Anti-Manchu wing of that movement, and Anarchists such as Ricardo Flores Magn participated enthusiastically in the left-nationalist Mexican Revolution.


          


          Religious nationalism


          Religious nationalism defines the nation in terms of shared religion, usually along with other factors such as culture, ethnicity, and language. If the state derives political legitimacy from adherence to religious doctrines, then it is more of a theocracy than a nation-state. Many ethnic and cultural nationalisms include religious aspects, but as a marker of group identity, rather than the intrinsic motivation for nationalist claims. Irish nationalism is associated with Roman Catholicism, and most Irish nationalist leaders of the last 100 years were Catholic, although many of the early (18th century) nationalists were Protestant. Irish nationalism does not itself derive from Roman Catholic theological doctrines, although some Protestants in Northern Ireland do fear that these doctrines would be forced on them in a united Ireland. Similarly, although Religious Zionism exists and influences many, the mainstream of Zionism is more secular in nature, and based on culture and Jewish ethnicity. In modern India, a contemporary form of Hindu nationalism, or Hindutva has been endorsed by the Bharatiya Janata Party and Rashtriya Swayamsevak Sangh, although it is not subscribed to by the majority of Indians. Pakistani Nationalism, has often been associated with Islamic Fundamentalism, by parties such as the Jamaat-e-Islami, the Muttahida Majlis-e-Amal and disseminated among the populace through tactics such as Pakistan Studies courses. Religious nationalism characterized by communal adherence to Eastern Orthodoxy and national Orthodox Churches is still prevalent in many states of Eastern Europe and in the Russian Federation.


          


          Pan-nationalism


          Pan-nationalism is usually an ethnic and cultural nationalism, but the 'nation' is itself a cluster of related ethnic groups and cultures, such as Turkic peoples. Occasionally pan-nationalism is applied to mono-ethnic nationalism, when the national group is dispersed over a wide area and several states - as in Pan-Germanism.


          


          Diaspora nationalism


          Diaspora nationalism (or, as Benedict Anderson terms it, "long-distance nationalism") generally refers to nationalist feeling among a diaspora such as the Irish in the United States, the Jewish in the United States identifying as Israelis, or the Lebanese in the Americas and Africa, and the Armenians in Europe and the United States. Anderson states that this sort of nationalism acts as a "phantom bedrock" for people who want to experience a national connection, but who do not actually want to leave their diaspora community. The essential difference between pan-nationalism and diaspora nationalism is that members of a diaspora, by definition, are no longer resident in their national or ethnic homeland. In the specific case of Zionism, the national movement advocates migration to the claimed national homeland, which would - if 100% effected - end the diaspora.


          


          Nationalism within nations


          With the establishment of a nation-state, the primary goal of any nationalist movement has been achieved. However, nationalism does not disappear but remains a political force within the nation, and inspires political parties and movements. The terms nationalist and 'nationalist politician are often used to describe these movements; nationalistic would be more accurate. Nationalists in this sense typically campaign for:


          
            	strengthening national unity, including campaigns for national salvation in times of crisis.


            	emphasising the national identity and rejecting foreign influences, influenced by cultural conservatism and in extreme cases, xenophobia.


            	limiting non-national populations on the national territory, especially by limiting immigration and, in extreme cases, by ethnic cleansing.


            	annexing territory which is considered part of the national homeland. This is called irredentism, from the Italian movement Italia irredenta.


            	economic nationalism, which is the promotion of the national interest in economic policy, especially through protectionism and in opposition to free trade policies.

          


          
            [image: Catalan independentist mural in Republican district in Belfast]

            
              Catalan independentist mural in Republican district in Belfast
            

          


          Nationalist parties and nationalist politicians, in this sense, usually place great emphasis on national symbols, such as the national flag.


          The term 'nationalism' is also used by extension, or as a metaphor, to describe movements which promote a group identity of some kind. This use is especially common in the United States, and includes black nationalism and white nationalism in a cultural sense. They may overlap with nationalism in the classic sense, including black secessionist movements and pan-Africanism.


          Nationalists obviously have a positive attitude toward their own nation, although this is not a definition of nationalism. The emotional appeal of nationalism is visible even in established and stable nation-states. The social psychology of nations includes national identity (the individuals sense of belonging to a group), and national pride (self-association with the success of the group). National pride is related to the cultural influence of the nation, and its economic and political strength - although they may be exaggerated. However, the most important factor is that the emotions are shared: nationalism in sport includes the shared disappointment if the national team loses.


          The emotions can be purely negative: a shared sense of threat can unify the nation. However, dramatic events, such as defeat in war, can qualitatively affect national identity and attitudes to non-national groups. The defeat of Germany in World War I, and the perceived humiliation by the Treaty of Versailles, economic crisis and hyperinflation, created a climate for xenophobia, revanchism, and the rise of Nazism. The solid bourgeois patriotism of the pre-1914 years, with the Kaiser as national father-figure, was no longer relevant.


          


          Extremism


          Although nationalism influences many aspects of life in stable nation-states, its presence is often invisible, since the nation-state is taken for granted. Michael Billig speaks of banal nationalism, the everyday, less visible forms of nationalism, which shape the minds of a nation's inhabitants on a day-to-day basis. Attention concentrates on extreme aspects, and on nationalism in unstable regions. Nationalism may be used as a derogatory label for political parties, or they may use it themselves as a euphemism for xenophobia, even if their policies are no more specifically nationalist, than other political parties in the same country. In Europe, some 'nationalist' anti-immigrant parties have a large electorate, and are represented in parliament. Smaller but highly visible groups also self-identify as 'nationalist', although it may be a euphemism for neo-Nazis or white supremacists. Activists in other countries are often referred to as ultra-nationalists, with a clearly pejorative meaning. See also chauvinism and jingoism.


          Nationalism is a component of other political ideologies, and in its extreme form, fascism. However, it is not accurate to simply describe fascism as a more extreme form of nationalism. Nor is it generally correct to describe non-extreme nationalism as a lesser form of fascism. Fascism in the general sense, and the Italian original, were marked by a strong combination of ethnic nationalism and state nationalism like the British National Party, often combined with a form of economic and ethical socialism. That was certainly evident in Nazism. However, the geopolitical aspirations of Adolf Hitler are probably better described as imperialist and, to a lesser degree, colonialist because Nazi Germany ultimately ruled over vast areas where there was no historic German presence (imperialism) with intentions to eventually populate many of the conquered territories with ethnic Germans (colonialism). The Nazi state was so different from the typical European nation-state, that it was sui generis (requires a category of its own).


          Extreme nationalism has also promoted terrorism, such as the terrorism of ETA or Terra Lliure in Basque Country and Catalonia, both Spanish regions.


          


          Racism


          Nationalism does not necessarily imply a belief in the superiority of one nation over others, but in practice some (but not all) nationalists do think that way about their own nation. Occasionally they believe another nation can serve as an example for their own nation, see Anglophilia. There is a specific racial nationalism which can be considered an ethnic nationalism, but sometimes a form of racism can be found within almost all nationalist movements. It is usually directed at neighbouring nations and ethnic groups.


          Racism was also a feature of colonialist ideologies, which were especially strong at the end of the 19th century. Strictly speaking, overseas colonies conflict with the principles of the nation-state, since they are not part of the historic homeland of the nation, and their inhabitants clearly do not belong to the same ethnic group, speak its language, or share its culture. In practice, nationalists sometimes combined a belief in self-determination in Europe, with colonisation in Africa or Asia.


          Explicit biological race theory was influential from the end of the 19th century. Nationalist and fascist movements in the first half of the 20th century often appealed to these theories. The Nazi ideology was probably the most comprehensively racial ideology in history, and race influenced all aspects of policy in Nazi Germany.


          Nevertheless racism continues to be an influence on nationalism. Ethnic cleansing is often seen as both a nationalist and racist phenomenon. It is part of nationalist logic that the state is reserved for one nation, but not all nation-states expel their minorities. The best known recent examples of ethnic cleansing are those during the Yugoslav secession war in the 1990s, although larger numbers may have been displaced in the African Great Lakes refugee crisis. Major ethnic cleansing took place during and after the Second World War, such as the Generalplan Ost and the removal of Germans from the Volga Republic during the 1950s.


          


          Opposition and critique


          Nationalism is sometimes an extremely assertive ideology, making far-reaching demands, including the disappearance of entire states. It has attracted vehement opposition. Much of the early opposition to nationalism was related to its geopolitical ideal of a separate state for every nation. The classic nationalist movements of the 19th century rejected the very existence of the multi-ethnic empires in Europe. This resulted in severe repression by the (generally autocratic) governments of those empires. That tradition of secessionism, repression, and violence continues, although by now a large nation typically confronts a smaller nation. Even in that early stage, however, there was an ideological critique of nationalism. That has developed into several forms of anti-nationalism in the western world. The Islamic revival of the 20th century also produced an Islamic critique of the nation-state.


          In the liberal political tradition there is widespread criticism of nationalism as a dangerous force and a cause of conflict and war between nation-states. Liberals do not generally dispute the existence of the nation-states. The liberal critique also emphasises individual freedom as opposed to national identity, which is by definition collective (see collectivism).


          The pacifist critique of nationalism also concentrates on the violence of nationalist movements, the associated militarism, and on conflicts between nations inspired by jingoism or chauvinism. National symbols and patriotic assertiveness are in some countries discredited by their historical link with past wars, especially in Germany. Famous pacifist Bertrand Russell criticizes nationalism of diminishing individual's capacity to judge his or hers fatherland's foreign policy. Likewise George Orwell, though not a pacifist himself, has stated that "The nationalist not only does not disapprove of atrocities committed by his own side, but he has a remarkable capacity for not even hearing about them." William Blum has said this in other words: "If love is blind, patriotism has lost all five sense"


          The anti-racist critique of nationalism concentrates on the attitudes to other nations, and especially on the doctrine that the nation-state exists for one national group, to the exclusion of others. It emphasises the chauvinism and xenophobia of many nationalisms.


          Political movements of the left have often been suspicious of nationalism, again without necessarily seeking the disappearance of the existing nation-states. Marxism has been ambiguous towards the nation-state, and in the late 19th century some Marxist theorists rejected it completely. For some Marxists the world revolution implied a global state (or global absence of state); for others it meant that each nation-state had its own revolution. A significant event in this context was the failure of the social-democratic and socialist movements in Europe to mobilise a cross-border workers' opposition to World War I. At present most, but certainly not all, left-wing groups accept the nation-state, and see it as the political arena for their activities.


          In the Western world the most comprehensive current ideological alternative to nationalism is cosmopolitanism. Ethical cosmopolitanism rejects one of the basic ethical principles of nationalism: that humans owe more duties to a fellow member of the nation, than to a non-member. It rejects such important nationalist values as national identity and national loyalty. However, there is also a political cosmopolitanism, which has a geopolitical programme to match that of nationalism: it seeks some form of world state, with a world government. Very few people openly and explicitly support the establishment of a global state, but political cosmopolitanism has influenced the development of international criminal law, and the erosion of the status of national sovereignty. In turn, nationalists are deeply suspicious of cosmopolitan attitudes, which they equate with eradication of diverse national cultures.


          While internationalism in the cosmopolitanist context by definition implies cooperation among nations, and therefore the existence of nations, proletarian internationalism is different, in that it calls for the international working class to follow its brethren in other countries irrespective of the activities or pressures of the national government of a particular sector of that class. Meanwhile, most ( but not all) anarchists reject nation-states on the basis of self-determination of the majority social class, and thus reject nationalism. Instead of nations, anarchists usually advocate the creation of cooperative societies based on free association and mutual aid without regard to ethnicity or race.
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          Nationality is a relationship between a person and their state of origin, culture, association, affiliation and/or loyalty. Nationality affords the state jurisdiction over the person, and affords the person the protection of the state.


          Traditionally under international law and conflict of laws principles, it is the right of each state to determine who its nationals are. Today the law of nationality is increasingly coming under more international regulation by various conventions on statelessness, as well as some multilateral treaties such as the European Convention on Nationality.


          Generally, nationality is established at birth by a child's place of birth ( jus soli) and/or bloodline ( jus sanguinis). Nationality may also be acquired later in life through naturalization. Corporations, ships, and other legal persons also have a nationality, generally in the state under whose laws the legal person was formed.


          The legal sense of nationality, particularly in the English speaking world, may often mean citizenship, although they do not mean the same thing everywhere in the world; for instance, in the UK, citizenship is a branch of nationality which in turn ramifies to include other subcategories (see British nationality law). Citizens have rights to participate in the political life of the state of which they are a citizen, such as by voting or standing for election. Nationals need not immediately have these rights; they may often acquire them in due time.


          Nationality can also mean membership in a cultural/historical group related to political or national identity, even if it currently lacks a formal state. This meaning is said by some authorities to cover many groups, including Kurds, Basques, Catalans, English, Welsh, Scots, Palestinians, Tamils, Quebecers and many others.


          


          Overview


          Where a country has only one legal system, the law will match the common perception, but where the country is divided into separate states, different rules apply. In the common law, upon birth, every person acquires a domicile. This is the relationship between a person and a specific legal system. Hence, one might have an Australian nationality and a domicile in New South Wales, or an American nationality and a domicile in Arizona. The residents of a country generally possess the right of abode in the territory of the country whose legal documents they hold. This, however, is dependent upon the constitution of the named land, and there are exceptions, particularly among more economically stable nations (e.g., British Nationality Law).


          The person remains subject to the state's jurisdiction (the lex domicilii in Conflict of Laws) for the purposes of defining status and capacity wherever he or she might travel outside the state's territory; in exchange, the individual is entitled to the state's protection, and to other rights as well. This is an aspect of the public policy of parens patriae and derives from the social contract. In the civil law systems of continental Europe, either the law of nationality (known as the lex patriae) or the law of the place of habitual residence is preferred to domicile as the test of a person's status and capacity.


          Some countries do not permit dual nationality while others only allow a very limited form of dual citizenship (e.g. Indian nationality law, South African nationality law, Republic of China nationality law). A person who is not a national of any state is declared a stateless person.


          In the United States, the term "national" usually means someone who has U.S. nationality, but not United States citizenship, by virtue of living in a U.S. territory. Though it applied to other U.S. territories in the past, today only residents of American Samoa and Swains Island are considered U.S. "nationals"; Congress has granted full citizenship to residents of the remaining territories. U.S. "nationals" have the same rights to enter, live, and work in the United States as citizens; voting rights are the only major difference. Legally, however (and in the broader sense), U.S. citizens are also U.S. nationals; United States passports do not distinguish between citizens and non-citizen nationals.


          


          Alternative usage
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          In several non-English speaking areas of the world, the cognate word for nationality in local language may be understood as a synonym of ethnicity, as nation can be defined as a grouping based on cultural self-determination rather than on relations with a state. For example, many people would say they are Kurds, i.e., of Kurdish nationality, even though no such Kurdistan state exists (the postulated homeland is divided among five countries). In the context of former Soviet Union and former Yugoslavia, nationality is often used as translation of the Russian and Serbo-Croatian terms (национальность/ natsionalnost, народност/narodnost) used for ethnic groups and local affiliations within those (former) states. Similarly, the term " nationalities of China" refers to cultural groups in China. Spain is one Nation, made out by nationalities, which are not nations, or can be considered smaller nations within the Spanish Nation.
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          The national parks of England and Wales are areas of relatively undeveloped and scenic landscape that are designated under the National Parks and Access to the Countryside Act 1949. Despite the name, national parks in England and Wales are quite different from those in many other countries, where national parks are owned and managed by the government as a protected community resource, and permanent human communities are not a part of the landscape. In England and Wales, designation as a national park can include substantial settlements and land uses which are often integral parts of the landscape, and land within a national park remains largely in private ownership.


          There are currently 12 national parks ( Welsh: parciau cenedlaethol) in England and Wales. A further area in England  the South Downs  is in the process of being designated as a national park. Each park is operated by its own National Park Authority, with two "statutory purposes":


          
            	to conserve and enhance the natural beauty, wildlife and cultural heritage of the area, and


            	to promote opportunities for the understanding and enjoyment of the park's special qualities by the public.

          


          An estimated 110 million people visit the national parks of England and Wales each year. Recreation and tourism bring visitors and funds into the parks, to sustain their conservation efforts and support the local population through jobs and businesses. These visitors also bring problems, such as erosion and traffic congestion, and conflicts over the use of the parks' resources.


          


          History


          


          Untamed countryside


          Archaeological evidence from prehistoric Britain shows that the areas now designated as national parks have been occupied by humans since the Stone Age, at least 5,000 years ago and in some cases much earlier.


          
            [image: Scafell Pike (right) and Scafell (left) in the Lake District National Park, as seen from Crinkle Crags]

            
              Scafell Pike (right) and Scafell (left) in the Lake District National Park, as seen from Crinkle Crags
            

          


          Before the 19th century, relatively wild, remote areas were often seen simply as uncivilised and dangerous. In 1725 Daniel Defoe described the High Peak as "the most desolate, wild and abandoned country in all England". However, by the early 19th century, romantic poets such as Byron, Coleridge and Wordsworth wrote about the inspirational beauty of the "untamed" countryside. Wordsworth described the Lake District as a "sort of national property in which every man has a right and interest who has an eye to perceive and a heart to enjoy" in 1810. This early vision took over a century, and much controversy, to take legal form in the UK with the National Parks and Access to the Countryside Act 1949.


          The idea for a form of national parks was first proposed in the United States in the 1860s, where National Parks were established to protect wilderness areas such as Yosemite. This model has been used in many other countries since, but not in the United Kingdom. After thousands of years of human integration into the landscape, Britain lacks natural areas of wilderness. Furthermore, those areas of natural beauty so cherished by the romantic poets were often only maintained and managed in their existing state by human activity, usually agriculture.


          


          Government support is established


          By the early 1930s, increasing public interest in the countryside, coupled with the growing and newly mobile urban population, was generating increasing friction between those seeking access to the countryside and landowners. Alongside of direct action trespasses, such as the mass trespass of Kinder Scout, several voluntary bodies took up the cause of public access in the political arena.


          In 1931, Christopher Addison (later Lord Addison) chaired a government committee that proposed a 'National Park Authority' to choose areas for designation as national parks. A system of national reserves and nature sanctuaries was proposed:


          
            	"(i) to safeguard areas of exceptional natural interest against (a) disorderly development and (b) spoliation; (ii) to improve the means of access for pedestrians to areas of natural beauty; and (iii) to promote measures for the protection of flora and fauna."

          


          However, no further action was taken after the intervention of the 1931 General Election.


          The voluntary Standing Committee on National Parks first met on 26 May 1936 to put the case to the government for national parks in the UK. After World War II, the Labour Party proposed the establishment of national parks as part of the post-war reconstruction of the UK. A report by John Dower, secretary of the Standing Committee on National Parks, to the Minister of Town and Country Planning in 1945 was followed in 1947 by a Government committee, this time chaired by Sir Arthur Hobhouse, which prepared legislation for national parks, and proposed 12 national parks. Sir Arthur had this to say on the criteria for designating suitable areas:


          
            
              	

              	The essential requirements of a National Park are that it should have great natural beauty, a high value for open-air recreation and substantial continuous extent. Further, the distribution of selected areas should as far as practicable be such that at least one of them is quickly accessible from each of the main centres of population in England and Wales. Lastly there is merit in variety and with the wide diversity of landscape which is available in England and Wales, it would be wrong to confine the selection of National Parks to the more rugged areas of mountain and moorland, and to exclude other districts which, though of less outstanding grandeur and wildness, have their own distinctive beauty and a high recreational value.

              	
            

          


          


          National Parks and Access to the Countryside Act 1949
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          The National Parks and Access to the Countryside Act 1949 was passed with all party support. The first 10 national parks were designated as such in the 1950s under the Act in mostly poor-quality agricultural upland. Much of the land was still owned by individual landowners, often private estates, but there was also property owned by public bodies such as the Crown, or charities which allow and encourage access such as the National Trust. Accessibility from the cities was also considered important.


          Other areas were also considered: for example, parts of the coast of Cornwall were considered as a possible national park in the 1950s but were thought to be too disparate to form a single coherent national park and were eventually designated as an Area of Outstanding Natural Beauty (AONB) instead. The north Pennines were also considered for designation as a national park in the 1970s but the proposal was thought to be administratively too difficult because the area was administered by 5 different county councils.


          


          Later additions


          The Broads in East Anglia are not in the strictest sense a national park, being run by a separately constituted Broads Authority set up by a special Act of Parliament in 1988 and with a structure in which conservation is subordinate to navigational concerns (see Sandford Principle below), but it is generally regarded as being "equivalent to" a national park.


          The New Forest, which includes the largest remaining tracts of unenclosed pasture land, heathland and old-growth forest in the heavily-populated south east of the country, was designated as a national park on March 1, 2005.


          A further national park in the South Downs is proposed, and received support from the government in September 1999. The South Downs is the last of the 12 areas chosen in the 1947 Hobhouse Report yet to become a national park. As of February 2005, a public inquiry is being held to decide the boundaries of the proposed national park. The Inquiry sat for 90 days in 2004 before being formally closed on 23 March 2005. Defra issued information for public consultation on 2 July 2007, and may decide to reopen the South Downs public inquiry in late 2007. The CPRE is also currently campaigning for the South Downs to receive national park status.


          


          Organisation


          Following the Environment Act 1995, each national park has been managed by its own National Park Authority since April 1997. Previously, all but the Peak District and the Lake District were governed by the local county councils. The Peak District and the Lake District, the first two national parks to be designated, were under the control of Planning Boards that were independent of the local county councils.


          Each Authority is required to carry out two "statutory purposes":


          
            	to conserve and enhance the natural beauty, wildlife and cultural heritage of the area; and


            	to promote opportunities for the understanding and enjoyment of the parks' special qualities by the public.

          


          These purposes can conflict: in such cases, under the " Sandford Principle", conservation comes first. This principle was given statutory force by section 62 of the Environment Act 1995. In pursuing these purposes, National Park Authorities also have a duty to foster the social and economic well-being of their local communities.


          Slightly over half the members of each National Park Authority are appointees from the Principal Local Authorities covered by the park; the remainder are appointed by the Secretary of State for Environment, Food and Rural Affairs, some to represent local parish councils, others selected to represent the "national interest". The Broads Authority also has members appointed by the Countryside Agency, English Nature, Great Yarmouth Port Authority and the Environment Agency. The National Park and Broad Authorities are covered by similar regulatory controls to those applied to local councils.


          Funding for national parks is complex, but the full cost of each Park Authority is funded from central government funds. In the past this was partly paid for by local authorities, and refunded to them from the government to varying degrees. In 2003/2004, the Park Authorities received around 35.5 million of central government funding.


          The Countryside Agency and the Countryside Council for Wales are the statutory bodies responsible for designating new national parks, subject to approval by the Secretary of State. The Association of National Park Authorities exists to provide the Park Authorities with a single voice when dealing with government and its agencies. The Campaign for National Parks (formerly Council for National Parks) is a charity that works to protect and enhance the national parks of England and Wales.


          


          Planning in national parks


          National Park Authorities are strategic and local planning authorities for their areas. They are responsible for maintaining the Local Development Framework  the spatial planning guide for their area. They also grant planning consent for development, within the constraints of the Framework. This gives them very considerable direct control over residential and industrial development, and the design of buildings and other structures; as well as strategic matters such as mineral extraction.


          The National Park Authorities' planning powers vary only slightly from other authorities, but the policies and their interpretation are stricter than elsewhere. This is supported and encouraged by the Government who regard:


          
            	"National Park designation as conferring the highest status of protection as far as landscape and scenic beauty are concerned." The Countryside  Environmental Quality and Economic and Social Development (1997)

          


          


          Contribution to the local economy


          Tourism is an important part of the economy of National Parks. Through attractions, shops and accommodation, visitors provide an income and a livelihood to local employers and farmers. This income provides jobs for the park. For example, within the Peak District National Park the estimate in 2004 for visitor spending is 185 million, which supports over 3,400 jobs, representing 27% of total employment in the National Park.


          


          Conflicts in national parks


          The National Park Authorities have two roles: to conserve and enhance the park, and to promote its use by visitors. These two objectives cause frequent conflicts between the needs of different groups of people. It is estimated that the national parks of England and Wales receive 110 million visitors each year. Although recreation and tourism brings many benefits to an area, it also brings a number of problems. The national funding offered to National Park Authorities is partly in recognition of the extra difficulties created in dealing with these conflicts.


          
            	Congestion of villages and beauty spots


            	Some of the most popular " honeypot" areas attract large numbers of visitors, resulting in overcrowded car parks, blocked roads, and overstretched local facilities, particularly on Sundays in the summer and on bank holidays. Examples include the areas near Keswick in the Lake District and Buxton and Bakewell in the Peak District.


            	Erosion


            	Walking and use of other public rights-of-way is an extremely popular use of all the national parks. Heavy use of the most popular paths leads to considerable erosion, but strengthening of paths can be unsightly. Particularly heavy wear is caused by sponsored walks, walks promoted by national books and magazines, by horse riding on unsurfaced bridleways, and use of off-road vehicles on green lanes. Examples include Dovedale in the Peak District. Over-grazing, for example, by sheep on hill and moorland areas, can also reduce vegetation, leading to increased erosion.


            	Damage and disturbance to wildlife


            	Wildlife may be disturbed by the level of use on some of the areas of the parks that are open to the public. Moorland and chalk downland is easily damaged by regular use, and takes many years to recover. Moorland birds in particular nest and roost on the ground and are therefore especially sensitive. Orienteering, mountain biking and hang gliding are typical activities which are likely to cause disturbance to nesting birds.


            	Litter


            	Litter of all kinds is both unsightly and can cause pollution and damage to livestock and wild animals. Broken glass is a danger to people and, by focusing the rays of the sun, a possible cause of fire, particularly in areas of moorland such as Exmoor, parts of the Peak District and the North York Moors.


            	Damage to farmland


            	Trampling of grass meadows reduces the amount of winter feed for farm animals. Walkers who stray from footpaths may climb over fences or dry stone walls rather than looking out for the stiles that mark the course of footpaths across farmland. Sheep can be injured or even killed by dogs not under proper control, especially at lambing time.


            	Local community displacement


            	Gift shops and cafs which cater for the needs of tourists are often more profitable than shops selling everyday goods for local people (such as butchers or bakers). In some villages where tourist shops are in the majority and there are few shops catering for the local people, the local community may feel pushed out by the tourists. Houses are often very expensive in tourist villages as there is demand for them as second homes or holiday homes by holiday cottage firms or well-off people who live elsewhere, or who move to a local home from which they commute to work, making them unaffordable for local people. This is a particular problem in areas within easy commuting distance of large cities, such as the Peak District, the Lake District, the Yorkshire Dales, and the New Forest.


            	Conflict between recreational users


            	Some forms of use of national parks interfere with other uses. For example, use of high-speed boats causes noise pollution, and conflicts with other uses such as boat trips, yachting, canoeing, and swimming. A controversial bylaw imposing a 10 miles per hour speed limit came into force on Windermere on 29 March 2005. The new speed limit for Windermere effectively prohibits speedboats and water skiing in the Lake District (of the 16 larger lakes in the Lake District, only Windermere, Coniston Water, Derwent Water and Ullswater have a public right of navigation; speed limits were imposed on the three lakes other than Windermere in the 1970s and 1980s).

          


          


          List of national parks
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                    	National Park

                    	Established

                    	km
                  


                  
                    	1

                    	Peak District

                    	1951

                    	1,438
                  


                  
                    	2

                    	Lake District

                    	1951

                    	2,292
                  


                  
                    	3

                    	Snowdonia

                    (Welsh: Eryri)

                    	1951

                    	2,142
                  


                  
                    	4

                    	Dartmoor

                    	1951

                    	956
                  


                  
                    	5

                    	Pembrokeshire Coast

                    (Welsh: Arfordir Penfro)

                    	1952

                    	620
                  


                  
                    	6

                    	North York Moors

                    	1952

                    	1,436
                  


                  
                    	7

                    	Yorkshire Dales

                    	1954

                    	1,769
                  


                  
                    	8

                    	Exmoor

                    	1954

                    	693
                  


                  
                    	9

                    	Northumberland

                    	1956

                    	1,049
                  


                  
                    	10

                    	Brecon Beacons

                    (Welsh: Bannau Brycheiniog)

                    	1957

                    	1,351
                  


                  
                    	11

                    	The Broads

                    	1988

                    	303
                  


                  
                    	12

                    	New Forest

                    	2005

                    	580
                  


                  
                    	13

                    	South Downs

                    	2008 (proposed)

                    	1,641
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                    	14,629
                  


                  
                    	

                    	Proposed total

                    	

                    	16,270
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          At the beginning of 2005, some 9.3% of the area of England and Wales lay within national parks; the addition of South Downs and the New Forest would raise this to 10.7%. The three national parks in Wales cover around 20% of the land area of Wales.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/National_parks_of_England_and_Wales"
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              and Alaska Natives
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              	Total population
            


            
              	
                American Indian and Alaska Native

                One race: 2.5 million

                In combination with one or more other races: 1.6 million

              
            


            
              	Regions with significant populations
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              (predominantly the Midwest and West)
            


            
              	Languages
            


            
              	American English

              Native American languages
            


            
              	Religions
            


            
              	Native American Church

              Christianity

              Sacred Pipe

              Kiva Religion

              Long House

            


            
              	Related ethnic groups
            


            
              	Other Indigenous peoples of the Americas
            

          


          Native Americans in the United States are the indigenous peoples from the regions of North America now encompassed by the continental United States, including parts of Alaska. They comprise a large number of distinct tribes, states, and ethnic groups, many of which still endure as political communities. There is a wide range of terms used, and some controversy surrounding their use: they are variously known as American Indians, Indians, Amerindians, Amerinds, or Indigenous, Aboriginal or Original Americans.


          Not all Native Americans come from the continental U.S. Some come from Alaska and other insular regions. These other indigenous peoples, including Alaskan Native groups such as the Inupiaq, Yupik Eskimos, and Aleuts, are not always counted as Native Americans, although Census 2000 demographics listed "American Indian and Alaskan Native" collectively. Native Hawaiians and various other Pacific Islander American peoples, such as the Chamorros (Chamoru), can also be considered Native American but it is not common to use such a designation.


          


          European colonization


          


          Initial impacts


          The European colonization of the Americas nearly obliterated the populations and cultures of the Native Americans. During the 16th through 19th centuries, their populations were ravaged by conflicts with European explorers and colonists, disease, displacement, enslavement, internal warfare as well as high rate of intermarriage. Scholars now believe that, among the various contributing factors, epidemic disease was the overwhelming cause of the population decline of the American natives.


          The first Native American group encountered by Christopher Columbus in 1492 were the Island Arawaks (more properly called the Taino) of Boriquen (Puerto Rico), the ( Quisqueya) of the Dominican Republic, the Cubanacan (Cuba). It is said that of the 250,000 to 1 million Island Arawaks, only about 500 survived by the middle of the 16th century, and the group was considered extinct by the middle of the 17th century. Yet DNA studies show that the genetic contribution of the Taino to that region continues, and the mitochondrial DNA studies of the Taino are said to show relationships to the Northern Indigenous Nations, such as Inuit and others.


          In the sixteenth century, Spaniards and other Europeans brought horses to the Americas. Some of these animals escaped and began to breed and increase their numbers in the wild. Horses had previously migrated naturally to North America but the early American horse became game for the earliest humans and became extinct about 7,000 BC, just after the end of the last ice age. The re-introduction of the horse had a profound impact on Native American culture in the Great Plains of North America. As a new mode of travel the horse made it possible for some tribes to greatly expand their territories, exchange goods with neighboring tribes, and more easily capture game.


          European settlers brought infectious diseases against which the Native Americans had no natural immunity. Chicken pox and measles, though common and rarely fatal among Europeans, often proved deadly to Native Americans. Smallpox proved particularly deadly to Native American populations. Epidemics often immediately followed European exploration, sometimes destroying entire villages. While precise figures are difficult to arrive at, some historians estimate that up to 80% of some Native populations died due to European diseases.


          In 1617-1619, smallpox wiped out 90% of the Massachusetts Bay Native Americans. As it had done elsewhere, the virus wiped out entire population groups of Native Americans. It reached Mohawks in 1634, Lake Ontario in 1636, and the lands of the Iroquois by 1679. During the 1770s, smallpox killed at least 30% of the West Coast Native Americans. Smallpox epidemics in 1780-1782 and 1837-1838 brought devastation and drastic depopulation among the Plain Indians. By 1832, the federal government established a smallpox vaccination program for Native Americans (The Indian Vaccination Act of 1832).


          


          American Revolution
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          During the American Revolution, the newly proclaimed United States competed with the British for the allegiance of Native American nations east of the Mississippi River. Most Native Americans who joined the struggle sided with the British, hoping to use the American Revolutionary War to halt further colonial expansion onto Native American land. Many native communities were divided over which side to support in the war. For the Iroquois Confederacy, the American Revolution resulted in civil war. Cherokees split into a neutral (or pro-American) faction and the anti-American Chickamaugas, led by Dragging Canoe.


          Frontier warfare during the American Revolution was particularly brutal, and numerous atrocities were committed by settlers and native tribes. Noncombatants suffered greatly during the war, and villages and food supplies were frequently destroyed during military expeditions. The largest of these expeditions was the Sullivan Expedition of 1779, which destroyed more than 40 Iroquois villages in order to neutralize Iroquois raids in upstate New York. The expedition failed to have the desired effect: Native American activity became even more determined.


          The British made peace with the Americans in the Treaty of Paris (1783), ceding vast Native American territories to the United States without informing the Native Americans. The United States initially treated the Native Americans who had fought with the British as a conquered people who had lost their land. When this proved impossible to enforce, the policy was abandoned. The United States was eager to expand, and the national government initially sought to do so only by purchasing Native American land in treaties. The states and settlers were frequently at odds with this policy.


          


          Removal and reservations
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          In the nineteenth century, the incessant westward expansion of the United States incrementally compelled large numbers of Native Americans to resettle further west, often by force, almost always reluctantly. Under President Andrew Jackson, United States Congress passed the Indian Removal Act of 1830, which authorized the President to conduct treaties to exchange Native American land east of the Mississippi River for lands west of the river. As many as 100,000 Native Americans eventually relocated in the West as a result of this Indian Removal policy. In theory, relocation was supposed to be voluntary (and many Native Americans did remain in the East), but in practice great pressure was put on Native American leaders to sign removal treaties. Arguably the most egregious violation of the stated intention of the removal policy was the Treaty of New Echota, which was signed by a dissident faction of Cherokees but not the elected leadership. The treaty was brutally enforced by Jackson, which resulted in the deaths of an estimated four thousand Cherokees on the Trail of Tears.


          The explicit policy of Indian Removal forced or coerced the relocation of major Native American groups in the Eastern United States, resulting directly and indirectly in the deaths of tens of thousands. The subsequent process of assimilations was no less devastating to Native American peoples. Tribes were generally located to reservations on which they could more easily be separated from traditional life and pushed into European-American society. Some southern states additionally enacted laws in the 19th century forbidding non-Indian settlement on Indian lands, intending to prevent sympathetic white missionaries from aiding the scattered Indian resistance.


          At one point, President Jackson told people to kill as many American Bison as possible in order to cut out the Plains Indian's main source of food. At one point, there were fewer than 500 bison left in the Great Plains.


          Conflicts, generally known as " Indian Wars", broke out between U.S. forces and many different tribes. U.S. government authorities entered numerous treaties during this period but later abrogated many for various reasons. Well-known military engagements include the Native American victory at the Battle of Little Bighorn in 1876 and the massacre of Native Americans at Wounded Knee in 1890. This, together with the near-extinction of the bison that many tribes had lived on, set about the downturn of Prairie Culture that had developed around the use of the horse for hunting, travel and trading.
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          American policy toward Native Americans has been an evolving process. In the late nineteenth century, reformers, in efforts to "civilize" or otherwise assimilate Indians (as opposed to relegating them to reservations), adapted the practice of educating native children in Indian Boarding Schools. These schools, which were primarily run by Christian missionaries, often proved traumatic to Native American children, who were forbidden to speak their native languages, taught Christianity instead of their native religions and in numerous other ways forced to abandon their various Native American identities and adopt European-American culture. There are also many documented cases of sexual, physical and mental abuses occurring at these schools.


          The Indian Citizenship Act of 1924 gave United States citizenship to Native Americans, in part because of an interest by many to see them merged with the American mainstream, and also because of the service of many Native American veterans in World War I.


          


          Current status


          There are 561 federally recognized tribal governments in the United States. These tribes possess the right to form their own government, to enforce laws (both civil and criminal), to tax, to establish membership, to license and regulate activities, to zone and to exclude persons from tribal territories. Limitations on tribal powers of self-government include the same limitations applicable to states; for example, neither tribes nor states have the power to make war, engage in foreign relations, or coin money (this includes paper currency).


          Many Native Americans and advocates of Native American rights point out that the US Federal government's claim to recognize the "sovereignty" of Native American peoples falls short, given that the US still wishes to govern Native American peoples and treats them as subject to US law. True respect for Native American sovereignty, according to such advocates, would require the United States federal government to deal with Native American peoples in the same manner as any other sovereign nation, handling matters related to relations with Native Americans through the Secretary of State, rather than the Bureau of Indian Affairs. The Bureau of Indian Affairs reports on its website that its "responsibility is the administration and management of 55,700,000acres (225,000km) of land held in trust by the United States for American Indians, Indian tribes, and Alaska Natives." Many Native Americans and advocates of Native American rights believe that it is condescending for such lands to be considered "held in trust" and regulated in any fashion by a foreign power, whether the US Federal Government, Canada, or any other non-Native American authority.


          According to 2003 United States Census Bureau estimates, a little over one third of the 2,786,652 Native Americans in the United States live in three states: California at 413,382, Arizona at 294,137 and Oklahoma at 279,559.


          As of 2000, the largest tribes in the U.S. by population were Navajo, Cherokee, Choctaw, Sioux, Chippewa, Apache, Lumbee, Blackfeet, Iroquois, and Pueblo. In 2000, eight of ten Americans with Native American ancestry were of mixed blood. It is estimated that by 2100 that figure will rise to nine out of ten. In addition, there are a number of tribes that are recognized by individual states, but not by the federal government. The rights and benefits associated with state recognition vary from state to state.


          Some tribal nations have been unable to establish their heritage and obtain federal recognition. The Muwekma Ohlone of the San Francisco bay area are pursuing litigation in the federal court system to establish recognition. Many of the smaller eastern tribes have been trying to gain official recognition of their tribal status. The recognition confers some benefits, including the right to label arts and crafts as Native American and permission to apply for grants that are specifically reserved for Native Americans. But gaining recognition as a tribe is extremely difficult; to be established as a tribal group, members have to submit extensive genealogical proof of tribal descent.


          Military defeat, cultural pressure, confinement on reservations, forced cultural assimilation, outlawing of native languages and culture, termination policies of the 1950s and 1960s and earlier, slavery, and poverty have had deleterious effects on Native Americans' mental and physical health. Contemporary health problems suffered disproportionately include alcoholism, heart disease, diabetes, and suicide.


          As recently as the 1970s, the Bureau of Indian Affairs was still actively pursuing a policy of "assimilation", dating at least to the Indian Citizenship Act of 1924. The goal of assimilation  plainly stated early on  was to eliminate the reservations and steer Native Americans into mainstream U.S. culture. In July 2000 the Washington state Republican Party adopted a resolution of termination for tribal governments. As of 2004, there are still claims of theft of Native American land for the coal and uranium it contains.


          In the state of Virginia, Native Americans face a unique problem. Virginia has no federally recognized tribes, largely due to Walter Ashby Plecker. In 1912, Plecker became the first registrar of the state's Bureau of Vital Statistics, serving until 1946. Plecker believed that the state's Native Americans had been "mongrelized" with its African American population. A law passed by the state's General Assembly recognized only two races, "white" and "colored". Plecker pressured local governments into reclassifying all Native Americans in the state as "colored", leading to the destruction of records on the state's Native American community.


          Maryland also has a non-recognized tribal nation  the Piscataway Indian Nation.
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          In order to receive federal recognition and the benefits it confers, tribes must prove their continuous existence since 1900. The federal government has so far refused to bend on this bureaucratic requirement. A bill currently before U.S. Congress to ease this requirement has been favorably reported out of a key Senate committee, being supported by both of Virginia's senators, George Allen and John Warner, but faces opposition in the House from Representative Virgil Goode, who has expressed concerns that federal recognition could open the door to gambling in the state.


          In the early 21st century, Native American communities remain an enduring fixture on the United States landscape, in the American economy, and in the lives of Native Americans. Communities have consistently formed governments that administer services like firefighting, natural resource management, and law enforcement. Most Native American communities have established court systems to adjudicate matters related to local ordinances, and most also look to various forms of moral and social authority vested in traditional affiliations within the community. To address the housing needs of Native Americans, Congress passed the Native American Housing and Self Determination Act (NAHASDA) in 1996. This legislation replaced public housing, and other 1937 Housing Act programs directed towards Indian Housing Authorities, with a block grant program directed towards Tribes.


          Gambling has become a leading industry. Casinos operated by many Native American governments in the United States are creating a stream of gambling revenue that some communities are beginning to use as leverage to build diversified economies. Native American communities have waged and prevailed in legal battles to assure recognition of rights to self-determination and to use of natural resources. Some of those rights, known as treaty rights, are enumerated in early treaties signed with the young United States government. Tribal sovereignty has become a cornerstone of American jurisprudence, and at least on the surface, in national legislative policies. Although many Native American tribes have casinos, they are a source of conflict. Most tribes, especially small ones such as the Winnemem Wintu of Redding, California, feel that casinos and their proceeds destroy culture from the inside out. These tribes refuse to participate in the gaming industry.


          On May 19, 2005, the Massachusetts legislature finally repealed a disused 330 year-old law that barred Native Americans from entering Boston.


          In August 2005, the National Collegiate Athletic Association (NCAA) banned the use of "hostile and abusive" Native American mascots from postseason tournaments. The use of Native American themed team names in U.S. professional sports is widespread and often controversial, with examples such as Chief Wahoo of the Cleveland Indians and the Washington Redskins.


          Conflicts between the federal government and native Americans occasionally erupt into violence. Perhaps one of the more noteworthy incidents in recent history is the Wounded Knee incident in small town of Wounded Knee, South Dakota. On February 27, 1973, the town was surrounded by federal law enforcement officials and the United States military. The town itself was under the control of members of the American Indian Movement which was protesting a variety of issues important to the organization. Two members of AIM were killed and one United States Marshal was paralyzed as a result of gunshot wounds. In the aftermath of the conflict, one man, Leonard Peltier was arrested and sentenced to life in prison while another, John Graham, as late as 2007, was extradited to the U.S. to stand trial for killing a Native American woman, months after the standoff, that he believed to be an FBI informant.


          Despite the ongoing political and social issues surrounding Native Americans' position in the United States, there has been relatively little public opinion research on attitudes toward them among the general public. In a 2007 focus group study by the nonpartisan Public Agenda organization, most non-Indians admitted they rarely encounter Native Americans in their daily lives. While sympathetic toward Native Americans and expressing regret over the past, most people had only a vague understanding of the problems facing Native Americans today. For their part, Native Americans told researchers that they believed they continued to face prejudice and mistreatment in the broader society.


          


          Blood Quanta


          Intertribal and interracial mixing was common among Native American tribes making it difficult to clearly identify which tribe an individual belonged to. Bands or entire tribes occasionally split or merged to form more viable groups in reaction to the pressures of climate, disease and warfare. A number of tribes practiced the adoption of captives into their group to replace their members who had been captured or killed in battle. These captives came from rival tribes and later from European settlers. Some tribes also sheltered or adopted white traders and runaway slaves and Native American-owned slaves. So a number of paths to genetic mixing existed.


          In later years, such mixing, however, proved an obstacle to qualifying for recognition and assistance from the U.S. federal government or for tribal money and services. To receive such support, Native Americans must belong to and be certified by a recognized tribal entity. This has taken a number of different forms as each tribal government makes its own rules while the federal government has its own set of standards. In many cases, qualification is based upon the percentage of Native American blood, or the "blood quanta" identified in an individual seeking recognition. To attain such certainty, some tribes have begun requiring genetic genealogy (DNA testing). Requirements for tribal certification vary widely. The Cherokee require only a descent from an Native American listed on the early 20th century Dawes Rolls while federal scholarships require enrollment in a federally recognized tribe as well as a Certificate of Degree of Indian Blood card showing at least a one-quarter Native American descent. Tribal rules regarding recognition of members with Native American blood from multiple tribes are equally diverse and complex.


          Tribal membership conflicts have led to a number of activist groups, legal disputes and court cases. One example are the Cherokee freedmen, who were descendants of slaves once owned by the Cherokees. The Cherokees had allied with the Confederate States of America in the American Civil War and, after the war, were forced by the federal government, in an 1866 treaty, to free their slaves and make them citizens. They were later disallowed as tribe members due to their not having "Indian blood". However, in March 2006, the Judicial Appeals Tribunal  the Cherokee Nation's highest court  ruled that Cherokee freedmen are full citizens of the Cherokee Nation. The court declared that the Cherokee freedmen retain citizenship, voting rights and other privileges despite attempts to keep them off the tribal rolls for not having identifiable "Indian" blood. In March 2007 the Freedmen were voted out of the Cherokee Nation of Oklahoma.


          In the 20th century, among white ethnic groups, it became popular to claim descent from an "American Indian princess", often a Cherokee. The prototypical "American Indian princess" was Pocahontas, and, in fact, descent from her is a frequent claim. However, the American Indian "princess" is a false concept, derived from the application of European concepts to Native Americans, as also seen in the naming of war chiefs as "kings". Descent from "Indian braves" is also sometimes claimed.


          This descent from Native Americans was seen as fashionable not only among whites claiming prestigious colonial descent but also among whites seeking to claim connection to groups with distinct folkways that would differentiate them from the mass culture. Large influxes of recent immigrants with unique social customs may have been partially an object of envy. Among African-Americans, the desire to be un-black was sometimes expressed in claims of Native American descent. Those passing as white might use the slightly more acceptable Native American ancestry to explain inconvenient details of their heritage.


          


          Cultural aspects


          Though cultural features, language, clothing, and customs vary enormously from one tribe to another, there are certain elements which are encountered frequently and shared by many tribes.


          Early hunter-gatherer tribes made stone weapons from around 10,000 years ago; as the age of metallurgy dawned, newer technologies were used and more efficient weapons produced. Prior to contact with Europeans, most tribes used similar weaponry. The most common implement were the bow and arrow, the war club, and the spear. Quality, material, and design varied widely.


          Large mammals like mammoths and mastodons were largely extinct by around 8,000 B.C., and the Native Americans switched to hunting other large game, such as bison. The Great Plains tribes were still hunting the bison when they first encountered the Europeans. The acquisition of the horse and horsemanship from the Spanish in the 17th century greatly altered the natives' culture, changing the way in which these large creatures were hunted and making them a central feature of their lives.


          


          Organization


          


          Gens structure


          Before the formation of tribal structure, a structure dominated by gentes existed.


          
            	The right of electing its sachem and chiefs.


            	The right of deposing its sachem and chiefs.


            	The obligation not to marry in the gens.


            	Mutual rights of inheritance of the property of deceased members.


            	Reciprocal obligations of help, defense, and redress of injuries.


            	The right of bestowing names upon its members.


            	The right of adopting strangers into the gens.


            	Common religious rights, query.


            	A common burial place.


            	A council of the gens.

          


          


          Tribal structure


          Subdivision and differentiation took place between various groups. Upwards of forty stock languages developed in North America, with each independent tribe speaking a dialect of one of those languages. Some functions and attributes of tribes are:


          
            	The possession of a territory and a name.


            	The exclusive possession of a dialect.


            	The right to invest sachems and chiefs elected by the gentes.


            	The right to depose these sachems and chiefs.


            	The possession of a religious faith and worship.


            	A supreme government consisting of a council of chiefs.


            	A head-chief of the tribe in some instances.

          


          


          Society and art
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          The Iroquois, living around the Great Lakes and extending east and north, used strings or belts called wampum that served a dual function: the knots and beaded designs mnemonically chronicled tribal stories and legends, and further served as a medium of exchange and a unit of measure. The keepers of the articles were seen as tribal dignitaries.


          Pueblo peoples crafted impressive items associated with their religious ceremonies. Kachina dancers wore elaborately painted and decorated masks as they ritually impersonated various ancestral spirits. Sculpture was not highly developed, but carved stone and wood fetishes were made for religious use. Superior weaving, embroidered decorations, and rich dyes characterized the textile arts. Both turquoise and shell jewelry were created, as were high-quality pottery and formalized pictorial arts.


          Navajo spirituality focused on the maintenance of a harmonious relationship with the spirit world, often achieved by ceremonial acts, usually incorporating sandpainting. The colorsmade from sand, charcoal, cornmeal, and pollendepicted specific spirits. These vivid, intricate, and colorful sand creations were erased at the end of the ceremony.


          


          Religion


          The most widespread religion at the present time is known as the Native American Church. It is a syncretistic church incorporating elements of native spiritual practice from a number of different tribes as well as symbolic elements from Christianity. Its main rite is the peyote ceremony. Prior to 1890, traditional religious beliefs included Wakan Tanka. In the American Southwest, especially New Mexico, a syncretism between the Catholicism brought by Spanish missionaries and the native religion is common; the religious drums, chants, and dances of the Pueblo people are regularly part of Masses at Santa Fe's Saint Francis Cathedral. Native American-Catholic syncretism is also found elsewhere in the United States. (e.g., the National Kateri Tekakwitha Shrine in Fonda, New York and the National Shrine of the North American Martyrs in Auriesville, New York).


          Native Americans are the only known ethnic group in the United States requiring a federal permit to practice their religion. The eagle feather law, (Title 50 Part 22 of the Code of Federal Regulations), stipulates that only individuals of certifiable Native American ancestry enrolled in a federally recognized tribe are legally authorized to obtain eagle feathers for religious or spiritual use. Native Americans and non-Native Americans frequently contest the value and validity of the eagle feather law, charging that the law is laden with discriminatory racial preferences and infringes on tribal sovereignty. The law does not allow Native Americans to give eagle feathers to non-Native Americans, a common modern and traditional practice. Many non-Native Americans have been adopted into Native American families, made tribal members and given eagle feathers.


          Many Native Americans would describe their religious practices as a form of spirituality, rather than religion, although in practice the terms may sometimes be used interchangeably.


          


          Native Americans and African Americans


          There were historical treaties between the European Colonists and the Native American tribes requesting the return of any runaway slaves. For example, in 1726, the British Governor of New York exacted a promise from the Iroquois to return all runaway slaves who had joined up with them. This same promise was extracted from the Huron Natives in 1764 and from the Delaware Natives in 1765. There are also numerous accounts of advertisements requesting the return of African Americans who had married Native Americans or who spoke a Native American language. Individuals in some tribes owned African slaves; however, other tribes incorporated African Americans, slave or freemen, into the tribe. This custom among the Seminoles was part of the reason for the Seminole Wars where the European Americans feared their slaves fleeing to the Natives. The Cherokee Freedmen and tribes such as the Lumbee in North Carolina include African American ancestors.


          After 1800, the Cherokees and some other tribes started buying and using black slaves, a practice they continued after being relocated to Indian Territory in the 1830s. The nature of slavery in Cherokee society often mirrored that of white slave-owning society. The law barred intermarriage of Cherokees and blacks, whether slave or free. Blacks who aided slaves were punished with one hundred lashes on the back. In Cherokee society, blacks were barred from holding office, bearing arms, and owning property, and it was illegal to teach blacks to read and write.


          


          Gender roles


          Most Native American tribes had traditional gender roles. In some tribes, such as the Iroquois nation, social and clan relationships were matrilinear and/or matriarchal, although several different systems were in use. One example is the Cherokee custom of wives owning the family property. Men hunted, traded and made war, while women cared for the young and the elderly, fashioned clothing and instruments and cured meat. The cradle board was used by mothers to carry their baby while working or traveling. However, in some (but not all) tribes a kind of transgender was permitted; see Two-Spirit.


          At least several dozen tribes allowed polygyny to sisters, with procedural and economic limits.


          Apart from making home, women had many tasks that were essential for the survival of the tribes. They made weapons and tools, took care of the roofs of their homes and often helped their men hunt buffalos. In some of the Plains Indian tribes there reportedly were medicine women who gathered herbs and cured the ill.


          In some of these tribes girls were also encouraged to learn to ride and fight. Though fighting was mostly left to the boys and men, there had been cases of women fighting alongside them, especially when the existence of the tribe was threatened.


          


          Music and art
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              Mystic River Singers performing at a pow wow in 1998.
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          Native American music is almost entirely monophonic, but there are notable exceptions. Traditional Native American music often includes drumming and/or the playing of rattles or other percussion instruments but little other instrumentation. Flutes and whistles made of wood, cane, or bone are also played, generally by individuals, but in former times also by large ensembles (as noted by Spanish conquistador de Soto). The tuning of these flutes is not precise and depends on the length of the wood used and the hand span of the intended player, but the finger holes are most often around a whole step apart and, at least in Northern California, a flute was not used if it turned out to have an interval close to a half step.


          Performers with Native American parentage have occasionally appeared in American popular music, such as Tina Turner, Rita Coolidge, Wayne Newton, Gene Clark, Tori Amos and Redbone (band). Some, such as John Trudell have used music to comment on life in Native America, and others, such as R. Carlos Nakai integrate traditional sounds with modern sounds in instrumental recordings. A variety of small and medium-sized recording companies offer an abundance of recent music by Native American performers young and old, ranging from pow-wow drum music to hard-driving rock-and-roll and rap.
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          The most widely practiced public musical form among Native Americans in the United States is that of the pow-wow. At pow-wows, such as the annual Gathering of Nations in Albuquerque, New Mexico, members of drum groups sit in a circle around a large drum. Drum groups play in unison while they sing in a native language and dancers in colorful regalia dance clockwise around the drum groups in the center. Familiar pow-wow songs include honour songs, intertribal songs, crow-hops, sneak-up songs, grass-dances, two-steps, welcome songs, going-home songs, and war songs. Most indigenous communities in the United States also maintain traditional songs and ceremonies, some of which are shared and practiced exclusively within the community.


          Native American art comprises a major category in the world art collection. Native American contributions include pottery, paintings, jewelry, weavings, sculptures, basketry, and carvings.


          Artists have at times misrepresented themselves as having native parentage, most notably Johnny Cash, who traced his heritage to Scottish ancestors and admitted he fabricated a story that he was one-quarter Cherokee. The integrity of certain Native American artworks is now protected by an act of Congress that prohibits representation of art as Native American when it is not the product of an enrolled Native American artist.


          


          Traditional economy


          The Inuit, or Eskimo, prepared and buried large amounts of dried meat and fish. Pacific Northwest tribes crafted seafaring dugouts 4050 feet long for fishing. Farmers in the Eastern Woodlands tended fields of maize with hoes and digging sticks, while their neighbors in the Southeast grew tobacco as well as food crops. On the Plains, some tribes engaged in agriculture but also planned buffalo hunts in which herds were efficiently driven over bluffs. Dwellers of the Southwest deserts hunted small animals and gathered acorns to grind into flour with which they baked wafer-thin bread on top of heated stones. Some groups on the region's mesas developed irrigation techniques, and filled storehouses with grain as protection against the area's frequent droughts.


          As these native peoples encountered European explorers and settlers and engaged in trade, they exchanged food, crafts, and furs for trinkets, blankets, iron, and steel implements, horses, firearms, and alcoholic beverage


          


          Depictions by Europeans and Americans


          Native Americans have been depicted by American artists in various ways at different historical periods. During the period when America was first being colonized, in the fifteenth and sixteenth centuries, the artist John White made watercolors and engravings of the people native to the southeastern states. John Whites images were, for the most part, faithful likenesses of the people he observed. Later the artist Theodore de Bry used Whites original watercolors to make a book of engravings entitled, A briefe and true report of the new found land of Virginia. In his book, de Bry often altered the poses and features of Whites figures to make them appear more European, probably in order to make his book more marketable to a European audience. During the period that White and de Bry were working, when Europeans were first coming into contact with native Americans, there was a large interest and curiosity in native American cultures by Europeans, which would have created the demand for a book like de Brys.


          Several centuries later, during the construction of the Capitol building in the early nineteenth century, the U.S. government commissioned a series of four relief panels to crown the doorway of the Rotunda. The reliefs encapsulate a vision of European--Native American relations that had assumed mythicohistorical proportions by the nineteenth century. The four panels depict: The Preservation of Captain Smith by Pocahontas (1825) by Antonio Capellano, The Landing of the Pilgrims (1825) and The Conflict of Daniel Boone and the Indians (1826-27) by Enrico Causici, and William Penns Treaty with the Indians (1827) by Nicholas Gevelot. The reliefs present idealized versions of the Europeans and the native Americans, in which the Europeans appear refined and gentile, and the natives appear ferocious and savage. The Whig representative of Virginia, Henry A. Wise, voiced a particularly astute summary of how Native Americans would read the messages contained in all four reliefs: We give you corn, you cheat us of our lands: we save your life, you take ours.


          While many nineteenth century images of native Americans conveyed similarly negative messages, there were artists, such as Charles Bird King, who sought to express a more positive image of the native Americans as noble savages.


          


          Terminology differences


          It is a common mistake to believe when Christopher Columbus arrived in the " New World", he described the people he encountered as Indians because he believed that he had reached the Indies, the original destination of his voyage. This is false. The term "Indian" comes from Christopher Columbus, but it wasn't because he thought he reached India. The region of the Indian subcontinent where India now lies was referred to as Hindustan. Christopher Columbus called the Native Americans "Indians" because in the language Columbus spoke (Genoese Italian & crude Spanish/Portuguese), "In Deos" meant "From God". Columbus saw the Native Americans as beautiful creatures delivered to Earth from God.


          


          Common usage in the United States


          The term Native American was originally introduced in the United States by anthropologists as a more accurate term for the indigenous people of the Americas, as distinguished from the people of India. Because of the widespread acceptance of this newer term in and outside of academic circles, some people believe that Indians is outdated or offensive. People from India (and their descendants) who are citizens of the United States are known as Indian Americans.


          Criticism of the neologism Native American, however, comes from diverse sources. Some American Indians have misgivings about the term Native American. Russell Means, a famous American Indian activist, opposes the term Native American because he believes it was imposed by the government without the consent of American Indians. Furthermore, some American Indians question the term Native American because, they argue, it serves to ease the conscience of "white America" with regard to past injustices done to American Indians by effectively eliminating "Indians" from the present. Still others (both Indians and non-Indians) argue that Native American is problematic because "native of" literally means "born in," so any person born in the Americas could be considered "native". However, very often the compound "Native American" will be capitalized in order to differentiate this intended meaning from others. Likewise, "native" (small 'n') can be further qualified by formulations such as "native-born" when the intended meaning is only to indicate place of birth or origin.


          A 1996 survey revealed that more American Indians in the United States still preferred American Indian to Native American. Nonetheless, most American Indians are comfortable with Indian, American Indian, and Native American, and the terms are now used interchangeably. The continued usage of the traditional term is reflected in the name chosen for the National Museum of the American Indian, which opened in 2004 in Washington, D.C..


          Recently, the U.S. Census introduced the "Asian Indian" category to more accurately sample the Indian American population.


          


          State percentages


          As of 2005 Census estimates, 1.0 percent of the US population is of American Indian and Alaska Native descent. This population is unevenly distributed across the country, with Alaska and New Mexico boasting double digit native populations while in five states they constitute only 0.2% of the population.


          
            
              	Alaska 16%


              	New Mexico 10.2%


              	South Dakota 8.8%


              	Oklahoma 8.1%


              	Montana 6.5%


              	North Dakota 5.3%


              	Arizona 5.1%


              	Wyoming 2.7%


              	Washington 1.7%


              	Idaho 1.4%


              	Nevada 1.4%


              	Oregon 1.4%


              	Utah 1.3%


              	North Carolina 1.3%


              	Minnesota 1.2%


              	California 1.2%


              	Colorado 1.1%


              	Wisconsin 0.9%


              	Kansas 0.9%


              	Nebraska 0.9%


              	Texas 0.7%


              	Arkansas 0.7%


              	Maine 0.6%


              	Rhode Island 0.6%


              	Michigan 0.6%


              	Louisiana 0.6%


              	New York 0.5%


              	Alabama 0.5%


              	Vermont 0.4%


              	South Carolina 0.4%


              	Missouri 0.4%


              	Mississippi 0.4%


              	Delaware 0.4%


              	Florida 0.4%


              	Virginia 0.3%


              	District of Columbia 0.3%


              	Connecticut 0.3%


              	New Jersey 0.3%


              	Maryland 0.3%


              	Iowa 0.3%


              	Massachusetts 0.3%


              	Indiana 0.3%


              	Tennessee 0.3%


              	Illinois 0.3%


              	Hawaii 0.3% Native Hawaiian 9%


              	Georgia 0.3%


              	Kentucky 0.2%


              	New Hampshire 0.2%


              	Ohio 0.2%


              	Pennsylvania 0.2%


              	West Virginia 0.2%
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          The North Atlantic Treaty Organization (NATO); French: Organisation du Trait de l'Atlantique Nord (OTAN); (also called the North Atlantic Alliance, the Atlantic Alliance, or the Western Alliance) is a military alliance established by the signing of the North Atlantic Treaty on 4 April 1949. With headquarters in Brussels, Belgium, the organization established a system of collective defence whereby its member states agree to mutual defence in response to an attack by any external party.


          


          Beginnings


          The Treaty of Brussels, signed on the 17 March 1948 by Belgium, the Netherlands, Luxembourg, France, and the United Kingdom, is considered the precursor to the NATO agreement. This treaty established a military alliance, later to become the Western European Union. However, American participation was thought necessary in order to counter the military power of the Soviet Union, and therefore talks for a new military alliance began almost immediately.


          These talks resulted in the North Atlantic Treaty, which was signed in Washington, D.C. on 4 April 1949. It included the five Treaty of Brussels states, as well as the United States, Canada, Portugal, Italy, Norway, Denmark and Iceland. Three years later, on 18 February 1952, Greece and Turkey also joined.


          
            
              	

              	The Parties of NATO agreed that an armed attack against one or more of them in Europe or North America shall be considered an attack against them all. Consequently they agree that, if such an armed attack occurs, each of them, in exercise of the right of individual or collective self-defence will assist the Party or Parties being attacked, individually and in concert with the other Parties, such action as it deems necessary, including the use of armed force, to restore and maintain the security of the North Atlantic area.

              	
            

          


          "Such action as it deems necessary, including the use of armed force" does not necessarily mean that other member states will respond with military action against the aggressor(s). Rather they are obliged to respond, but maintain the freedom to choose how they will respond. This differs from Article IV of the Treaty of Brussels (which founded the Western European Union) which clearly states that the response must include military action. It is however often assumed that NATO members will aid the attacked member militarily. Further, the article limits the organization's scope to Europe and North America, which explains why the invasion of the British Falkland Islands did not result in NATO involvement.


          In 1954, the Soviet Union suggested that it should join NATO to preserve peace in Europe. The NATO countries ultimately rejected this proposal.


          The incorporation of West Germany into the organization on 9 May 1955 was described as "a decisive turning point in the history of our continent" by Halvard Lange, Foreign Minister of Norway at the time. Indeed, one of its immediate results was the creation of the Warsaw Pact, signed on 14 May 1955 by the Soviet Union and its satellite states, as a formal response to this event, thereby delineating the two opposing sides of the Cold War.


          The unity of NATO was breached early on in its history, with a crisis occurring during Charles de Gaulle's presidency of France from 1958 onward. De Gaulle protested the United States' hegemonic role in the organization and what he perceived as a special relationship between the United States and the United Kingdom. In a memorandum sent to President Dwight D. Eisenhower and Prime Minister Harold Macmillan on 17 September 1958, he argued for the creation of a tripartite directorate that would put France on an equal footing with the United States and the United Kingdom, and also for the expansion of NATO's coverage to include geographical areas of interest to France, most notably Algeria, where France was waging a counter-insurgency and sought NATO assistance.


          Considering the response given to be unsatisfactory, de Gaulle began to build an independent defence for his country. On 11 March 1959, France withdrew its Mediterranean fleet from NATO command; three months later, in June 1959, de Gaulle banned the stationing of foreign nuclear weapons on French soil. This caused the United States to transfer two hundred military aircraft out of France and return control of the ten major air force bases that had operated in France since 1950 to the French by 1967. The last of these was the Toul-Rosires Air Base, home of the 26th Tactical Reconnaissance Wing, which was relocated to Ramstein Air Base in West Germany.


          In the meantime, France had initiated an independent nuclear deterrence programme, spearheaded by the " Force de frappe" ("Striking force"). France tested its first nuclear weapon, Gerboise Bleue, on 13 February 1960, in (what was then) French Algeria.


          Though France showed solidarity with the rest of NATO during the Cuban missile crisis in 1962, de Gaulle continued his pursuit of an independent defence by removing France's Atlantic and Channel fleets from NATO command. In 1966, all French armed forces were removed from NATO's integrated military command, and all non-French NATO troops were asked to leave France. This withdrawal forced the relocation of the Supreme Headquarters Allied Powers Europe (SHAPE) from Paris to Casteau, north of Mons, Belgium, by 16 October 1967. France remained a member of the alliance, and committed to the defense of Europe from possible Soviet attack with its own forces stationed in the Federal Republic of Germany throughout this period. France rejoined NATO's Military Committee in 1995, and has since intensified working relations with the military structure. France has not, however, rejoined the integrated military command and no non-French NATO troops are allowed to be based on its soil. The policies of current French President Nicolas Sarkozy appear to be aimed at eventual re-integration.


          The creation of NATO necessitated the standardisation of military technology and unified strategy, through Command, Control and Communications centres (aka C4ISTAR). The STANAG (Standardisation Agreement) insured such coherence. Hence, the 7.6251 NATO rifle cartridge was introduced in the 1950s as a standard firearm cartridge among many NATO countries. Fabrique Nationale's FAL became the most popular 7.62 NATO rifle in Europe and served into the early 1990s. Also, aircraft marshalling signals were standardised, so that any NATO aircraft could land at any NATO base.


          


          Dtente


          During most of the duration of the Cold War, NATO maintained a holding pattern with no actual military engagement as an organization. On 1 July 1968, the Nuclear Non-Proliferation Treaty opened for signature: NATO argued that its nuclear weapons sharing arrangements did not breach the treaty as U.S. forces controlled the weapons until a decision was made to go to war, at which point the treaty would no longer be controlling. Few states knew of the NATO nuclear sharing arrangements at that time, and they were not challenged.


          On 30 May 1978, NATO countries officially defined two complementary aims of the Alliance, to maintain security and pursue dtente. This was supposed to mean matching defences at the level rendered necessary by the Warsaw Pact's offensive capabilities without spurring a further arms race.


          However, on 12 December 1979, in light of a build-up of Warsaw Pact nuclear capabilities in Europe, ministers approved the deployment of U.S. Cruise and Pershing II theatre nuclear weapons in Europe. The new warheads were also meant to strengthen the western negotiating position in regard to nuclear disarmament. This policy was called the Dual Track policy. Similarly, in 198384, responding to the stationing of Warsaw Pact SS-20 medium-range missiles in Europe, NATO deployed modern Pershing II missiles able to reach Moscow within minutes. This action led to peace movement protests throughout Western Europe.


          The membership of the organization in this time period likewise remained largely static. In 1974, as a consequence of the Turkish invasion of Cyprus, Greece withdrew its forces from NATO's military command structure, but, with Turkish cooperation, were readmitted in 1980. On 30 May 1982, NATO gained a new member when, following a referendum, the newly democratic Spain joined the alliance.


          In November 1983, NATO manoeuvres simulating a nuclear launch caused panic in the Kremlin. The Soviet leadership, led by ailing General Secretary Yuri Andropov, became concerned that the manoeuvres, codenamed Able Archer 83, were the beginnings of a genuine first strike. In response, Soviet nuclear forces were readied and air units in Eastern Germany and Poland were placed on alert. Though at the time written off by U.S. intelligence as a propaganda effort, many historians now believe that the Soviet fear of a NATO first strike was genuine.


          


          Post-Cold War


          The end of the Cold War and the dissolution of the Warsaw Pact in 1991 removed the de facto main adversary of NATO. This caused a strategic re-evaluation of NATO's purpose, nature and tasks. In practice this ended up entailing a gradual (and still ongoing) expansion of NATO to Eastern Europe, as well as the extension of its activities to areas that had not formerly been NATO concerns. The first post-Cold War expansion of NATO came with the reunification of Germany on 3 October 1990, when the former East Germany became part of the Federal Republic of Germany and the alliance. This had been agreed in the Two Plus Four Treaty earlier in the year. To secure Soviet approval of a united Germany remaining in NATO, it was agreed that foreign troops and nuclear weapons would not be stationed in the east, and also that NATO would never expand further east.


          On 28 February 1994, NATO also took its first military action, shooting down four Bosnian Serb aircraft violating a U.N.-mandated no-fly zone over central Bosnia and Herzegovina. Operation Deny Flight, the no-fly-zone enforcement mission, had began a year before, on 12 April 1993, and was to continue until 20 December 1995. NATO air strikes that year helped bring the war in Bosnia to an end, resulting in the Dayton Agreement.


          Between 1994 and 1997, wider forums for regional cooperation between NATO and its neighbours were set up, like the Partnership for Peace, the Mediterranean Dialogue initiative and the Euro-Atlantic Partnership Council. On 8 July 1997, three former communist countries, Hungary, the Czech Republic, and Poland, were invited to join NATO, which finally happened in 1999.


          On 24 March 1999, NATO saw its first broad-scale military engagement in the Kosovo War, where it waged an 11-week bombing campaign against what was then the Federal Republic of Yugoslavia. A formal declaration of war never took place. Yugoslavia referred to the Kosovo War as military aggression, as being undeclared and contravening the UN Charter. The conflict ended on 11 June 1999, when Yugoslavian leader Slobodan Miloević agreed to NATOs demands by accepting UN resolution 1244. NATO then helped establish the KFOR, a NATO-led force under a United Nations mandate that operated the military mission in Kosovo.


          Debate concerning NATO's role and the concerns of the wider international community continued throughout its expanded military activities: The United States opposed efforts to require the U.N. Security Council to approve NATO military strikes, such as the ongoing action against Yugoslavia, while France and other NATO countries claimed the alliance needed U.N. approval. American officials said that this would undermine the authority of the alliance, and they noted that Russia and China would have exercised their Security Council vetoes to block the strike on Yugoslavia. In April 1999, at the Washington summit, a German proposal that NATO adopt a no-first-use nuclear strategy was rejected.


          


          After the September 11 attacks


          The expansion of the activities and geographical reach of NATO grew even further as an outcome of the September 11 attacks. These caused as a response the provisional invocation (on September 12) of the collective security of NATO's charterArticle 5 which states that any attack on a member state will be considered an attack against the entire group of members. The invocation was confirmed on 4 October 2001 when NATO determined that the attacks were indeed eligible under the terms of the North Atlantic Treaty. The eight official actions taken by NATO in response to the attacks included the first two examples of military action taken in response to an invocation of Article 5: Operation Eagle Assist and Operation Active Endeavour.


          Despite this early show of solidarity, NATO faced a crisis little more than a year later, when on 10 February 2003, France and Belgium vetoed the procedure of silent approval concerning the timing of protective measures for Turkey in case of a possible war with Iraq. Germany did not use its right to break the procedure but said it supported the veto.


          On the issue of Afghanistan on the other hand, the alliance showed greater unity: On 16 April 2003 NATO agreed to take command of the International Security Assistance Force (ISAF) in Afghanistan. The decision came at the request of Germany and the Netherlands, the two nations leading ISAF at the time of the agreement, and all 19 NATO ambassadors approved it unanimously. The handover of control to NATO took place on 11 August, and marked the first time in NATOs history that it took charge of a mission outside the north Atlantic area. Canada had originally been slated to take over ISAF by itself on that date.


          In January 2004, NATO appointed Minister Hikmet etin, of Turkey, as the Senior Civilian Representative (SCR) in Afghanistan. Minister Cetin is primarily responsible for advancing the political-military aspects of the Alliance in Afghanistan.


          On 31 July 2006, a NATO-led force, made up mostly of troops from Canada, Great Britain, Turkey and the Netherlands, took over military operations in the south of Afghanistan from a U.S.-led anti-terrorism coalition.


          


          Expansion and restructuring
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          New NATO structures were also formed while old ones were abolished: The NATO Response Force (NRF) was launched at the 2002 Prague Summit on 21 November. On 19 June 2003, a major restructuring of the NATO military commands began as the Headquarters of the Supreme Allied Commander, Atlantic were abolished and a new command, Allied Command Transformation (ACT), was established in Norfolk, Virginia, USA, and the Supreme Headquarters Allied Powers Europe (SHAPE) became the Headquarters of Allied Command Operations (ACO). ACT is responsible for driving transformation (future capabilities) in NATO, whilst ACO is responsible for current operations.


          Membership went on expanding with the accession of seven more Northern European and Eastern European countries to NATO: Estonia, Latvia and Lithuania (see Baltic Air Policing) and also Slovenia, Slovakia, Bulgaria, and Romania. They were first invited to start talks of membership during the 2002 Prague Summit, and joined NATO on 29 March 2004, shortly before the 2004 Istanbul Summit.


          A number of other countries have also expressed a wish to join the alliance, including Albania, Croatia, Republic of Macedonia, Georgia, Montenegro and Ukraine. Representatives of the 26 legislatures of NATO agreed to the accession of Croatia, Macedonia, and Albania and invite them to join NATO at the April 2008 summit.


          From the Russian point of view, NATO's eastward expansion since the end of the Cold War has been in clear breach of an agreement between Soviet leader Mikhail Gorbachev and U.S. President George H. W. Bush which allowed for a peaceful unification of Germany. NATO's expansion policy is seen as a continuation of a Cold War attempt to surround and isolate Russia.


          The 2006 NATO summit was held in Riga, Latvia, which had joined the Atlantic Alliance two years earlier. It is the first NATO summit to be held in a country that was part of the Soviet Union, and the second one in a former COMECON country (after the 2002 Prague Summit). Energy Security was one of the main themes of the Riga Summit. In 2008, Bucharest, Romania is scheduled in April to hold the NATO Summit.


          


          ISAF


          In August 2003, NATO commenced its first mission ever outside Europe when it assumed control over International Security Assistance Force (ISAF) in Afghanistan. However, some critics feel that national caveats or other restrictions undermine the efficiency of ISAF. For instance, political scientist Joseph Nye stated in a 2006 article that "many NATO countries with troops in Afghanistan have "national caveats" that restrict how their troops may be used. While the Riga summit relaxed some of these caveats to allow assistance to allies in dire circumstances, Britain, Canada, the Netherlands, and the U.S. are doing most of the fighting in southern Afghanistan, while French, German, and Italian troops are deployed in the quieter north. At the hands of the escalation of the fighting, France has recently accepted to redeploy its bombers in the south to help the other countries. It is difficult to see how NATO can succeed in stabilizing Afghanistan unless it is willing to commit more troops and give commanders more flexibility." If these caveats were to be eliminated, it is argued that this could help NATO to succeed.


          


          NATO missile defence talks controversy


          For some years, the United States negotiated with Poland and the Czech Republic for the deployment of interceptor missiles and a radar tracking system in the two countries. Both countries' governments indicated that they would allow the deployment. The proposed American missile defence site in Central Europe is believed to be fully operational in 2015 and would be capable of covering most of Europe except part of Romania plus Bulgaria, Greece and Turkey.


          In April 2007, NATO's European allies called for a NATO missile defence system which would complement the American National Missile Defense system to protect Europe from missile attacks and NATO's decision-making North Atlantic Council held consultations on missile defence in the first meeting on the topic at such a senior level.


          In response, Russian president Vladimir Putin claimed that such a deployment could lead to a new arms race and could enhance the likelihood of mutual destruction. He also suggested that his country should freeze its compliance with the 1990 Treaty on Conventional Armed Forces in Europe (CFE)which limits military deployments across the continentuntil all NATO countries had ratified the adapted CFE treaty.


          Secretary General Jaap de Hoop Scheffer said the system would not affect strategic balance or threaten Russia, as the plan is to base only 10 interceptor missiles in Poland with an associated radar in the Czech Republic.


          On July 14, Russia notified its intention to suspend the CFE treaty, effective 150 days later.


          


          Membership


          There are currently 26 members within NATO (out of which 21 are EU members).


          
            
              	Date

              	Country

              	Expansion

              	Notes
            


            
              	April 4, 1949

              	[image: Flag of Belgium]Belgium

              	Founders

              	
            


            
              	[image: Flag of Canada]Canada
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              	France withdrew from the integrated military command in 1966. From then it had remained solely a member of NATO's political structure. Its forces have not rejoined the military command.
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              	Iceland, the sole member that does not have its own standing army, joined on the condition that they would not be expected to establish one. However, it has a Coast Guard and has recently provided troops trained in Norway for NATO peacekeeping.
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              	First

              	Greece withdrew its forces from NATOs military command structure from 1974 to 1980 as a result of Greco-Turkish tensions following the 1974 Turkish invasion of Cyprus.
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              	Second

              	(as West Germany; Saarland reunited with it in 1957 and the territory of the former German Democratic Republic reunited with it on 3 October 1990)
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          Future membership


          Article X of the North Atlantic Treaty makes it possible that non-member states join NATO:


          
            
              	

              	The Parties may by unanimous agreement, invite any other European State in a position to further the principles of this Treaty and to contribute to the security of the North Atlantic area to accede to this Treaty. Any State so invited may become a Party to the Treaty by depositing its instrument of accession with the Government of the United States of America. The Government of the United States of America will inform each of the Parties of the deposit of each such instrument of accession.

              	
            

          


          Note that this article poses two general limits to non-member states: (1) only European states are eligible for membership and (2) these states need the approval of all the existing member states. The second criterion means that every member state can put some criteria forward that have to be attained. In practice, NATO formulates in most cases a common set of criteria, but for instance in the case of Cyprus, Turkey blocks Cyprus' wish to be able to apply for membership as long as the Cyprus dispute is not resolved.


          


          Membership Action Plan


          As a procedure for nations wishing to join NATO, a mechanism called Membership Action Plan (MAP) was approved in the Washington Summit of 1999. A country's participation in MAP entails the annual presentation of reports concerning its progress on five different measures:


          
            	Willingness to settle international, ethnic or external territorial disputes by peaceful means, commitment to the rule of law and human rights, and democratic control of armed forces


            	Ability to contribute to the organization's defence and missions


            	Devotion of sufficient resources to armed forces to be able to meet the commitments of membership


            	Security of sensitive information, and safeguards ensuring it


            	Compatibility of domestic legislation with NATO cooperation

          


          NATO provides feedback as well as technical advice to each country and evaluates its progress on an individual basis.


          NATO is also unlikely to invite countries such as the Ireland, Sweden, Finland, Austria and Switzerland, where popular opinions do not support NATO membership. NATO officially recognizes the policy of neutrality practised in these countries, and does not consider the failure to set a goal for NATO membership as a sign of distrust.


          
            
              	Country

              	Partnership for Peace

              	Individual Partnership Action Plan

              	NATO membership declared as goal

              	Intensified Dialogue

              	Membership Action Plan

              	NATO membership
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          Debate about membership


          


          Croatia


          The Croatian government considers NATO membership a top priority,. However, although a 2003 opinion poll showed that about 60% of Croatians were in favour of NATO membership. the support for membership declined after 2003 dropping to only 29% in 2006. In 2007 it increased somewhat.. For the time being it is not clear how Croatia will make the final decision about the membership i.e. will an act of parliament suffice or should a referendum be held. On 23 March 2007 the Croatian president Stjepan Mesić, Prime minister Ivo Sanader and President of parliament Vladimir eks declared that Croatian constitution does not call for a referendum on this issue. In 2006 the Croatian government was planning to start a media campaign to promote the benefits of membership. A May 2007 poll commissioned by the government showed that NATO membership was backed by 52% of the population (9 points up from March) and 25% was against.


          Recently a newspaper report suggested that a Slovenian military air base in Cerklje ob Krki, a town near the Croatian border, would be transformed into a NATO base. When in 2010 the base becomes operational the military planes stationed there will have to use Croatian air space. Local inhabitants and environmentalists from both sides of the border have been expressing their concerns about this plan.


          On 4 January 2008 Croatian Prime minister Ivo Sanader reached a coalition agreement with partners from HSS and HSLS to form a new government. According to a provision of the said agreement Croatia's entry into NATO will not be decided on a referendum .


          


          Bosnia and Herzegovina


          Bosnia and Herzegovina expects to be invited to the Membership Action Plan at the 2008 Bucharest Summit and to join NATO between 2012 and 2015.


          


          Finland


          Finland is participating in nearly all sub-areas of the Partnership for Peace programme, and has provided peacekeeping forces to the Afghanistan and Kosovo missions. Polls in Finland indicate that the public is strongly against NATO membership and the possibility of Finland's membership in NATO was one of the most important issues debated in relation to the Finnish presidential election of 2006.


          The main contester of the presidency, Sauli Niinist of the National Coalition Party, supported Finland joining a "more European" NATO. Fellow right-winger Henrik Lax of the Swedish People's Party likewise supported the concept. On the other side, president Tarja Halonen of the Social Democratic Party opposed changing the status quo, as did most other candidates in the election. Her victory and re-election to the post of president has currently put the issue of a NATO membership for Finland on hold for at least the duration of her term. Finland could however change its official position on NATO membership after the new E.U. treaty clarifies if there will be any new E.U.level defence deal, but in the meantime Helsinki's defence ministry is pushing to join NATO and its army is making technical preparations for membership, stating that it would increase Finland's security.


          Other political figures of Finland who have weighed in with opinions include former President of Finland Martti Ahtisaari who has argued that Finland should join all the organizations supported by other Western democracies in order "to shrug off once and for all the burden of Finlandisation". An ex-president, Mauno Koivisto, opposes the idea, arguing that NATO membership would ruin Finland's relations with Russia.


          


          Montenegro


          Montenegro joined the PFP programme at the 2006 Riga Summit. In November of 2007, Montenegro signed a transit agreement with NATO, allowing the alliance's troops to move across the country. Montenegro then signed an agreement with the United States, in which Montenegro will destroy its outdated weaponry as a precondition for NATO membership. In late 2007, Montenegro's Defence Minister Boro Vučinić said that Montenegro would intensify its accession to the alliance after the 2008 Bucharest summit. Montenegro has received support for its membership from many NATO countries, including Romania and Turkey.


          Nearly all present political currents support NATO admission. The exceptions include the Serb List political alliance which cites the NATO 1999 bombing campaign of the then Federal Republic of Yugoslavia and opposes recognition of independence of neighbouring Kosovo, as well as the Liberal Party of Montenegro which favors military neutrality to the type of Iceland. According to an October 2007 poll, 32.4% of Montenegrins are in support of NATO membership, 40.7% are opposed and 26.9% are without opinion.


          



          


          Serbia


          During the 2006 Riga Summit Serbia joined the PFP programme. While this programme is often the first step towards full NATO membership, it is uncertain whether Serbia perceives it an intent to join the alliance (NATO fought Bosnian-Serbian forces during the Bosnia war and Serbia during the 1999 Kosovo conflict). An overwhelming Serbian majority opposes NATO membership. Recently the DS party of Serbia which is seen as overwhelmingly pro-EU has given hints that it is also wished to integrate the country into NATO. Although they remain silent on the issue most of the time (so as not to lose popularity) it is facing a problem from its coalition partners DSS and NS which are diametrically opposed to NATO membership. Recently these parties have begun verbal attacks on NATO for its presence in the Serbian province of Kosovo accusing them of establishing a NATO state, governed from Camp Bondsteel. As of now Serbia does not intend to join NATO and the idea has been shelved as a low priority in the Serbian governments plans.


          A September 2007 poll showed that 28% of Serbian citizens supported NATO membership, with 58% supporting the Partnership for Peace. The DS party is taking an incredible risk to its popularity in the case of supporting NATO membership. Its confrontation with DSS will directly affect the two party's popularity. The Serbian Ministry of Defense and the Serbian President are both from the DS party while the Prime Minister is of the DSS.


          


          Sweden


          In 1949 Sweden elected not to join NATO and declared a security policy aiming for: non-alignment in peace, neutrality in war. A modified version now states: non-alignment in peace for possible neutrality in war. This position was maintained without much discussion during the Cold War. The Swedish government decided not to participate in the membership of NATO because they wanted a neutral position in war status. Since the 1990s however there has been an active debate in Sweden on the question of NATO membership in the post-Cold War world. While the governing parties in Sweden have opposed membership, they have participated in NATO-led missions in Bosnia ( IFOR and SFOR), Kosovo ( KFOR) and Afghanistan ( ISAF).


          The Swedish Centre Party and Social Democratic party have remained in favour of non-alignment. This view is shared by Green and Left parties in Sweden (The Left was in favour of joining the Warsawpact). The Moderate Party and the Liberal party lean toward NATO membership.


          These ideological divides were visible again in November 2006 when Sweden could either buy two new transport planes or join NATO's plane pool, and in December 2006, when Sweden was invited to join the NATO Response Force.


          A 2005 poll indicated that more Swedes were opposed to NATO membership than there were supporters (46% against, 22% for).


          


          Ukraine


          Ukraine Defence Minister Anatoliy Hrytsenko declared that Ukraine would have an Action Plan on NATO membership by the end of March 2006, to begin implementation by September 2006. A final decision concerning Ukraine's membership in NATO is expected to be made in 2008, with full membership possible by 2010.


          The idea of Ukrainian membership in NATO has gained support from a number of NATO leaders, including President Traian Băsescu of Romania and president Ivan Gaparovič of Slovakia. The Deputy Foreign Minister of Russia, Alexander Grushko, announced however that NATO membership for Ukraine was not in Russia's best interests and wouldn't help the relations of the two countries.


          Currently a majority of Ukrainian citizens oppose NATO membership, independently of their respective political views and beliefs. Protests have taken place by opposition blocs against the idea, and petitions signed urging the end of relations with NATO. Former Prime Minister Yuriy Yekhanurov has indicated Ukraine will not enter NATO as long as the public continues opposing the move. Plans for membership were shelved on 14 September 2006 due to the overwhelming disapproval of NATO membership. Currently the Ukrainian Government started an information campaign, aimed at informing the Ukrainian people about the consequences of membership. The likelihood of a referendum regarding membership is growing.


          


          Cooperation with non-member states
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          Euro-Atlantic Partnership


          A double framework has been established to help further co-operation between the 26 NATO members and 23 "partner countries".


          
            	The Partnership for Peace (PfP) programme was established in 1994 and is based on individual bilateral relations between each partner country and NATO: each country may choose the extent of its participation. The PfP programme is considered the operational wing of the Euro-Atlantic Partnership.


            	The Euro-Atlantic Partnership Council (EAPC) on the other hand was first established on 29 May 1997, and is a forum for regular coordination, consultation and dialogue between all 49 participants.

          


          The 23 partner countries are the following:


          
            
              	
                
                  	Former Soviet republics:

                


                
                  	
                    
                      	[image: Flag of Uzbekistan]Uzbekistan

                    

                  

                

              

              	
                
                  	Countries that (though militarily neutral) possessed capitalist economies during the Cold War:
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                  	Nations that (though militarily neutral) possessed socialist economies during the Cold War:
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          Individual Partnership Action Plans


          Launched at the November 2002 Prague Summit, Individual Partnership Action Plans (IPAPs) are open to countries that have the political will and ability to deepen their relationship with NATO.


          Currently IPAPs are in implementation with the following countries:
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          Intensified Dialogue


          Intensified Dialogue with NATO is viewed as a stage before being invited to enter the alliance Membership Action Plan (MAP), while the latter should eventually lead to NATO membership.


          Countries currently engaged in an Intensified Dialogue with NATO:
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          Mediterranean Dialogue


          The Mediterranean Dialogue, first launched in 1994 is a forum of cooperation between NATO and seven countries of the Mediterranean:


          
            	[image: Flag of Tunisia]Tunisia

          


          On 16 October 2006, NATO and Israel finalized the first ever Individual Cooperation Programme (ICP) under the enhanced Mediterranean Dialogue, where Israel will be contributing to the NATO maritime Operation Active Endeavour. The ICP covers many areas of common interest, such as the fight against terrorism and joint military exercises in the Mediterranean Sea.


          


          NATO-Russian Federation Council


          NATO and the Russian Federation made a reciprocal commitment in 1997 "to work together to build a stable, secure and undivided continent on the basis of partnership and common interest."


          In May 2002, this commitment was strengthened with the establishment of the NATO-Russia Council, which brings together the NATO members and the Russian Federation. The purpose of this council is to identify and pursue opportunities for joint action with the 27 participants as equal partners.


          


          Other partners


          The Philippines has been a longstanding ally and friend of the U.S. The Philippines was designated a Major Non-NATO Ally on October 6, 2003 to allow the U.S. and the Philippines to work together on military research and development. In April 2005, Australia, which had been appointed a U.S. Major non-NATO ally (MNA) in 1989, signed a security agreement with NATO on enhancing intelligence co-operation in the fight against terrorism. Australia also posted a defence attache to NATO's headquarters. Cooperation with Japan (MNA, 1989), El Salvador, South Korea (MNA, 1989) and New Zealand (MNA, 1996) was also announced as priority. Israel (MNA, 1989) is currently a Mediterranean Dialogue country and has been recently seeking to expand its relationship with NATO. The first visit by a head of NATO to Israel occurred on 23 February 24 February 2005 and the first joint Israel-NATO naval exercise occurred on 27 March 2005. In May of the same year Israel was admitted to the NATO Parliamentary Assembly. Israeli troops also took part in NATO exercises in June 2005.


          There have been advocates for the NATO membership of Israel, amongst them the former Prime Minister of Spain Jos Mara Aznar and Italian Defence Minister Antonio Martino. However Secretary-General of the organization Jaap de Hoop Scheffer has dismissed such calls, saying that membership for Israel is not on the table. Martino himself said that a membership process could only come after an Israeli request; such a request has not taken place.


          Israeli Foreign Minister Silvan Shalom stated in February 2005 that his country was looking to upgrade its relationship with NATO from a dialogue to a partnership, but that it was not seeking membership, saying that "NATO members are committed to mutual defence and we don't think we are in a position where we can intervene in other struggles in the world", and also that "We don't see that NATO should get engaged in our conflict here in the Middle East."


          The issue of Israel's potential membership again came to the forefront in early 2006 after heightened tensions between Israel and Iran. Former Prime Minister of Spain Jos Mara Aznar argued that Israel should become a member of the organization alongside Japan and Australia, saying that "So far, expansion of NATO was an attempt at the growth and consolidation of democratic change in the former communist countries. Now it is time to do the opposite, to expand toward those democratic nations that are committed to the struggle against our common enemy and ready to contribute to the common effort to free ourselves from it."


          Aznar also proposed a strategic co-operation with India and Colombia.


          


          Structures


          


          Political structure


          
            [image: Secretary General Jaap de Hoop Scheffer meeting George W. Bush on March 20, 2006.]

            
              Secretary General Jaap de Hoop Scheffer meeting George W. Bush on March 20, 2006.
            

          


          Like any alliance, NATO is ultimately governed by its 26 member states. However, the North Atlantic Treaty, and other agreements, outline how decisions are to be made within NATO. Each of the 26 members sends a delegation or mission to NATOs headquarters in Brussels, Belgium. The senior permanent member of each delegation is known as the Permanent Representative and is generally a senior civil servant or an experienced ambassador (and holding that diplomatic rank).


          Together the Permanent Members form the North Atlantic Council (NAC), a body which meets together at least once a week and has effective political authority and powers of decision in NATO. From time to time the Council also meets at higher levels involving Foreign Ministers, Defence Ministers or Heads of State or Government (HOSG) and it is at these meetings that major decisions regarding NATOs policies are generally taken. However, it is worth noting that the Council has the same authority and powers of decision-making, and its decisions have the same status and validity, at whatever level it meets.


          The meetings of the North Atlantic Council are chaired by the Secretary General of NATO and, when decisions have to be made, action is agreed upon on the basis of unanimity and common accord. There is no voting or decision by majority. Each nation represented at the Council table or on any of its subordinate committees retains complete sovereignty and responsibility for its own decisions.


          The second pivotal member of each country's delegation is the Military Representative, a senior officer from each country's armed forces. Together the Military Representatives form the Military Committee (MC), a body responsible for recommending to NATOs political authorities those measures considered necessary for the common defence of the NATO area. Its principal role is to provide direction and advice on military policy and strategy. It provides guidance on military matters to the NATO Strategic Commanders, whose representatives attend its meetings, and is responsible for the overall conduct of the military affairs of the Alliance under the authority of the Council. Like the council, from time to time the Military Committee also meets at a higher level, namely at the level of Chiefs of defence, the most senior military officer in each nation's armed forces. The Defence Planning Committee excludes France, due to that country's 1966 decision to remove itself from NATO's integrated military structure. On a practical level, this means that issues that are acceptable to most NATO members but unacceptable to France may be directed to the Defence Planning Committee for more expedient resolution. Such was the case in the lead up to Operation Iraqi Freedom.


          The current Chairman of the NATO Military Committee is Ray Henault of Canada (since 2005).


          The NATO Parliamentary Assembly, presided by Jos Lello, is made up of legislators from the member countries of the North Atlantic Alliance as well as 13 associate members. It is however officially a different structure from NATO, and has as aim to join together deputies of NATO countries in order to discuss security policies.


          


          List of officials


          
            
              Secretaries General
            

            
              	1

              	General Lord Ismay
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              	4 April 1952 16 May 1957
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              	Paul-Henri Spaak
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              	Dirk Stikker
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              	Manfred Wrner
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              	Sergio Balanzino
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              	17 October 1994 20 October 1995
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              	Sergio Balanzino
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              	20 October 1995 5 December 1995
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              	Javier Solana
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              	5 December 1995 6 October 1999
            


            
              	12

              	Lord Robertson of Port Ellen
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              	14 October 1999 1 January 2004
            


            
              	13

              	Jaap de Hoop Scheffer
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              	1 January 2004present
            

          


          
            
              Deputy Secretary General of NATO
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              	Name

              	Country

              	Duration
            


            
              	1

              	Sergio Balanzino
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              	19942001
            


            
              	2

              	Alessandro Minuto Rizzo
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          Military structure
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          NATOs military operations are directed by the Chairman of the NATO Military Committee, and split into two Strategic Commands both commanded by a senior U.S. officer assisted by a staff drawn from across NATO. The Strategic Commanders are responsible to the Military Committee for the overall direction and conduct of all Alliance military matters within their areas of command.


          Before 2003 the Strategic Commanders were the Supreme Allied Commander Europe (SACEUR) and the Supreme Allied Commander Atlantic (SACLANT) but the current arrangement is to separate command responsibility between Allied Command Transformation (ACT), responsible for transformation and training of NATO forces, and Allied Command Operations, responsible for NATO operations world wide.


          The commander of Allied Command Operations retained the title "Supreme Allied Commander Europe (SACEUR)", and is based in the Supreme Headquarters Allied Powers Europe ( SHAPE) located at Casteau, north of the Belgian city of Mons. This is about 80 km (50 miles) south of NATOs political headquarters in Brussels. Allied Command Transformation (ACT) is based in the former Allied Command Atlantic headquarters in Norfolk, Virginia, USA.


          


          NATO bases worldwide
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          The NATO structure is divided into two commands, one for operations and one for transformation. Allied Command Operations (ACO), on one hand, is based at SHAPE (Supreme Headquarters Allied Powers Europe), located at Casteau, north of Mons in Belgium. The ACO is headed by SACEUR, a U.S. four star general with the dual-hatted role of heading U.S. European Command, which is headquartered in Stuttgart, Germany. SHAPE was in Paris until 1966, when French president Charles de Gaulle withdrew French forces from the Atlantic Alliance. NATO's headquarters were then forced to move to Belgium, while many military units had to move. During a large-scale relocation plan, Operation Freloc, USAFE presence in the U.K. greatly increased.


          On the other hand, Allied Command Transformation (ACT) is located in Norfolk, Virginia, at the former headquarters of SACLANT (Supreme Allied Commander Atlantic, decommissioned in 2003) and headed by the Supreme Allied Commander Transformation (SACT), a U.S. four-star general or admiral with the dual-hatted role as commander U.S. Joint Forces Command (COMUSJFCOM). It the ACT is co-located in the United States Joint Forces Command in Norfolk, Virginia, there is also an ACT command element located at SHAPE in Mons, Belgium. Additional command elements include the Joint Warfare Centre (JWC) located in Stavanger, Norway (in the same site as the Norwegian NJHQ); the Joint Force Training Centre (JFTC) in Bydgoszcz, Poland; the Joint Analysis and Lessons Learned Centre (JALLC) in Monsanto, Portugal; and the NATO Undersea Research Centre (NURC), La Spezia, Italy. These additional elements assist in ACT's transformation efforts. Under a customer-funded arrangement, ACT invests about 30 million Euros into research with the NATO Consultation, Command and Control Agency ( NC3A) each year to support scientific and experimental programmes.


          The existence and ownership, or simple use via leasing, of military bases is subject to domestic and international changes in political context. Some bases used by allied countries members of NATO are not NATO bases, but may be national or joint bases. The US have bases scattered all over the world, which may sometimes be used by allies (e.g. Spanish Morn Air Base was used by NATO during the 1999 Kosovo War). Since the end of the Cold War, the US have closed many bases, implementing Base Realignment and Closure plans, the latest being the 2005 plan. However, others bases are opened, and readjustments always occurring (i.e. transfer of planes from the Spanish Torrejon Air Base to the Italian Aviano Air Base, etc.).


          Beginning in 1953 USAFE (US Air Forces in Europe) NATO Dispersed Operating Bases were constructed in France and were completed in about two years. Each was built to a standard NATO design of a 7,900-foot (2,408m) runway. Four DOBs were built for USAFE use. They were designed to have the capability to base about 30 aircraft, along with a few permanent buildings serviced with utilities and space for a tent city to house personnel. Between 1950 and 1967, when all NATO forces had to withdraw from France, the USAFE operated ten major air bases in France.


          


          Bases in Germany


          The USAFE (United States Air Forces in Europe)'s headquarters are located in Ramstein Air Base (West Germany), after having been relocated from Wiesbaden Army Airfield in 1973. Sembach Air Base, used by NATO during the Cold War, was returned to German control and became an annexe of Ramstein Air Base in 1995. USAFE also maintains another base in Germany called Spangdahlem Air Base, The 52nd Fighter Wing the base's host wing maintains, deploys and employs F-16CJ and A/OA-10 aircraft and TPS-75 radar systems in support of NATO and the national defence directives. The wing supports the Supreme Allied Commander Europe with mission-ready personnel and systems providing expeditionary air power for suppression of enemy air defences, close air support, air interdiction, counterair, air strike control, strategic attack, combat search and rescue, and theatre airspace control. The wing also supports contingencies and operations other than war as required. Germany also hosts the Campbell Barracks in Heidelberg, Germany, which is the location of the Headquarters of the US Army in Europe and Seventh Army (HQ USAREUR, /7A, as well as V Corps and the headquarters of NATOs Allied Land Component Command, Heidelberg, ( CC-Land Heidelberg). The Kaiserslautern Military Community is the largest U.S. military community outside of the U.S., while the Landstuhl Regional Medical Centre is the largest U.S. military hospital overseas, treating wounded soldiers from Iraq or Afghanistan. Furthermore, Patch Barracks is home to the U.S. European Command (EUCOM) and is the headquarters for U.S. armed forces in Europe. It is also the centre for the Special Operations Command, Europe (SOCEUR), which commands all US special forces units in Europe. NATO also operates a fleet of E-3A Sentry AWACS airborne radar aircraft based at Geilenkirchen Air Base in Germany, and is establishing the NATO Strategic Airlift Capability through the planned purchase of a number of C-17s.


          


          Bases in Italy


          NATO's Naval Forces' headquarters will be relocated from London to Napoli (Italy), where NATO's Joint Force Command (headed by a U.S. admiral) is also based. The Naval Air Station Sigonella, in Sicily, is one of the most frequently used stops for U.S. airlifters bound from the continental United States to Southwest Asia and the Indian Ocean. In the nort-east of Italy, Aviano Air Base (used for the Imam Rapito extraordinary rendition case) is the HQ of the 31st Fighter Wing which conducts and supports air operations in Europe's southern region and to maintain munitions for the NATO and national authorities. Aviano Air Base was brought into NATO after a 1954 US-Italian agreement, and received F-16 planes from Torrejon Air Base after its closure in the 1990s. San Vito dei Normanni Air Station, also used as a U.S. naval base, hosted a FLR-9 receiving system for COMINT intelligence purposes from 1964 to 1994. It hosts now the 691th Electronic Security Group and other assigned U.S. and NATO units. NATO also inaugurated a new base in 2004 in Chiapparo nel Mar Grande ( Taranto). The enlargement of the Caserma Ederle in Vicenza, planned for 2007 and accepted by Silvio Berlusconi's government, caused some opposition from Romano Prodi's government, although it finally accepted the relocation. Between 40,000 to 100,000 Italians marched against this extension project on 17 February, 2007.


          


          Bases in Spain


          Torrejon Air Base, near Madrid in Spain, was the headquarters of the United States Air Forces in Europe (USAFE) Sixteenth Air Force as well as the 401st Tactical Fighter Wing. However, under popular discontent in particular from the PSOE and the PCE, an agreement was reached in 1988 to reduce U.S. military presence in Spain. Henceforth, aircraft (mostly F-16) based at Torrejon were rotated to other USAFE airbases at Aviano Air Base, Italy, and at Incirlik AB, Turkey. Torrejon was, in addition, a staging, reinforcement, and logistical airlift base. The USAFE completely withdrew its forces on 21 May, 1992.


          Morn Air Base, near Seville, became in 1992 the home of the US 92d Air Refueling Wing, which was tasked with providing fuel to NATO forces during the 1999 bombing of the Federal Republic of Yugoslavia. Morn Air Base was the largest tanker base during the Kosovo War.


          As of 2007, Zaragossa is expected to host the new Alliance Ground Surveillance (AGS) system of NATO, produced by the Transatlantic Industrial Proposed Solution (TIPS) consortium with the goal of having an initial operational capability in 2010. As in Italy, this has been met with some opposition from various anti-militarist sectors of Spanish society.


          


          Others


          The SHAPE Technical Centre (STC) in The Hague (Netherlands) merged in 1996 with the NATO Communications and Information Systems Agency (NACISA) based in Brussels (Belgium), forming the NATO Consultation, Command and Control Agency (NC3A). The agency comprises around 650 staff, of which around 400 are located in The Hague and 250 in Brussels. It reports to the NATO Consultation, Command and Control Board (NC3B).


          NATO's Joint Force Command Brunssum (Netherlands) houses members of the central European NATO countries, but includes the US armed forces, Canadian forces, British, German, Belgian and Dutch personnel.


          In the Portuguese territory of the Azores, the Lajes Field provides support to 3,000 aircraft including fighters from the U.S. and 20 other allied nations each year. The geographic position has made this airbase strategically important to both American and NATO's warfighting capability. Beginning in 1997, large fighter aircraft movements called Air Expeditionary Forces filled the Lajes flightline. Lajes also has hosted B-52 and B-1 bomber aircraft on global air missions. Lajes also supports many routine NATO exercises, such as the biennial Northern Viking exercise.


          In Netherlands the Soesterberg Air Base, used by the USAFE, was closed after the Cold War, and the 298 and 300 300 Squadron are to be moved to Gilze-Rijen Air Base. The Leeuwarden Air Base is the home of the annual NATO exercise "Frisian Flag".


          U.S. Secretary of State Condoleezza Rice has signed the Defense Cooperation Agreement with Sofia (Bulgaria), a new NATO member, in 2006. The treaty allows the US (not NATO) to develop as joint U.S.-Bulgarian facilities the Bulgarian air bases at Bezmer (near Yambol) and Graf Ignatievo (near Plovdiv), the Novo Selo training range (near Sliven), and a logistics centre in Aytos, as well as to use the commercial port of Burgas. At least 2,500 U.S. personnel will be located there. The treaty also allows the U.S. to use the bases "for missions in tiers country without a specific authorisation from Bulgarian authorities," and grants U.S. militaries immunity from prosecution in this country. Another agreement with Romania permits the U.S. to use the Mihail Kogălniceanu base and another one nearby.


          Various military bases are used in Turkey, including the Incirlik Air Base, near Adana, and İzmir Air Base. The U.S. 39th Air Base Wing, located at Incirlik since 1966, recently took part in Operation Northern Watch, a U.S. European Command Combined Task Force (CTF) charged with enforcing its own no-fly zone above the 36th parallel in Iraq, which started in January 1997. It also took part in the 2001 invasion of Aghanistan and in the 2003 invasion of Iraq.


          In the Serbian province of Kosovo, Camp Bondsteel serves as the NATO headquarters for KFOR's Multinational Task Force East (MNTF-E). Camp Monteith has also been used by the KFOR.


          Camp Arifjan, a US Army base in Kuwait, has hosted various soldiers from allied countries. Manas Air Base in Kyrgyzstan, owned by the US Air Force, has also been used by the French Air Force and the Royal Australian Air Force during (non-NATO) Operation Enduring Freedom in Afghanistan. Although NATO was not initially engaged in Afghanistan, it has since deployed the ISAF force, which took control of the country in October 2006.


          Kyrgyz President Kurmanbek Bakiyev, who succeeded to Askar Akayev after the 2005 Tulip Revolution, threatened in April 2006 to expel U.S. troops from the base if the United States didn't agree by June 1 to pay more for stationing forces in the Central Asian nation. However, he finally withdrew this threat, but the U.S. and Kyrgyzstan have yet to agree to new terms for the military base. Beside the U.S. and NATO, others global powers such as Russia and China are trying to acquire bases in Central Asia, in a struggle dubbed the " New Great Game." Thus, Islom Karimov, President of Uzbekistan, ordered the US to leave the Karshi-Khanabad which was vacated in January 2006.


          In Djibouti, NATO owns no bases, but both France and the U.S. (since 2002) are present, with the 13th Foreign Legion Demi-Brigade sharing Camp Lemonier with the Combined Joint Task Force Horn of Africa (CJTF-HOA) of the United States Central Command. It is from Djibouti that Abu Ali al-Harithi, suspected mastermind of the 2000 USS Cole bombing, and U.S. citizen Ahmed Hijazi, along with four others persons, were assassinated in 2002 while riding a car in Yemen, by a Hellfire missile sent by a RQ-1 Predator drone actionned from CIA headquarters in Langley, Virginia. It is also from there that the U.S. Army launched attacks in 2007 against Islamic forces in Somalia.


          As NATO does not share a common intelligence interception system, each country develops its installations on its own. However, English-speaking countries members of the UKUSA Community have joined in the ECHELON programme, which has bases scattered around the world. France allegedly has developed its own interception system, nicknamed " Frenchelon," as did Switzerland with the Onyx interception system (which recently gave the proof of the existence of CIA-operated black sites in Europe).


          


          Equipment


          Most of NATO's military hardware belongs to member nations and bears the names of the respective members. Ground forces have repainted some of their vehicles to bear the NATO and OTAN markings.


          
            	3 Boeing 707-320C Cargo Aircraft


            	17 Boeing E-3A AWACS

          


          These aircraft operate from bases in:


          [image: Flag of Italy]Italy


          
            	Vincenzo Florio Airport, Trapani, Italy (1986)


            	Aviano Air Base


            	San Vito dei Normanni Air Station


            	Caserma Ederle

          


          [image: Flag of Greece]


          
            	Aktion National Airport, Aktion, Greece (1987)

          


          [image: Flag of Turkey]


          
            	Konya Airport, Konya, Turkey (1983)


            	Incirlik Air Base, Turkey

          


          [image: Flag of Norway]


          
            	rland, Norway (1983)
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            	Bagram Air Base


            	Kandahar Air Base
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            	Chievres Air Base
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            	Geilenkirchen, Germany (1982) (home base)


            	Ramstein Air Base


            	Laupheim Air Base

          


          [image: Flag of Kosovo]


          
            	Camp Casablanca

          


          


          Research and Technology (R&T) at NATO


          NATO currently possesses three Research and Technology (R&T) organisations:


          
            	NATO Undersea Research Centre (NURC), reporting directly to the Supreme Allied Command Transformation;


            	Research and Technology Agency (RTA), reporting to the NATO Research and Technology Organisation (RTO);


            	NATO Consultation, Command and Control Agency (NC3A), reporting to the NATO Consultation, Command and Control Organisation (NC3O).


            	NATO ACCS Management Agency (NACMA), based in Brussels, manages around a hundred persons in charge of the Air Control and Command System (ACCS) due for 2009.

          


          


          List of NATO operations


          During the Cold War:


          
            	Operation Gladio

          


          In Yugoslav Wars (19912001):


          
            	Operation Sharp Guard (June 1993October 1996)


            	Operation Deliberate Force (AugustSeptember 1995)


            	Operation Joint Endeavour (December 19951996)


            	Operation Allied Force (MarchJune 1999)


            	Operation Essential Harvest (AugustSeptember 2001)

          


          Other:


          
            	International Security Assistance Force (since August 2003); ISAF was put under NATO command in August 2003, due to the fact that the majority of the contributed troops were from NATO member states.


            	Baltic Air Policing (since March 2004); Operation Peaceful Summit temporarily enhanced this patrolling during the 2006 Riga Summit.


            	NATO-Sponsored Training of the Iraqi Police Force (part of the Multinational Force in Iraq since 2005)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/NATO"
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        Natural disaster


        
          

          A natural disaster is the consequence of a natural hazard (e.g. volcanic eruption, earthquake, or landslide) which affects human activities. Human vulnerability, exacerbated by the lack of planning or lack of appropriate emergency management, leads to financial, environmental or human losses. The resulting loss depends on the capacity of the population to support or resist the disaster, their resilience. This understanding is concentrated in the formulation: "disasters occur when hazards meet vulnerability". A natural hazard will hence never result in a natural disaster in areas without vulnerability, e.g. strong earthquakes in uninhabited areas. The term natural has consequently been disputed because the events simply are not hazards or disasters without human involvement.


          


          Natural hazards


          A natural hazard is a threat of an event that will have a negative effect on people or the environment. Many natural hazards are related, e.g. earthquakes can result in tsunamis, drought can lead directly to famine and disease. A concrete example of the division between hazard and disaster is that the 1906 San Francisco earthquake was a disaster, whereas earthquakes are a hazard. Hazards are consequently relating to a future occurrence and disasters to past or current occurrences.


          


          Natural disasters


          


          Land movement disasters


          


          Avalanches


          
            [image: Avalanche on the backside (East) of Mt. Timpanogos, Utah at Aspen Grove trail]

            
              Avalanche on the backside (East) of Mt. Timpanogos, Utah at Aspen Grove trail
            

          


          Notable avalanches include:


          
            	The 1910 Wellington avalanche


            	The 1954 Blons avalanches


            	The 1970 Ancash earthquake


            	The 1999 Galtr Avalanche


            	The 2002 Kolka-Karmadon rock ice slide

          


          


          Earthquakes


          Some of the most significant earthquakes in recent times include:


          
            	The 2004 Indian Ocean earthquake, the second largest earthquake in recorded history, registering a moment magnitude of 9.3. The huge tsunamis triggered by this earthquake cost the lives of at least 229,000 people.


            	The 7.6-7.7 2005 Kashmir earthquake, which cost 79,000 lives in Pakistan.


            	The 7.7 magnitude July 2006 Java earthquake, which also triggered tsunamis.

          


          
            [image: A Sumatran village, devastated by the tsunami that followed the 2004 Indian Ocean earthquake]

            
              A Sumatran village, devastated by the tsunami that followed the 2004 Indian Ocean earthquake
            

          


          
            	The 7.9 magnitude May 12, 2008 Sichuan earthquake in Sichuan Province, China. Death toll at over 61,150 as of May 27, 2008.


            	The 5.4 magnitude July29, 2008 Chino Hills Earthquake in Chino Hills, California.

          


          


          Lahars


          The Tangiwai disaster is an excellent example of a lahar, as is the one which killed an estimated 23,000 people in Armero, Colombia, during the 1985 eruption of Nevado del Ruiz.


          


          Landslides and Mudflows


          These occur with some regularity in parts of California after periods of heavy rain.


          


          Volcanic eruptions


          
            [image: Pu'u 'Ō'ō]

            
              Pu'u 'Ō'ō
            

          


          
            	An Eruption may in itself be a disaster, due to the explosion of the volcano or the fall of rock, but there are several effects that may happen after an eruption that are also hazardous to human life.

          


          
            	Lava may be produced during the eruption of a volcano, a material consisting of superheated rock. There are several different forms, which may be either crumbly (like a`a) or gluey (like pahoehoe). Leaving the volcano, this destroys any buildings and plants it encounters.

          


          
            	Volcanic ash - generally meaning the cooled ash - may form a cloud, and settle thickly in nearby locations. When mixed with water, this forms a concrete-like material. In sufficient quantity, ash may cause roofs to collapse under its weight, but even small quantities will cause ill-healtyh if inhaled. Since the ash has the consistency of ground glass, it causes abrasion damage to moving parts, such as engines.

          


          
            	Supervolcanos: According to the Toba catastrophe theory, 70 to 75 thousand years ago, a super volcanic event at Lake Toba reduced the human population to 10,000 or even 1,000 breeding pairs, creating a bottleneck in human evolution. The main danger from a supervolcano is the immense cloud of ash, which has a disastrous global effect on climate and temperature for many years.

          


          
            	Pyroclastic flows consist of a cloud of hot volcanic ash which builds up in the air above a volcano, until it collapses under its own weight, and streams very rapidly from the mountain, burning anything in its path. It is believed that Pompeii was destroyed by a pyroclastic flow.

          


          
            	Lahars, mentioned above, may be triggered by volcanic eruptions.

          


          


          Water disasters


          


          Floods


          
            [image: The Limpopo River, in southern Mozambique, during the 2000 Mozambique flood]

            
              The Limpopo River, in southern Mozambique, during the 2000 Mozambique flood
            

          


          Some of the most notable floods include:


          
            	The Huang He (Yellow River) in China floods particularly often. The Great Flood of 1931 caused between 800,000 and 4,000,000 deaths.


            	The Great Flood of 1993 was one of the most costly floods in US history.


            	The 1998 Yangtze River Floods, also in China, left 14 million people homeless.


            	The 2000 Mozambique flood covered much of the country for three weeks, resulting in thousands of deaths, and leaving the country devastated for years afterward.

          


          Tropical cyclones can result in extensive flooding and storm surge, as happened with:


          
            	Bhola Cyclone, striking East Pakistan (now Bangladesh) in 1970,


            	Typhoon Nina, striking China in 1975,


            	Tropical Storm Allison, which struck Houston, Texas in 2001 and


            	Hurricane Katrina, which left most of New Orleans under water in the year 2005.

          


          


          Limnic eruptions


          


          A limnic eruption occurs when CO2 suddenly erupts from deep lake water, posing the threat of suffocating wildlife, livestock and humans. Such an eruption may also cause tsunamis in the lake as the rising CO2 displaces water. Scientists believe landslides, volcanic activity, or explosions can trigger such an eruption.To date, only two limnic eruptions have been observed and recorded:


          
            	In 1984, in Cameroon, a limnic eruption in Lake Monoun caused the deaths of 37 nearby residents


            	At nearby Lake Nyos in 1986 a much larger eruption killed between 1,700 and 1,800 people by asphyxiation.

          


          


          Tsunamis


          
            [image: The tsunami caused by the December 26, 2004 earthquake strikes Ao Nang, Thailand.]

            
              The tsunami caused by the December 26, 2004 earthquake strikes Ao Nang, Thailand.
            

          


          Tsunami can be caused by undersea earthquakes as the one caused in Ao Nang, Thailand by the 2004 Indian Ocean Earthquake, or by landslides such as the one which occurred at Lituya Bay, Alaska in.


          
            	Ao Nang, Thailand (2004). The 2004 Indian Ocean Earthquake created the tsunami and disaster at this site.


            	Lituya Bay, Alaska (1953). See paragraph three (3) of the entry. A mega-tsunami occurred here, the largest ever recorded.

          


          This would also fit within Land movement category because it starts with an earthquake.


          


          Weather disasters


          
            [image: Young steer after a blizzard, March 1966]

            
              Young steer after a blizzard, March 1966
            

          


          


          Blizzards


          Significant blizzards in the United States include:


          
            	The Great Blizzard of 1888


            	The Schoolhouse Blizzard earlier the same year


            	The Armistice Day Blizzard in 1940


            	The Storm of the Century in 1993

          


          


          Droughts


          Well-known historical droughts include:


          
            	1900 India, killing between 250,000 and 3.25 million.


            	1921-22, Soviet Union, in which over 5 million perished from starvation due to drought.


            	1928-30, northwest China, resulting in over 3 million deaths by famine.


            	1936 and 1941, Sichuan Province, China, resulting in 5 million and 2.5 million deaths respectively.


            	As of 2006, Western Australia, New South Wales, Victoria and Queensland (states of Australia) have been under drought conditions for five to ten years. The drought is beginning to affect urban populations for the first time.


            	In 2006, Sichuan Province, China experienced its worst drought in modern times, with nearly 8 million people and over 7 million cattle facing water shortages.

          


          


          Hailstorms


          A particularly damaging hailstorm hit Munich, Germany on August 31, 1986, felling thousands of trees and causing millions of dollars in insurance claims.


          


          Heat waves


          The worst heat wave in recent history was the European Heat Wave of 2003.
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              Hurricane Katrina
            

          


          


          Cyclonic storms


          Hurricane, tropical cyclone, and typhoon' are different names for the same phenomenon: a cyclonic storm system that forms over the oceans. The deadliest hurricane ever was the 1970 Bhola cyclone; the deadliest Atlantic hurricane was the Great Hurricane of 1780, which devastated Martinique, St. Eustatius and Barbados. Another notable hurricane is Hurricane Katrina, which devastated the Gulf Coast of the United States in 2005.


          


          Fire


          Wildfires are an uncontrolled fire burning in wildland areas. Common causes include lightning and drought but wildfires may also be started by human negligence or arson. They can be a threat to those in rural areas and also wildlife.


          


          Health and disease


          


          Epidemic


          
            [image: The A H5N1 virus, which causes Avian influenza]

            
              The A H5N1 virus, which causes Avian influenza
            

          


          An epidemic is an outbreak of a contractible disease that spreads at a rapid rate through a human population. A pandemic is an epidemic whose spread is global. There have been many epidemics throughout history, such as Black Death. In the last hundred years, significant pandemics include:


          
            	The 1918 Spanish flu pandemic, killing an estimated 50 million people worldwide


            	The 1957-58 Asian flu pandemic, which killed an estimated 1 million people


            	The 1968-69 Hong Kong flu pandemic


            	The 2002-3 SARS pandemic


            	The AIDS epidemic, beginning in 1959

          


          Other diseases that spread more slowly, but are still considered to be global health emergencies by the WHO include:


          
            	XDR TB, a strain of tuberculosis that is extensively resistant to drug treatments


            	Malaria, which kills an estimated 1.5 million people each year


            	Ebola hemorrhagic fever, which has claimed hundreds of victims in Africa in several outbreaks

          


          


          Famine


          In modern times, famine has hit Sub-Saharan Africa the hardest, although the number of victims of modern famines is much smaller than the number of people killed by the Asian famines of the 20th century.


          


          Space


          
            [image: Fallen trees caused by the Tunguska meteoroid of the Tunguska event in June, 1908.]

            
              Fallen trees caused by the Tunguska meteoroid of the Tunguska event in June, 1908.
            

          


          


          Impact events


          One of the largest impact events in modern times was the Tunguska event in June, 1908.


          


          Solar flare


          A solar flare is a phenomenon where the sun suddenly releases a great amount of solar radiation, much more than normal. Some known solar flares include:


          
            	An X20 event on August 16, 1989


            	A similar flare on April 2, 2001


            	The most powerful flare ever recorded, on November 4, 2003, estimated at between X40 and X45


            	The most powerful flare in the past 500 years is believed to have occurred in September 1859

          


          This is not currently a natural disaster because it has not damaged human structures; however, it does have the potential to be a natural disaster as we continue to explore space.


          
            Retrieved from " http://en.wikipedia.org/wiki/Natural_disaster"
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        Natural gas


        
          

          Natural gas is a gaseous fossil fuel consisting primarily of methane but including significant quantities of ethane, propane, butane, and pentaneheavier hydrocarbons removed prior to use as a consumer fuel as well as carbon dioxide, nitrogen, helium and hydrogen sulfide. It is found in oil fields (associated) either dissolved or isolated in natural gas fields (non associated), and in coal beds (as coalbed methane). When methane-rich gases are produced by the anaerobic decay of non-fossil organic material, these are referred to as biogas. Sources of biogas include swamps, marshes, and landfills (see landfill gas), as well as sewage sludge and manure by way of anaerobic digesters, in addition to enteric fermentation particularly in cattle.


          Since natural gas is not a pure product, when non associated gas is extracted from a field under supercritical (pressure/temperature) conditions, it may partially condense upon isothermic depressurizing--an effect called retrograde condensation. The liquids thus formed may get trapped by depositing in the pores of the gas reservoir. One method to deal with this problem is to reinject dried gas free of condensate to maintain the underground pressure and to allow reevaporation and extraction of condensates.


          Natural gas is often informally referred to as simply gas, especially when compared to other energy sources such as electricity. Before natural gas can be used as a fuel, it must undergo extensive processing to remove almost all materials other than methane. The by-products of that processing include ethane, propane, butanes, pentanes and higher molecular weight hydrocarbons, elemental sulfur, and sometimes helium and nitrogen.


          


          Chemical composition


          The primary component of natural gas is methane (CH4), the shortest and lightest hydrocarbon molecule. It often also contains heavier gaseous hydrocarbons such as ethane (C2H6), propane (C3H8) and butane (C4H10), as well as other sulfur containing gases, in varying amounts, see also natural gas condensate. Natural gas that contains hydrocarbons other than methane is called wet natural gas. Natural gas consisting only of methane is called dry natural gas.


          
            
              	Component

              	Typical wt.%
            


            
              	Methane (CH4)

              	70-90
            


            
              	Ethane (C2H6)

              	5-15
            


            
              	Propane (C3H8) and Butane (C4H10)

              	< 5
            


            
              	CO2, N2, H2S, etc.

              	balance
            

          


          Nitrogen, helium, carbon dioxide and trace amounts of hydrogen sulfide, water and odorants can also be present . Natural gas also contains and is the primary market source of helium. Mercury is also present in small amounts in natural gas extracted from some fields. The exact composition of natural gas varies between gas fields.


          Organosulfur compounds and hydrogen sulfide are common contaminants which must be removed prior to most uses. Gas with a significant amount of sulfur impurities, such as hydrogen sulfide, is termed sour gas; gas with sulfur or carbon dioxide impurities is acid gas. Processed natural gas that is available to end-users is tasteless and odorless, however, before gas is distributed to end-users, it is odorized by adding small amounts of odorants (mixtures of t-butyl mercaptan, isopropyl mercaptanthiol, tetrahydrothiophene, dimethyl sulfide and other sulfur compounds), to assist in leak detection. Processed natural gas is, in itself, harmless to the human body, however, natural gas is a simple asphyxiant and can kill if it displaces air to the point where the oxygen content will not support life.


          Natural gas can also be hazardous to life and property through an explosion. Natural gas is lighter than air, and so tends to escape into the atmosphere. But when natural gas is confined, such as within a house, gas concentrations can reach explosive mixtures and, if ignited, result in blasts that could destroy buildings. Methane has a lower explosive limit of 5% in air, and an upper explosive limit of 15%. Explosive concerns with compressed natural gas used in vehicles are almost non-existent, due to the escaping nature of the gas, and the need to maintain concentrations between 5% and 15% to trigger explosions.


          


          Energy content, statistics and pricing


          Quantities of natural gas are measured in normal cubic meters (corresponding to 0C at 101.325 kPaA) or in standard cubic feet (corresponding to 60F (16C) and 14.73 PSIA). The gross heat of combustion of one normal cubic meter of commercial quality natural gas is around 39 megajoules (10.8 kWh), but this can vary by several percent. In US units, one standard cubic foot of natural gas produces around 1,030 British Thermal Units (BTUs). The actual heating value when the water formed does not condense is the net heat of combustion and can be as much as 10% less.


          The price of natural gas varies greatly depending on location and type of consumer. In 2007, a price of $7 per 1,000cubic feet (28m) was typical in the United States. The typical caloric value of natural gas is roughly 1,000 BTU per cubic foot, depending on gas composition. This corresponds to around $7 per million BTU's, or around $7 per gigajoule. In April 2008, the wholesale price was $10 per 1,000cubic feet (28m) ($10/MBTU) . The residential price varies from 50% to 300% more than the wholesale price. At the end of 2007, this was $12-$16 per 1000 ft3 (or MBTU) . Natural gas in the United States is traded as a futures contract on the New York Mercantile Exchange. Each contract is for 10,000 MMBTU ( gigajoules), or 10 billion BTU's. Thus, if the price of gas is $10 per million BTU's on the NYMEX, the contract is worth $100,000.


          In the United States, retail sales are often in units of therms (th); 1 therm = 100,000BTU. Gas meters measure the volume of gas used, and this is converted to therms by multiplying the volume by the energy content of the gas used during that period, which varies slightly over time. Wholesale transactions are generally done in decatherms (Dth), or in thousand decatherms (MDth), or in million decatherms (MMDth). A million decatherms is roughly a billion cubic feet of natural gas.


          Natural gas is also traded as a commodity in Europe, principally at the United Kingdom NBP and related European hubs, such as the TTF in the Netherlands.


          In the rest of the world, LNG ( liquified natural gas) and LPG ( liquified petroleum gas) is traded in metric tons or mmBTU as spot deliveries. Long term contracts are signed in metric tons. The LNG and LPG is transported by specialized transport ships, as the gas is liquified at cryogenic temperatures. The specification of each LNG/LPG cargo will usually contain the energy content, but this information is in general not available to the public.


          


          Natural gas processing


          
            [image: A natural gas processing plant]

            
              A natural gas processing plant
            

          


          The image below is a schematic block flow diagram of a typical natural gas processing plant. It shows the various unit processes used to convert raw natural gas into sales gas pipelined to the end user markets.


          The block flow diagram also shows how processing of the raw natural gas yields byproduct sulfur, byproduct ethane, and natural gas liquids (NGL) propane, butanes and natural gasoline (denoted as pentanes +).


          
            [image: Schematic flow diagram of a typical natural gas processing plant]

            
              Schematic flow diagram of a typical natural gas processing plant
            

          


          


          Storage and transport


          
            [image: Polyethylene gas main being laid in a trench.]

            
              Polyethylene gas main being laid in a trench.
            

          


          The major difficulty in the use of natural gas is transportation and storage because of its low density. Natural gas pipelines are economical, but are impractical across oceans. Many existing pipelines in North America are close to reaching their capacity, prompting some politicians representing colder areas to speak publicly of potential shortages.


          LNG carriers can be used to transport liquefied natural gas (LNG) across oceans, while tank trucks can carry liquefied or compressed natural gas (CNG) over shorter distances. They may transport natural gas directly to end-users, or to distribution points such as pipelines for further transport. These may have a higher cost, requiring additional facilities for liquefaction or compression at the production point, and then gasification or decompression at end-use facilities or into a pipeline.


          
            [image: Peoples Gas Manlove Field Natural gas storage area in Newcomb Township, Champaign County, Illinois. In the foreground is one of numerous wells for the underground storage area, with an LNG plant and above ground storage tanks in the background.]

            
              Peoples Gas Manlove Field Natural gas storage area in Newcomb Township, Champaign County, Illinois. In the foreground is one of numerous wells for the underground storage area, with an LNG plant and above ground storage tanks in the background.
            

          


          In the past, the natural gas which was recovered in the course of recovering petroleum could not be profitably sold, and was simply burned at the oil field (known as flaring). This wasteful practice is now illegal in many countries. Additionally, companies now recognize that value for the gas may be achieved with LNG, CNG, or other transportation methods to end-users in the future. The gas is now re- injected back into the formation for later recovery. This also assists oil pumping by keeping underground pressures higher. In Saudi Arabia, in the late 1970s, a "Master Gas System" was created, ending the need for flaring. Satellite observation unfortunately shows that some large gas-producing countries still use flaring and venting routinely. The natural gas is used to generate electricity and heat for desalination. Similarly, some landfills that also discharge methane gases have been set up to capture the methane and generate electricity.


          Natural gas is often stored in underground caverns formed inside depleted gas reservoirs from previous gas wells, salt domes, or in tanks as liquefied natural gas. The gas is injected during periods of low demand and extracted during periods of higher demand. Storage near the ultimate end-users helps to best meet volatile demands, but this may not always be practicable.


          With 15 nations accounting for 84% of the world-wide production, access to natural gas has become a significant factor in international economics and politics. In this respect, control over the pipelines is a major strategic factor.


          


          Use


          


          Power generation


          Natural gas is a major source of electricity generation through the use of gas turbines and steam turbines. Particularly high efficiencies can be achieved through combining gas turbines with a steam turbine in combined cycle mode. Natural gas burns cleaner than other fossil fuels, such as oil and coal, and produces less carbon dioxide per unit energy released. For an equivalent amount of heat, burning natural gas produces about 30% less carbon dioxide than burning petroleum and about 45% less than burning coal. Combined cycle power generation using natural gas is thus the cleanest source of power available using fossil fuels, and this technology is widely used wherever gas can be obtained at a reasonable cost. Fuel cell technology may eventually provide cleaner options for converting natural gas into electricity, but as yet it is not price-competitive.


          


          Hydrogen


          Natural gas can be used to produce hydrogen, with one common method being the hydrogen reformer. Hydrogen has various applications: it is a primary feedstock for the chemical industry, a hydrogenating agent, an important commodity for oil refineries, and a fuel source in hydrogen vehicles.


          


          Natural Gas Vehicles


          
            [image: A Metrobus using natural gas]

            
              A Metrobus using natural gas
            

          


          Compressed natural gas (methane) is a cleaner alternative to other automobile fuels such as gasoline (petrol) and diesel. As of 2005, the countries with the largest number of natural gas vehicles were Argentina, Brazil, Pakistan, Italy, Iran, and the USA. The energy efficiency is generally equal to that of gasoline engines, but lower compared with modern diesel engines. Benzene (aka gasoline, petrol) vehicles converted to run on Natural Gas suffer because of the low compression ratio of their engines, resulting in a cropping of delivered power while running on natural gas (10%-15%). CNG-specific engines, however, use a higher compression ratio due to this fuel's higher octane number of 120-130.


          


          Residential domestic use


          Natural gas is supplied to homes, where it is used for such purposes as cooking in natural gas-powered ranges and/or ovens, natural gas-heated clothes dryers, heating/ cooling and central heating. Home or other building heating may include boilers, furnaces, and water heaters. CNG is used in rural homes without connections to piped-in public utility services, or with portable grills. However, due to CNG being less economical than LPG, LPG (Propane) is the dominant source of rural gas.


          


          Fertilizer


          Natural gas is a major feedstock for the production of ammonia, via the Haber process, for use in fertilizer production.


          


          Aviation


          Russian aircraft manufacturer Tupolev is currently running a development program to produce LNG- and hydrogen-powered aircraft. The program has been running since the mid-1970s, and seeks to develop LNG and hydrogen variants of the Tu-204 and Tu-334 passenger aircraft, and also the Tu-330 cargo aircraft. It claims that at current market prices, an LNG-powered aircraft would cost 5,000 roubles less to operate per ton, roughly equivalent to 60%, with considerable reductions to carbon monoxide, hydrocarbon and nitrogen oxide emissions.


          The advantages of liquid methane as a jet engine fuel are that it has more specific energy than the standard kerosene mixes and that its low temperature can help cool the air which the engine compresses for greater volumetric efficiency, in effect replacing an intercooler. Alternatively, it can be used to lower the temperature of the exhaust.


          


          Other


          Natural gas is also used in the manufacture of fabrics, glass, steel, plastics, paint, and other products.


          Safety


          In any form, a minute amount of odorant such as t-butyl mercaptan, with a rotting-cabbage-like smell, is added to the otherwise colorless and almost odorless gas, so that leaks can be detected before a fire or explosion occurs. Sometimes a related compound, thiophane is used, with a rotten-egg smell. Adding odorant to natural gas began in the United States after the 1937 New London School explosion. The buildup of gas in the school went unnoticed, killing three hundred students and faculty when it ignited. Odorants are considered non-toxic in the extremely low concentrations occurring in natural gas delivered to the end user.


          In mines, where methane seeping from rock formations has no odour, sensors are used, and mining apparatuses have been specifically developed to avoid ignition sources, e.g., the Davy lamp.


          Explosions caused by natural gas leaks occur a few times each year. Individual homes, small businesses and boats are most frequently affected when an internal leak builds up gas inside the structure. Frequently, the blast will be enough to significantly damage a building but leave it standing. In these cases, the people inside tend to have minor to moderate injuries. Occasionally, the gas can collect in high enough quantities to cause a deadly explosion, disintegrating one or more buildings in the process. The gas usually dissipates readily outdoors, but can sometimes collect in dangerous quantities if weather conditions are right. However, considering the tens of millions of structures that use the fuel, the individual risk of using natural gas is very low.


          Some gas fields yield sour gas containing hydrogen sulfide (H2S). This untreated gas is toxic. Amine gas treating, an industrial scale process which removes acidic gaseous components, is often used to remove hydrogen sulfide from natural gas.


          Extraction of natural gas (or oil) leads to decrease in pressure in the reservoir. This in turn may lead to subsidence at ground level. Subsidence may affect ecosystems, waterways, sewer and water supply systems, foundations, etc.


          Natural Gas heating systems are the leading cause of carbon monoxide deaths in the United States, according to the US Consumer Product Safety Commission. When a natural gas heating system malfunctions, it produces odorless carbon monoxide. With no fumes or smoke to give warning, poisoning victims are easily asphyxiated by the carbon monoxide. Detectors are available that warn of carbon monoxide and/or explosive gas (methane, propane, etc.)


          


          Cost comparison with heating oil in the USA


          It is difficult to evaluate the cost of heating a home with natural gas compared to that of heating oil, because of differences of energy conversion efficiency, and the widely fluctuating price of crude oil. However, for illustration, one can calculate a representative cost per BTU. Assuming the following current values:


          
            	
              
                	For natural gas

              


              
                	One cubic foot of natural gas produces about 1,030 BTU (38.4MJ/m)


                	The price of natural gas is $9.00 per thousand cubic feet ($0.32/m)

              

            

          


          
            	
              
                	For heating oil

              


              
                	One US gallon of heating oil produces about 138,500 BTU (38.6MJ/l)


                	The price of heating oil is $2.50 per US gallon ($0.66/l)

              

            

          


          This gives a cost of $8.70 per million BTU ($8.30/GJ) for natural gas, as compared to $18 per million BTU ($17/GJ) for fuel oil. Of course, such comparisons fluctuate with time and vary from place to place dependent on the cost of the raw materials and local taxation.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Natural_gas"
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        Natural logarithm


        
          

          The natural logarithm, formerly known as the hyperbolic logarithm, is the logarithm to the base e, where e is an irrational constant approximately equal to 2.718281828459. In simple terms, the natural logarithm of a number x is the power to which e would have to be raised to equal x  for example the natural log of e itself is 1 because e1 = e, while the natural logarithm of 1 would be 0, since e0 = 1. The natural logarithm can be defined for all positive real numbers x as the area under the curve y = 1/t from 1 to x, and can also be defined for non-zero complex numbers as explained below.


          
            [image: Graph of the natural logarithm function. The function quickly goes to negative infinity as x approaches 0, but grows slowly to positive infinity as x increases.]

            
              Graph of the natural logarithm function. The function quickly goes to negative infinity as x approaches 0, but grows slowly to positive infinity as x increases.
            

          


          The natural logarithm function can also be defined as the inverse function of the exponential function, leading to the identities:


          
            	[image: e^{\ln(x)} = x \qquad \mbox{if }x > 0\,\!]

          


          
            	[image: \ln(e^x) = x.\,\! ]

          


          In other words, the logarithm function is a bijection from the set of positive real numbers to the set of all real numbers. More precisely it is an isomorphism from the group of positive real numbers under multiplication to the group of real numbers under addition. Represented as a function:


          
            	[image: \ln: \mathbb{R}^+ \to \mathbb{R}]

          


          Logarithms can be defined to any positive base other than 1, not just e, and are useful for solving equations in which the unknown appears as the exponent of some other quantity.


          


          Notational conventions


          Mathematicians, statisticians, and some engineers generally understand either "log(x)" or "ln(x)" to mean loge(x), i.e., the natural logarithm of x, and write "log10(x)" if the base-10 logarithm of x is intended.


          Some engineers, biologists, and some others generally write "ln(x)" (or occasionally "loge(x)") when they mean the natural logarithm of x, and take "log(x)" to mean log10(x) or, in the case of some computer scientists, log2(x) (although this is often written lg(x) instead).


          In most commonly-used programming languages, including C, C++, MATLAB, Fortran, and BASIC, "log" or "LOG" refers to the natural logarithm.


          In hand-held calculators, the natural logarithm is denoted ln, whereas log is the base-10 logarithm.


          


          Why it is called natural


          Initially, it might seem that since our numbering system is base 10, this base would be more natural than base e. But mathematically, the number 10 is not particularly significant. Its use culturallyas the basis for many societies numbering systemslikely arises from humans typical number of fingers. And other cultures have based their counting systems on such choices as 5, 20, and 60.


          Loge is a natural log because it automatically springs from, and appears so often, in mathematics. For example, consider the problem of differentiating a logarithmic function:


          
            	[image: \frac{d}{dx}\log_b(x) = \frac{\log_b(e)}{x} =\frac{1}{\ln(b)x} ]

          


          If the base b equals e, then the derivative is simply 1/x, and at x=1 this derivative equals 1. Another sense in which the base-e logarithm is the most natural is that it can be defined quite easily in terms of a simple integral or Taylor series and this is not true of other logarithms.


          Further senses of this naturalness make no use of calculus. As an example, there are a number of simple series involving the natural logarithm. In fact, Pietro Mengoli and Nicholas Mercator called it logarithmus naturalis a few decades before Newton and Leibniz developed calculus.


          


          Definitions


          
            [image: Ln(x) defined as the area under the curve f(x) = 1/x.]

            
              Ln(x) defined as the area under the curve f(x) = 1/x.
            

          


          Formally, ln(a) may be defined as the area under the graph of 1/x from 1 to a, that is as the integral,


          
            	[image: \ln(a)=\int_1^a \frac{1}{x}\,dx.]

          


          This defines a logarithm because it satisfies the fundamental property of a logarithm:


          
            	[image: \ln(ab)=\ln(a)+\ln(b) \,\!]

          


          This can be demonstrated by letting [image: t=\tfrac xa] as follows:


          
            	[image:  \ln (ab) = \int_1^{ab} \frac{1}{x} \; dx = \int_1^a \frac{1}{x} \; dx \; + \int_a^{ab} \frac{1}{x} \; dx =\int_1^{a} \frac{1}{x} \; dx \; + \int_1^{b} \frac{1}{t} \; dt = \ln (a) + \ln (b) ]

          


          The number e can then be defined as the unique real number a such that ln(a)=1.


          Alternatively, if the exponential function has been defined first using an infinite series, the natural logarithm may be defined as its inverse function, i.e., ln(x) is that function such that [image: e^{\ln(x)} = x\!]. Since the range of the exponential function on real arguments is all positive real numbers and since the exponential function is strictly increasing, this is well-defined for all positive x.


          


          Derivative, Taylor series


          The derivative of the natural logarithm is given by


          
            	[image: \frac{d}{dx} \ln(x) = \frac{1}{x}.\,]

          


          
            [image: The Taylor polynomials for loge(1+x) only provide accurate approximations in the range -1 < x ≤ 1. Note that, for x > 1, the Taylor polynomials of higher degree are worse approximations.]

            
              The Taylor polynomials for loge(1+x) only provide accurate approximations in the range -1 < x  1. Note that, for x > 1, the Taylor polynomials of higher degree are worse approximations.
            

          


          This leads to the Taylor series for ln(1 + x) around 0; also known as the Mercator series


          
            	[image: \ln(1+x)=\sum_{n=1}^\infty \frac{(-1)^{n+1}}{n} x^n = x - \frac{x^2}{2} + \frac{x^3}{3} - \cdots \quad{\rm for}\quad \left|x\right| \leq 1\quad]

          


          
            	[image: {\rm unless}\quad x = -1]

          


          At right is a picture of ln(1 + x) and some of its Taylor polynomials around 0. These approximations converge to the function only in the region -1 < x  1; outside of this region the higher-degree Taylor polynomials are worse approximations for the function.


          

          Substituting x-1 for x, we obtain an alternative form for ln(x) itself, namely


          
            	[image: \ln(x)=\sum_{n=1}^\infty \frac{(-1)^{n+1}}{n} (x-1) ^ n]

          


          
            	[image: \ln(x)= (x - 1) - \frac{(x-1) ^ 2}{2} + \frac{(x-1)^3}{3} - \frac{(x-1)^4}{4} \cdots]

          


          
            	[image: {\rm for}\quad \left|x-1\right| \leq 1\quad {\rm unless}\quad x = 0.]

          


          By using the Euler transform on the Mercator series, one obtains the following, which is valid for any x with absolute value greater than 1:


          
            	[image: \ln{x \over {x-1}} = \sum_{n=1}^\infty {1 \over {n x^n}} = {1 \over x}+ {1 \over {2x^2}} + {1 \over {3x^3}} + \cdots]

          


          This series is similar to a BBP-type formula.


          Also note that [image:  x \over {x-1} ] is its own inverse function, so to yield the natural logarithm of a certain number n, simply put in [image:  n \over {n-1} ] for x.


          


          The natural logarithm in integration


          The natural logarithm allows simple integration of functions of the form g(x) = f'(x)/f(x): an antiderivative of g(x) is given by ln(|f(x)|). This is the case because of the chain rule and the following fact:


          
            	[image: \ {d \over dx}\left( \ln \left| x \right| \right) = {1 \over x}.]

          


          In other words,


          
            	[image: \int { 1 \over x} dx = \ln|x| + C]

          


          and


          
            	[image: \int { \frac{f'(x)}{f(x)}\, dx} = \ln |f(x)| + C.]

          


          Here is an example in the case of g(x) = tan(x):


          
            	[image: \int \tan (x) \,dx = \int {\sin (x) \over \cos (x)} \,dx]


            	[image: \int \tan (x) \,dx = \int {-{d \over dx} \cos (x) \over {\cos (x)}} \,dx.]

          


          Letting f(x) = cos(x) and f'(x)= - sin(x):


          
            	[image: \int \tan (x) \,dx = -\ln{\left| \cos (x) \right|} + C]


            	[image: \int \tan (x) \,dx = \ln{\left| \sec (x) \right|} + C]

          


          where C is an arbitrary constant of integration.


          The natural logarithm can be integrated using integration by parts:


          
            	[image: \int \ln (x) \,dx = x \ln (x) - x + C.]

          


          


          Numerical value


          To calculate the numerical value of the natural logarithm of a number, the Taylor series expansion can be rewritten as:


          
            	[image: \ln(1+x)= x \,\left( \frac{1}{1} - x\,\left(\frac{1}{2} - x \,\left(\frac{1}{3} - x \,\left(\frac{1}{4} - x \,\left(\frac{1}{5}- \ldots \right)\right)\right)\right)\right) \quad{\rm for}\quad \left|x\right|<1.\,\!]

          


          To obtain a better rate of convergence, the following identity can be used.


          
            	
              
                
                  	[image: \ln(x) = \ln\left(\frac{1+y}{1-y}\right)]

                  	[image: = 2\,y\, \left( \frac{1}{1} + \frac{1}{3} y^{2} + \frac{1}{5} y^{4} + \frac{1}{7} y^{6} + \frac{1}{9} y^{8} + \ldots \right) ]
                


                
                  	

                  	[image: = 2\,y\, \left( \frac{1}{1} + y^{2} \, \left( \frac{1}{3} + y^{2} \, \left( \frac{1}{5} + y^{2} \, \left( \frac{1}{7} + y^{2} \, \left( \frac{1}{9} + \ldots \right) \right) \right)\right) \right) ]
                

              

            

          


          
            	provided that y = (x1)/(x+1) and x > 0.

          


          For ln(x) where x > 1, the closer the value of x is to 1, the faster the rate of convergence. The identities associated with the logarithm can be leveraged to exploit this:


          
            	
              
                
                  	[image: \ln(123.456)\!]

                  	[image: = \ln(1.23456 \times 10^2) \,\!]
                


                
                  	

                  	[image: = \ln(1.23456) + \ln(10^2) \,\!]
                


                
                  	

                  	[image: = \ln(1.23456) + 2 \times \ln(10) \,\!]
                


                
                  	

                  	[image: \approx \ln(1.23456) + 2 \times 2.3025851 \,\!]
                

              

            

          


          Such techniques were used before calculators, by referring to numerical tables and performing manipulations such as those above.


          


          High precision


          To compute the natural logarithm with many digits of precision, the Taylor series approach is not efficient since the convergence is slow. An alternative is to use Newton's method to invert the exponential function, whose series converges more quickly.


          An alternative for extremely high precision calculation is the formula


          
            	[image: \ln x \approx \frac{\pi}{2 M(1,4/s)} - m \ln 2]

          


          where M denotes the arithmetic-geometric mean and


          
            	[image: s = x \,2^m > 2^{p/2},]

          


          with m chosen so that p bits of precision is attained. In fact, if this method is used, Newton inversion of the natural logarithm may conversely be used to calculate the exponential function efficiently. (The constants ln 2 and  can be pre-computed to the desired precision using any of several known quickly converging series.)


          


          Computational complexity


          The computational complexity of computing the natural logarithm (using the arithmetic-geometric mean) is O(M(n) ln n). Here n is the number of digits of precision at which the natural logarithm is to be evaluated and M(n) is the computational complexity of multiplying two n-digit numbers.


          


          Complex logarithms


          The exponential function can be extended to a function which gives a complex number as ex for any arbitrary complex number x; simply use the infinite series with x complex. This exponential function can be inverted to form a complex logarithm that exhibits most of the properties of the ordinary logarithm. There are two difficulties involved: no x has ex = 0; and it turns out that e2i = 1 = e0. Since the multiplicative property still works for the complex exponential function, ez = ez+2ni, for all complex z and integers n.


          So the logarithm cannot be defined for the whole complex plane, and even then it is multi-valued  any complex logarithm can be changed into an "equivalent" logarithm by adding any integer multiple of 2i at will. The complex logarithm can only be single-valued on the cut plane. For example, ln i = 1/2 i or 5/2 i or 3/2 i, etc.; and although i4 = 1, 4 log i can be defined as 2i, or 10i or 6 i, and so on.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Natural_logarithm"
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        Natural number


        
          

          In mathematics, a natural number (also called counting number) can mean either an element of the set {1, 2, 3, ...} (the positive integers) or an element of the set {0, 1, 2, 3, ...} (the non-negative integers). The former is generally used in number theory, while the latter is preferred in mathematical logic, set theory, and computer science. See below for a formal definition.


          Natural numbers have two main purposes: they can be used for counting ("there are 3 apples on the table"), and they can be used for ordering ("this is the 3rd largest city in the country").


          Properties of the natural numbers related to divisibility, such as the distribution of prime numbers, are studied in number theory. Problems concerning counting, such as Ramsey theory, are studied in combinatorics.


          
            [image: Natural numbers can be used for counting (one apple, two apples, three apples, ...).]

            
              Natural numbers can be used for counting (one apple, two apples, three apples, ...).
            

          


          


          History of natural numbers and the status of zero


          The natural numbers had their origins in the words used to count things, beginning with the number one.


          The first major advance in abstraction was the use of numerals to represent numbers. This allowed systems to be developed for recording large numbers. For example, the Babylonians developed a powerful place-value system based essentially on the numerals for 1 and 10. The ancient Egyptians had a system of numerals with distinct hieroglyphs for 1, 10, and all the powers of 10 up to one million. A stone carving from Karnak, dating from around 1500 BC and now at the Louvre in Paris, depicts 276 as 2 hundreds, 7 tens, and 6 ones; and similarly for the number 4,622.


          A much later advance in abstraction was the development of the idea of zero as a number with its own numeral. A zero digit had been used in place-value notation as early as 700 BC by the Babylonians, but, they omitted it when it would have been the last symbol in the number. The Olmec and Maya civilization used zero as a separate number as early as 1st century BC, apparently developed independently, but this usage did not spread beyond Mesoamerica. The concept as used in modern times originated with the Indian mathematician Brahmagupta in 628. Nevertheless, medieval computists (calculators of Easter), beginning with Dionysius Exiguus in 525, used zero as a number without using a Roman numeral to write it. Instead nullus, the Latin word for "nothing", was employed. The first systematic study of numbers as abstractions (that is, as abstract entities) is usually credited to the Greek philosophers Pythagoras and Archimedes. However, independent studies also occurred at around the same time in India, China, and Mesoamerica.


          In the nineteenth century, a set-theoretical definition of natural numbers was developed. With this definition, it was more convenient to include zero (corresponding to the empty set) as a natural number. This convention is followed by set theorists, logicians, and computer scientists. Other mathematicians, primarily number theorists, often prefer to follow the older tradition and consider zero not to be a natural number.


          


          Notation


          Mathematicians use N or [image: \mathbb{N}] (an N in blackboard bold, displayed as ℕ in Unicode) to refer to the set of all natural numbers. This set is countably infinite: it is infinite but countable by definition. This is also expressed by saying that the cardinal number of the set is aleph-null http://en.wikipedia.org/wiki/Aleph_number#Aleph-null ([image: \aleph_0]).


          To be unambiguous about whether zero is included or not, sometimes an index "0" is added in the former case, and a superscript "*" is added in the latter case:


          
            	ℕ0 = { 0, 1, 2, ... }; ℕ* = { 1, 2, ... }.

          


          (Sometimes, an index or superscript "+" is added to signify "positive". However, this is often used for "nonnegative" in other cases, as R+ = [0,) and Z+ = { 0, 1, 2,... }, at least in European literature. The notation "*", however, is standard for nonzero or rather invertible elements.)


          Some authors who exclude zero from the naturals use the term whole numbers, denoted [image: \mathbb{W}], for the set of nonnegative integers. Others use the notation [image: \mathbb{P}] for the positive integers.


          Set theorists often denote the set of all natural numbers by a lower-case Greek letter omega: . When this notation is used, zero is explicitly included as a natural number.


          


          Algebraic properties


          
            
              	

              	addition

              	multiplication
            


            
              	closure:

              	a+b is a natural number

              	ab is a natural number
            


            
              	associativity:

              	a+(b+c)=(a+b)+c

              	a(bc)=(ab)c
            


            
              	commutativity:

              	a+b=b+a

              	ab=ba
            


            
              	existence of an identity element:

              	a+0=a

              	a1=a
            


            
              	distributivity:

              	a(b+c)=(ab)+(ac)
            


            
              	No zero divisors:

              	

              	if ab = 0, then either a = 0 or b = 0 (or both)
            

          


          


          Formal definitions


          Historically, the precise mathematical definition of the natural numbers developed with some difficulty. The Peano postulates state conditions that any successful definition must satisfy. Certain constructions show that, given set theory, models of the Peano postulates must exist.


          


          Peano axioms


          
            	There is a natural number 0.


            	Every natural number a has a natural number successor, denoted by S(a).


            	There is no natural number whose successor is 0.


            	Distinct natural numbers have distinct successors: if a  b, then S(a)  S(b).


            	If a property is possessed by 0 and also by the successor of every natural number which possesses it, then it is possessed by all natural numbers. (This postulate ensures that the proof technique of mathematical induction is valid.)

          


          It should be noted that the "0" in the above definition need not correspond to what we normally consider to be the number zero. "0" simply means some object that when combined with an appropriate successor function, satisfies the Peano axioms. All systems that satisfy these axioms are isomorphic, the name "0" is used here for the first element, which is the only element that is not a successor. For example, the natural numbers starting with one also satisfy the axioms.


          


          Constructions based on set theory


          


          A standard construction


          A standard construction in set theory, a special case of the von Neumann ordinal construction, is to define the natural numbers as follows:


          
            	We set 0:= {}, the empty set,


            	and define S(a) = a  {a} for every set a. S(a) is the successor of a, and S is called the successor function.


            	If the axiom of infinity holds, then the set of all natural numbers exists and is the intersection of all sets containing 0 which are closed under this successor function.


            	If the set of all natural numbers exists, then it satisfies the Peano axioms.


            	Each natural number is then equal to the set of natural numbers less than it, so that

          


          
            	
              
                	0 = {}


                	1 = {0} = {{}}


                	2 = {0,1} = {0, {0}} = {{}, {{}}}


                	3 = {0,1,2} = {0, {0}, {0, {0}}} = {{}, {{}}, {{}, {{}}}}


                	n = {0,1,2,...,n2,n1} = {0,1,2,...,n2}  {n1} = (n1)  {n1}

              

            

          


          
            	and so on. When you see a natural number used as a set, this is typically what is meant. Under this definition, there are exactly n elements (in the nave sense) in the set n and n  m (in the nave sense) if and only if n is a subset of m.

          


          
            	Also, with this definition, different possible interpretations of notations like Rn (n-tuples versus mappings of n into R) coincide.

          


          
            	Even if the axiom of infinity fails and the set of all natural numbers does not exist, it is possible to define what it means to be one of these sets. A set n is a natural number means that it is either 0 (empty) or a successor, and each of its elements is either 0 or the successor of another of its elements.

          


          


          Other constructions


          Although the standard construction is useful, it is not the only possible construction. For example:


          
            	one could define 0 = { }


            	and S(a) = {a},


            	
              producing

              
                	0 = { }


                	1 = {0} = {{ }}


                	2 = {1} = {{{ }}}, etc.

              

            

          


          Or we could even define 0 = {{ }}


          
            	and S(a) = a U {a}


            	
              producing

              
                	0 = {{ }}


                	1 = {{ }, 0} = {{ }, {{ }}}


                	2 = {{ }, 0, 1}, etc.

              

            

          


          Arguably the oldest set-theoretic definition of the natural numbers is the definition commonly ascribed to Frege and Russell under which each concrete natural number n is defined as the set of all sets with n elements. This may appear circular, but can be made rigorous with care. Define 0 as {{}} (clearly the set of all sets with 0 elements) and define (A) (for any set A) as [image: \{x \cup \{y\} \mid x \in A \wedge y \not\in x\}]. Then 0 will be the set of all sets with 0 elements, 1 = (0) will be the set of all sets with 1 element, 2 = (1) will be the set of all sets with 2 elements, and so forth. The set of all natural numbers can be defined as the intersection of all sets containing 0 as an element and closed under  (that is, if the set contains an element n, it also contains (n)). This definition does not work in the usual systems of axiomatic set theory because the collections involved are too large (it will not work in any set theory with the axiom of separation); but it does work in New Foundations (and in related systems known to be consistent) and in some systems of type theory.


          For the rest of this article, we follow the standard construction described above.


          


          Properties


          One can recursively define an addition on the natural numbers by setting a + 0 = a and a + S(b) = S(a + b) for all a, b. This turns the natural numbers (N, +) into a commutative monoid with identity element 0, the so-called free monoid with one generator. This monoid satisfies the cancellation property and can be embedded in a group. The smallest group containing the natural numbers is the integers.


          If we define 1:= S(0), then b + 1 = b + S(0) = S(b + 0) = S(b). That is, b + 1 is simply the successor of b.


          Analogously, given that addition has been defined, a multiplication  can be defined via a  0 = 0 and a  S(b) = (a  b) + a. This turns (N*, ) into a free commutative monoid with identity element 1; a generator set for this monoid is the set of prime numbers. Addition and multiplication are compatible, which is expressed in the distribution law: a  (b + c) = (a  b) + (a  c). These properties of addition and multiplication make the natural numbers an instance of a commutative semiring. Semirings are an algebraic generalization of the natural numbers where multiplication is not necessarily commutative.


          If we interpret the natural numbers as "excluding 0", and "starting at 1", the definitions of + and  are as above, except that we start with a + 1 = S(a) and a  1 = a.


          For the remainder of the article, we write ab to indicate the product a  b, and we also assume the standard order of operations.


          Furthermore, one defines a total order on the natural numbers by writing a  b if and only if there exists another natural number c with a + c = b. This order is compatible with the arithmetical operations in the following sense: if a, b and c are natural numbers and a  b, then a + c  b + c and ac  bc. An important property of the natural numbers is that they are well-ordered: every non-empty set of natural numbers has a least element. The rank among well-ordered sets is expressed by an ordinal number; for the natural numbers this is expressed as "".


          While it is in general not possible to divide one natural number by another and get a natural number as result, the procedure of division with remainder is available as a substitute: for any two natural numbers a and b with b  0 we can find natural numbers q and r such that


          
            	a = bq + r and r < b

          


          The number q is called the quotient and r is called the remainder of division of a by b. The numbers q and r are uniquely determined by a and b. This, the Division algorithm, is key to several other properties (divisibility), algorithms (such as the Euclidean algorithm), and ideas in number theory.


          The natural numbers including zero form a commutative monoid under addition (with identity element zero), and under multiplication (with identity element one).


          


          Generalizations


          Two generalizations of natural numbers arise from the two uses:


          
            	A natural number can be used to express the size of a finite set; more generally a cardinal number is a measure for the size of a set also suitable for infinite sets; this refers to a concept of "size" such that if there is a bijection between two sets they have the same size. The set of natural numbers itself and any other countably infinite set has cardinality aleph-null http://en.wikipedia.org/wiki/Aleph_number#Aleph-null ([image: \aleph_0]).


            	Ordinal numbers "first", "second", "third" can be assigned to the elements of a totally ordered finite set, and also to the elements of well-ordered countably infinite sets like the set of natural numbers itself. This can be generalized to ordinal numbers which describe the position of an element in a well-order set in general. An ordinal number is also used to describe the "size" of a well-ordered set, in a sense different from cardinality: if there is an order isomorphism between two well-ordered sets they have the same ordinal number. The first ordinal number that is not a natural number is expressed as ; this is also the ordinal number of the set of natural numbers itself.

          


          [image: \aleph_0] and  have to be distinguished because many well-ordered sets with cardinal number [image: \aleph_0] have a higher ordinal number than , for example, [image: \omega^{\omega^{\omega6+42}\cdot1729+\omega^9+88}\cdot3+\omega^{\omega^\omega}\cdot5+65537];  is the lowest possible value (the initial ordinal).


          For finite well-ordered sets there is one-to-one correspondence between ordinal and cardinal number; therefore they can both be expressed by the same natural number, the number of elements of the set. This number can also be used to describe the position of an element in a larger finite, or an infinite, sequence.


          Other generalizations are discussed in the article on numbers.


          
            Retrieved from " http://en.wikipedia.org/wiki/Natural_number"
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        Natural selection


        
          

          Natural selection is the process by which favorable heritable traits become more common in successive generations of a population of reproducing organisms, and unfavorable heritable traits become less common, due to differential reproduction of genotypes. Natural selection acts on the phenotype, or the observable characteristics of an organism, such that individuals with favorable phenotypes are more likely to survive and reproduce than those with less favorable phenotypes. The phenotype's genetic basis, genotype associated with the favorable phenotype, will increase in frequency over the following generations. Over time, this process may result in adaptations that specialize organisms for particular ecological niches and may eventually result in the emergence of new species. In other words, natural selection is the mechanism by which evolution may take place in a population of a specific organism.


          Natural selection is one of the cornerstones of modern biology. The term was introduced by Charles Darwin in his groundbreaking 1859 book The Origin of Species in which natural selection was described by analogy to artificial selection, a process by which animals with traits considered desirable by human breeders are systematically favored for reproduction. The concept of natural selection was originally developed in the absence of a valid theory of inheritance; at the time of Darwin's writing, nothing was known of modern genetics. Although Gregor Mendel, the father of modern genetics, was a contemporary of Darwin's, his work would lie in obscurity until the early 20th century. The union of traditional Darwinian evolution with subsequent discoveries in classical and molecular genetics is termed the modern evolutionary synthesis. Although other mechanisms of molecular evolution, such as the neutral theory advanced by Motoo Kimura, have been identified as important causes of genetic diversity, natural selection remains the single primary explanation for adaptive evolution.


          


          General principles


          
            [image: Darwin's illustrations of beak variation in the finches of the Gal�pagos Islands, which hold 13 closely related species that differ most markedly in the shape of their beaks. The beak of each species is suited to its preferred food, suggesting that beak shapes evolved by natural selection. See also character displacement, adaptive radiation, divergent evolution.]

            
              Darwin's illustrations of beak variation in the finches of the Galpagos Islands, which hold 13 closely related species that differ most markedly in the shape of their beaks. The beak of each species is suited to its preferred food, suggesting that beak shapes evolved by natural selection. See also character displacement, adaptive radiation, divergent evolution.
            

          


          Natural selection acts on an organism's phenotype, or physical characteristics. Phenotype is determined by an organism's genetic make-up ( genotype) and the environment in which the organism lives. Often, natural selection acts on specific traits of an individual, and the terms phenotype and genotype are used narrowly to indicate these specific traits.


          When different organisms in a population possess different versions of a gene for a certain trait, each of these versions is known as an allele. It is this genetic variation that underlies phenotypic traits. A typical example is that certain combinations of genes for eye colour in humans which, for instance, give rise to the phenotype of blue eyes. (On the other hand, when all the organisms in a population share the same allele for a particular trait, and this state is stable over time, the allele is said to be fixed in that population.)


          Some traits are governed by only a single gene, but most traits are influenced by the interactions of many genes. A variation in one of the many genes that contributes to a trait may have only a small effect on the phenotype; together, these genes can produce a continuum of possible phenotypic values.


          


          Nomenclature and usage


          The term "natural selection" has slightly different definitions in different contexts. In simple terms, "natural selection" is most often defined to operate on heritable traits, but can sometimes refer to the differential reproductive success of phenotypes regardless of whether those phenotypes are heritable. Natural selection is "blind" in the sense that individuals' level of reproductive success is a function of the phenotype and not of whether or to what extent that phenotype is heritable. Following Darwin's primary usage the term is often used to refer to both the consequence of blind selection and to its mechanisms. It is sometimes helpful to explicitly distinguish between selection's mechanisms and its effects; when this distinction is important, scientists define "natural selection" specifically as "those mechanisms that contribute to the selection of individuals that reproduce," without regard to whether the basis of the selection is heritable. This is sometimes referred to as 'phenotypic natural selection.'


          Traits that cause greater reproductive success of an organism are said to be selected for whereas those that reduce success are selected against. Selection for a trait may also result in the selection of other correlated traits that do not themselves directly influence fitness. This may occur as a result of pleiotropy or gene linkage.


          


          Fitness


          The concept of fitness is central to natural selection. However, as with Natural selection above, there is serious divergence of opinion over the precise meaning of the term, and Richard Dawkins manages in his later books to avoid it entirely. (He devotes a chapter of his The Extended Phenotype to discussing the various senses in which the term is used.) Although fitness is sometimes colloquially understood as a quality that promotes survival of a particular individual - as illustrated in the well-known phrase survival of the fittest - modern evolutionary theory defines fitness in terms of individual reproduction. The basis of this approach is: if an organism lives half as long as others of its species, but has twice as many offspring surviving to productive adulthood, its genes will become more common in the adult population of the next generation. This is known as differential reproduction.


          Though natural selection acts on individuals, its average effect on all individuals with a particular genotype corresponds to the fitness of that genotype. Very low-fitness genotypes cause their bearers to have few or no offspring on average; examples include many human genetic disorders like cystic fibrosis. Conditions like sickle-cell anaemia may have low fitness in the general human population, but because it confers immunity from malaria, it has high fitness value in populations which have high malaria infection rates. Broadly speaking, an organism's fitness is a function of its alleles' fitnesses. Since fitness is an averaged quantity, however, it is possible a favorable mutation may arise in an individual that does not survive to adulthood for unrelated reasons.


          


          Types of selection


          Natural selection can act on any phenotypic trait, and selective pressure can be produced by any aspect of the environment, including mates and conspecifics, or members of the same species. However, this does not imply that natural selection is always directional and results in adaptive evolution; natural selection often results in the maintenance of the status quo by eliminating less fit variants.


          The unit of selection can be the individual or it can be another level within the hierarchy of biological organisation, such as genes, cells, and kin groups. There is still debate about whether natural selection acts at the level of groups or species to produce adaptations that benefit a larger, non-kin group. Selection at a different level such as the gene can result in an increase in fitness for that gene, while at the same time reducing the fitness of the individuals carrying that gene, in a process called intragenomic conflict. Overall, the combined effect of all selection pressures at various levels determines the overall fitness of an individual, and hence the outcome of natural selection.


          
            [image: The life cycle of a sexually reproducing organism. Various components of natural selection are indicated for each life stage.]
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          Natural selection occurs at every life stage of an individual. An individual organism must survive until adulthood before it can reproduce, and selection of those that reach this stage is called viability selection. In many species, adults must compete with each other for mates via sexual selection, and success in this competition determines who will parent the next generation. When individuals can reproduce more than once, a longer survival in the reproductive phase increases the number of offspring, called survival selection. The fecundity of both females and males (for example, giant sperm in certain species of Drosophila) can be limited via fecundity selection. The viability of produced gametes can differ, while intragenomic conflicts such as meiotic drive between the haploid gametes can result in gametic or genic selection. Finally, the union of some combinations of eggs and sperm might be more compatible than others; this is termed compatibility selection.


          


          Sexual selection


          It is also useful to make a mechanistic distinction between ecological selection and the narrower term sexual selection. Ecological selection covers any mechanism of selection as a result of the environment (including relatives, e.g. kin selection, and conspecifics, e.g. competition, infanticide), while sexual selection refers specifically to competition between conspecifics for mates. Sexual selection can be intrasexual, as in cases of competition among individuals of the same sex in a population, or intersexual, as in cases where one sex controls reproductive access by choosing among a population of available mates. Most commonly, intrasexual selection involves male-male competition and intersexual selection involves female choice of suitable males, due to the generally greater investment of resources for a female than a male in a single offspring organism. However, some species exhibit sex-role reversed behaviour in which it is males that are most selective in mate choice; the best-known examples of this pattern occur in some fishes of the family Syngnathidae, though likely examples have also been found in amphibian and bird species. Some features that are confined to one sex only of a particular species can be explained by selection exercised by the other sex in the choice of a mate, for example, the extravagant plumage of some male birds. Similarly, aggression between members of the same sex is sometimes associated with very distinctive features, such as the antlers of stags, which are used in combat with other stags. More generally, intrasexual selection is often associated with sexual dimorphism, including differences in body size between males and females of a species.


          


          An example: antibiotic resistance


          
            [image: Schematic representation of how antibiotic resistance is enhanced by natural selection. The top section represents a population of bacteria before exposure to an antibiotic. The middle section shows the population directly after exposure, the phase in which selection took place. The last section shows the distribution of resistance in a new generation of bacteria. The legend indicates the resistance levels of individuals.]
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          A well-known example of natural selection in action is the development of antibiotic resistance in microorganisms. Since the discovery of penicillin in 1928 by Alexander Fleming, antibiotics have been used to fight bacterial diseases. Natural populations of bacteria contain, among their vast numbers of individual members, considerable variation in their genetic material, primarily as the result of mutations. When exposed to antibiotics, most bacteria die quickly, but some may have mutations that make them slightly less susceptible. If the exposure to antibiotics is short, these individuals will survive the treatment. This selective elimination of maladapted individuals from a population is natural selection.


          These surviving bacteria will then reproduce again, producing the next generation. Due to the elimination of the maladapted individuals in the past generation, this population contains more bacteria that have some resistance against the antibiotic. At the same time, new mutations occur, contributing new genetic variation to the existing genetic variation. Spontaneous mutations are very rare, and advantageous mutations are even rarer. However, populations of bacteria are large enough that a few individuals will have beneficial mutations. If a new mutation reduces their susceptibility to an antibiotic, these individuals are more likely to survive when next confronted with that antibiotic. Given enough time, and repeated exposure to the antibiotic, a population of antibiotic-resistant bacteria will emerge.


          The widespread use and misuse of antibiotics has resulted in increased microbial resistance to antibiotics in clinical use, to the point that the methicillin-resistant Staphylococcus aureus (MRSA) has been described as a ' superbug' because of the threat it poses to health and its relative invulnerability to existing drugs. Response strategies typically include the use of different, stronger antibiotics; however, new strains of MRSA have recently emerged that are resistant even to these drugs. This is an example of what is known as an evolutionary arms race, in which bacteria continue to develop strains that are less susceptible to antibiotics, while medical researchers continue to develop new antibiotics that can kill them. A similar situation occurs with pesticide resistance in plants and insects. Arms races are not necessarily induced by man; a well-documented example involves the elaboration of the RNA interference pathway in plants as means of innate immunity against viruses.


          


          Genetical theory of natural selection


          Natural selection by itself is a simple concept, in which fitness differences between phenotypes play a crucial role. It is the union of natural selection as a mechanism with genetic material as a substrate that offers most of the theory's explanatory power


          


          Directionality of selection


          When some component of a trait is heritable, selection will alter the frequencies of the different alleles, or variants of the gene that produces the variants of the trait. Selection can be divided into three classes, on the basis of its effect on allele frequencies.


          Directional selection occurs when a certain allele has a greater fitness than others, resulting in an increase in frequency of that allele. This process can continue until the allele is fixed and the entire population shares the fitter phenotype. It is directional selection that is illustrated in the antibiotic resistance example above.


          Far more common is stabilizing selection (also known as purifying selection), which lowers the frequency of alleles that have a deleterious effect on the phenotype - that is, produce organisms of lower fitness. This process can continue until the allele is eliminated from the population. Purifying selection results in functional genetic features, such as protein-coding genes or regulatory sequences, being conserved over time due to selective pressure against deleterious variants.


          Finally, a number of forms of balancing selection exist, which do not result in fixation, but maintain an allele at intermediate frequencies in a population. This can occur in diploid species (that is, those that have two pairs of chromosomes) when heterozygote individuals, who have different alleles on each chromosome at a single genetic locus, have a higher fitness than homozygote individuals that have two of the same alleles. This is called heterozygote advantage or overdominance, of which the best-known example is the malarial resistance observed in heterozygous humans who carry only one copy of the gene for sickle cell anaemia. Maintenance of allelic variation can also occur through disruptive or diversifying selection, which favors genotypes that depart from the average in either direction (that is, the opposite of overdominance), and can result in a bimodal distribution of trait values. Finally, balancing selection can occur through frequency-dependent selection, where the fitness of one particular phenotype depends on the distribution of other phenotypes in the population. The principles of game theory have been applied to understand the fitness distributions in these situations, particularly in the study of kin selection and the evolution of reciprocal altruism.


          


          Selection and genetic variation


          A portion of all genetic variation is functionally neutral in that it produces no phenotypic effect or significant difference in fitness; the hypothesis that this variation accounts for a large fraction of observed genetic diversity is known as the neutral theory of molecular evolution and was originated by Motoo Kimura. Neutral variation was once thought to encompass most of the genetic variation in non-coding DNA, which was hypothesized to be composed of " junk DNA". However, more recently, the functional roles of non-coding DNA, such as the regulatory and developmental functions of RNA gene products, has been studied in depth; large parts of non-protein-coding DNA sequences are highly conserved under strong purifying selection and thus do not vary much from individual to individual, indicating that mutations in these regions have deleterious consequences. When genetic variation does not result in differences in fitness, selection cannot directly affect the frequency of such variation. As a result, the genetic variation at those sites will be higher than at sites where variation does influence fitness.


          


          Mutation selection balance


          Natural selection results in the reduction of genetic variation through the elimination of maladapted individuals and consequently of the mutations that caused the maladaptation. At the same time, new mutations occur, resulting in a mutation-selection balance. The exact outcome of the two processes depends both on the rate at which new mutations occur and on the strength of the natural selection, which is a function of how unfavorable the mutation proves to be. Consequently, changes in the mutation rate or the selection pressure will result in a different mutation-selection balance.


          


          Genetic linkage


          Genetic linkage occurs when the loci of two alleles are linked, or in close proximity to each other on the chromosome. During the formation of gametes, recombination of the genetic material results in reshuffling of the alleles. However, the chance that such a reshuffle occurs between two alleles depends on the distance between those alleles; the closer the alleles are to each other, the less likely it is that such a reshuffle will occur. Consequently, when selection targets one allele, this automatically results in selection of the other allele as well; through this mechanism, selection can have a strong influence on patterns of variation in the genome.


          Selective sweeps occur when an allele becomes more common in a population as a result of positive selection. As the prevalence of one allele increases, linked alleles can also become more common, whether they are neutral or even slightly deleterious. This is called genetic hitchhiking. A strong selective sweep results in a region of the genome where the positively selected haplotype (the allele and its neighbours) are essentially the only ones that exist in the population.


          Whether a selective sweep has occurred or not can be investigated by measuring linkage disequilibrium, or whether a given haplotype is overrepresented in the population. Normally, genetic recombination results in a reshuffling of the different alleles within a haplotype, and none of the haplotypes will dominate the population. However, during a selective sweep, selection for a specific allele will also result in selection of neighbouring alleles. Therefore, the presence of strong linkage disequilibrium might indicate that there has been a 'recent' selective sweep, and this can be used to identify sites recently under selection.


          Background selection is the opposite of a selective sweep. If a specific site experiences strong and persistent purifying selection, linked variation will tend to be weeded out along with it, producing a region in the genome of low overall variability. Because background selection is a result of deleterious new mutations, which can occur randomly in any haplotype, it produces no linkage disequilibrium.


          


          Evolution by means of natural selection


          A prerequisite for natural selection to result in adaptive evolution, novel traits and speciation, is the presence of heritable genetic variation that results in fitness differences. Genetic variation is the result of mutations, recombinations and alterations in the karyotype (the number, shape, size and internal arrangement of the chromosomes). Any of these changes might have an effect that is highly advantageous or highly disadvantageous, but large effects are very rare. In the past, most changes in the genetic material were considered neutral or close to neutral because they occurred in noncoding DNA or resulted in a synonymous substitution. However, recent research suggests that many mutations in non-coding DNA do have slight deleterious effects. Although both mutation rates and average fitness effects of mutations are dependent on the organism, estimates from data in humans have found that a majority of mutations are slightly deleterious.
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          By the definition of fitness, individuals with greater fitness are more likely to contribute offspring to the next generation, while individuals with lesser fitness are more likely to die early or fail to reproduce. As a result, alleles which on average result in greater fitness become more abundant in the next generation, while alleles which generally reduce fitness become rarer. If the selection forces remain the same for many generations, beneficial alleles become more and more abundant, until they dominate the population, while alleles with a lesser fitness disappear. In every generation, new mutations and recombinations arise spontaneously, producing a new spectrum of phenotypes. Therefore, each new generation will be enriched by the increasing abundance of alleles that contribute to those traits that were favored by selection, enhancing these traits over successive generations.
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          Some mutations occur in so-called regulatory genes. Changes in these can have large effects on the phenotype of the individual because they regulate the function of many other genes. Most, but not all, mutations in regulatory genes result in non-viable zygotes. Examples of nonlethal regulatory mutations occur in HOX genes in humans, which can result in a cervical rib or polydactyly, an increase in the number of fingers or toes. When such mutations result in a higher fitness, natural selection will favour these phenotypes and the novel trait will spread in the population.


          Established traits are not immutable; traits that have high fitness in one environmental context may be much less fit if environmental conditions change. In the absence of natural selection to preserve such a trait, it will become more variable and deteriorate over time, possibly resulting in a vestigial manifestation of the trait. In many circumstances, the apparently vestigial structure may retain a limited functionality, or may be co-opted for other advantageous traits in a phenomenon known as preadaptation. A famous example of a vestigial structure, the eye of the blind mole rat, is believed to retain function in photoperiod perception.


          


          Speciation


          Speciation requires selective mating, which result in a reduced gene flow. Selective mating can be the result of, for example, a change in the physical environment (physical isolation by an extrinsic barrier), or by sexual selection resulting in assortative mating. Over time, these subgroups might diverge radically to become different species, either because of differences in selection pressures on the different subgroups, or because different mutations arise spontaneously in the different populations, or because of founder effects - some potentially beneficial alleles may, by chance, be present in only one or other of two subgroups when they first become separated. A lesser-known mechanism of speciation occurs via hybridization, well-documented in plants and occasionally observed in species-rich groups of animals such as cichlid fishes. Such mechanisms of rapid speciation can reflect a mechanism of evolutionary change known as punctuated equilibrium, which suggests that evolutionary change and particularly speciation typically happens quickly after interrupting long periods of stasis.


          Genetic changes within groups result in increasing incompatibility between the genomes of the two subgroups, thus reducing gene flow between the groups. Gene flow will effectively cease when the distinctive mutations characterizing each subgroup become fixed. As few as two mutations can result in speciation: if each mutation has a neutral or positive effect on fitness when they occur separately, but a negative effect when they occur together, then fixation of these genes in the respective subgroups will lead to two reproductively isolated populations. According to the biological species concept, these will be two different species.


          


          Historical development
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          Pre-Darwinian theories


          Several ancient philosophers expressed the idea that Nature produces a huge variety of creatures, apparently randomly, and that only those creatures survive that manage to provide for themselves and reproduce successfully; well-known examples include Empedocles and his intellectual successor, Lucretius, while related ideas were later refined by Aristotle. The struggle for existence was later described by al-Jahiz in the 9th century. Such classical arguments were reintroduced in the 18th century by Pierre Louis Maupertuis and others, including Charles Darwin's grandfather Erasmus Darwin. While these forerunners had an influence on Darwinism, they later had little influence on the trajectory of evolutionary thought after Charles Darwin.


          Until the early 19th century, the prevailing view in Western societies was that differences between individuals of a species were uninteresting departures from their Platonic ideal (or typus) of created kinds. However, the theory of uniformitarianism in geology promoted the idea that simple, weak forces could act continuously over long periods of time to produce radical changes in the Earth's landscape. The success of this theory raised awareness of the vast scale of geological time and made plausible the idea that tiny, virtually imperceptible changes in successive generations could produce consequences on the scale of differences between species. Early 19th century evolutionists such as Jean Baptiste Lamarck suggested the inheritance of acquired characteristics as a mechanism for evolutionary change; adaptive traits acquired by an organism during its lifetime could be inherited by that organism's progeny, eventually causing transmutation of species. This theory has come to be known as Lamarckism and was an influence on the anti-genetic ideas of the Stalinist Soviet biologist Trofim Lysenko.


          


          Darwin's hypothesis


          Between 1842 and 1844, Charles Darwin outlined his theory of evolution by natural selection as an explanation for adaptation and speciation. He defined natural selection as the "principle by which each slight variation [of a trait], if useful, is preserved". The concept was simple but powerful: individuals best adapted to their environments are more likely to survive and reproduce. As long as there is some variation between them, there will be an inevitable selection of individuals with the most advantageous variations. If the variations are inherited, then differential reproductive success will lead to a progressive evolution of particular populations of a species, and populations that evolve to be sufficiently different might eventually become different species.


          Darwin's ideas were inspired by the observations that he had made on the Voyage of the Beagle, and by the work of two economists. The first was Thomas Malthus, who in An Essay on the Principle of Population, noted that population (if unchecked) increases exponentially whereas the food supply grows only arithmetically; thus inevitable limitations of resources would have demographic implications, leading to a "struggle for existence", in which only the fittest would survive. The second was Adam Smith who, in The Wealth of Nations, identified a regulating mechanism in free markets, which he referred to as the " invisible hand", which suggests that prices self-adjust according to supplies and demand. Thus for Darwin, the disaster that was supposed to occur according to Malthus was kept in check and constantly improved by competition (or law of selection).


          Once the theory had been formulated, Darwin was meticulous about gathering and refining evidence, sharing his ideas only with a few friends; he was inspired to publish after the naturalist Alfred Russel Wallace independently conceived of the principle and described it in an essay he sent to Darwin. An arrangement was made (without Wallace's knowledge) to present his essay and two short unpublished writings of Darwin's to the Linnean Society announcing co-discovery of the principle in July 1858; Darwin published a more detailed account of his evidence and conclusions in The Origin of Species in 1859. In the 6th edition of The Origin of Species Darwin acknowledged that others  notably William Charles Wells in 1813, and Patrick Matthew in 1831  had proposed similar theories, but had not presented them fully or in notable scientific publications.


          Darwin thought of natural selection by analogy to how farmers select crops or livestock for breeding, which he called artificial selection; in his early manuscripts he referred to a 'Nature' which would do the selection. At the time, other mechanisms of evolution such as evolution by genetic drift were not yet explicitly formulated, and Darwin realized that selection was likely only part of the story: "I am convinced that [it] has been the main, but not exclusive means of modification." For Darwin and his contemporaries, natural selection was thus essentially synonymous with evolution by natural selection. After the publication of The Origin of Species, educated people generally accepted that evolution had occurred in some form. However, natural selection remained controversial as a mechanism, partly because it was perceived to be too weak to explain the range of observed characteristics of living organisms, and partly because even supporters of evolution balked at its 'unguided' and non-progressive nature, a response that has been characterized as the single most significant impediment to the idea's acceptance. However, some thinkers enthusiastically embraced natural selection; after reading Darwin, Herbert Spencer introduced the term survival of the fittest, which became a popular summary of the theory. Although the phrase is still often used by non-biologists, modern biologists avoid it because it is tautological if fittest is read to mean functionally superior and is applied to individuals rather than considered as an averaged quantity over populations. In a letter to Charles Lyell in September 1860, Darwin regrets the use of the term 'Natural Selection', preferring the term 'Natural Preservation'.


          


          Modern evolutionary synthesis


          Only after the integration of a theory of evolution with a complex statistical appreciation of Austrian monk Gregor Mendel's 're-discovered' laws of inheritance did natural selection become generally accepted by scientists. The work of Ronald Fisher (who developed the language of mathematics and natural selection in terms of the underlying genetic processes), J.B.S. Haldane (who introduced the concept of the 'cost' of natural selection), Sewall Wright (who elucidated the nature of selection and adaptation), Theodosius Dobzhansky (who established the idea that mutation, by creating genetic diversity, supplied the raw material for natural selection), William Hamilton (who conceived of kin selection), Ernst Mayr (who recognised the key importance of reproductive isolation for speciation) and many others formed the modern evolutionary synthesis. This synthesis cemented natural selection as the foundation of evolutionary theory, where it remains today.


          


          Impact of the idea


          Darwin's ideas, along with those of Adam Smith and Karl Marx, had a profound influence on 19th century thought. Perhaps the most radical claim of the theory of evolution through natural selection is that "elaborately constructed forms, so different from each other, and dependent on each other in so complex a manner" evolved from the simplest forms of life by a few simple principles. This claim inspired some of Darwin's most ardent supportersand provoked the most profound opposition. The radicalism of natural selection, according to Stephen Jay Gould, lay in its power to "dethrone some of the deepest and most traditional comforts of Western thought". In particular, it challenged long-standing beliefs in such concepts as a special and exalted place for humans in the natural world and a benevolent creator whose intentions were reflected in nature's order and design.


          


          Social and psychological theory


          The social implications of the theory of evolution by natural selection also became the source of continuing controversy. Friedrich Engels, a German political philosopher and co-originator of the ideology of communism, wrote in 1872 that "Darwin did not know what a bitter satire he wrote on mankind when he showed that free competition, the struggle for existence, which the economists celebrate as the highest historical achievement, is the normal state of the animal kingdom". Interpretation of natural selection as necessarily 'progressive', leading to increasing 'advances' in intelligence and civilisation, was used as a justification for colonialism and policies of eugenics, as well as broader sociopolitical positions now described as Social Darwinism. Konrad Lorenz won the Nobel Prize in Physiology or Medicine in 1973 for his analysis of animal behaviour in terms of the role of natural selection (particularly group selection). However, in Germany in 1940, in writings that he subsequently disowned, he used the theory as a justification for policies of the Nazi state. He wrote "... selection for toughness, heroism, and social utility...must be accomplished by some human institution, if mankind, in default of selective factors, is not to be ruined by domestication-induced degeneracy. The racial idea as the basis of our state has already accomplished much in this respect." Others have developed ideas that human societies and culture evolve by mechanisms that are analogous to those that apply to evolution of species.


          More recently, work among anthropologists and psychologists has led to the development of sociobiology and later evolutionary psychology, a field that attempts to explain features of human psychology in terms of adaptation to the ancestral environment. The most prominent such example, notably advanced in the early work of Noam Chomsky and later by Steven Pinker, is the hypothesis that the human brain is adapted to acquire the grammatical rules of natural language. Other aspects of human behaviour and social structures, from specific cultural norms such as incest avoidance to broader patterns such as gender roles, have been hypothesized to have similar origins as adaptations to the early environment in which modern humans evolved. By analogy to the action of natural selection on genes, the concept of memes - "units of cultural transmission", or culture's equivalents of genes undergoing selection and recombination - has arisen, first described in this form by Richard Dawkins and subsequently expanded upon by philosophers such as Daniel Dennett as explanations for complex cultural activities, including human consciousness. Extensions of the theory of natural selection to such a wide range of cultural phenomena have been distinctly controversial and are not widely accepted.


          


          Information and systems theory


          In 1922, Alfred Lotka proposed that natural selection might be understood as a physical principle which could be energetically quantified, a concept that was later developed by Howard Odum as the maximum power principle whereby evolutionary systems with selective advantage maximise the rate of useful energy transformation. Such concepts are sometimes relevant in the study of applied thermodynamics.


          The principles of natural selection have inspired a variety of computational techniques, such as "soft" artificial life, that simulate selective processes and can be highly efficient in 'adapting' entities to an environment defined by a specified fitness function. For example, a class of heuristic optimization algorithms known as genetic algorithms, pioneered by John Holland in the 1970s and expanded upon by David Goldberg, identify optimal solutions by simulated reproduction and mutation of a population of solutions defined by an initial probability distribution. Such algorithms are particularly useful when applied to problems whose solution landscape is very rough or has many local minima.
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          Nature (from the Latin word natura, in turn from the Greek ύ) refers to the phenomena of the physical universe, and life. Earth is the only planet known to support life, and the study of natural phenomena of living organisms: their origins, diversity, evolution, and interaction is therefore limited to Earth, while extraterrestrial life remains hypothetical. As such, the natural phenomena of Earth itself including its formation and history, weather, and geology are the subject of many fields of research.


          Human activity has had a disproportionately large effect on Earth, and is rarely considered natural unless qualified in ways such as " human nature" or "the whole of nature". Conversely, "nature" may refer to the " natural environment" or wilderness, meaning areas of Earth which have not been substantially altered by human intervention.


          In general, nature includes all phenomena independent of human intervention, and is defined over the complete range of length scales. At the macroscopic scale, nature includes astronomical objects, outer space and the structure of the universe, while at the subatomic scale, nature includes fundamental descriptions of the matter and energy from which the universe is composed.


          


          Etymology
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          The word nature is derived from the Latin word natura, or "the course of things, natural character." Natura was a Latin translation of the Greek word physis (ύ), which originally related to the intrinsic characteristics that plants, animals, and other features of the world develop of their own accord. The word ύ occurs very early in Greek philosophy, and in several senses. Generally, these senses are similar to the current senses in which the English word nature is used. This is shown in the first written use of the word ύ, in connection with a plant by Homer. The concept of nature as a whole, the physical universe, is one of several expansions of the original notion. This usage was confirmed during the advent of modern scientific method. Isaac Newton's Philosophiae Naturalis Principia Mathematica (1687), for example, is translated "Mathematical Principles of Natural Philosophy". The etymology of the word "physical" shows its use as a synonym for "natural" in about the mid-15th century.


          


          Earth
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          Earth (or, "the earth") is the only planet known to support life, and as such, its natural features are the subject of many fields of scientific research. Within the solar system, it is third nearest to the sun; it is the largest terrestrial planet and the fifth largest overall. Its most prominent climatic features are its two large polar regions, two relatively narrow temperate zones, and a wide equatorial tropical to subtropical region. Precipitation varies widely with location, from several metres of water per year to less than a millimetre. About 70 percent of the surface is covered by salt-water oceans. The remainder consists of continents and islands, with most of the inhabited land in the Northern Hemisphere.


          Earth has evolved through geological and biological processes that have left traces of the original conditions. The outer surface is divided into several gradually migrating tectonic plates, which have changed relatively quickly several times. The interior remains active, with a thick layer of molten mantle and an iron-filled core that generates a magnetic field.


          The atmospheric conditions have been significantly altered from the original conditions by the presence of lifeforms, which create an ecological balance that stabilizes the surface conditions. Despite the wide regional variations in climate by latitude and other geographic factors, the long-term average global climate is quite stable during interglacial periods, and variations of a degree or two of average global temperature have historically had major effects on the ecological balance, and on the actual geography of the Earth.


          


          Historical perspective
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          Earth is estimated to have formed 4.55 billion years ago from the solar nebula, along with the Sun and other planets. The moon formed roughly 20 million years later. Initially molten, the outer layer of the planet cooled, resulting in the solid crust. Outgassing and volcanic activity produced the primordial atmosphere. Condensing water vapor, augmented by ice delivered by comets, produced the oceans. The highly energetic chemistry is believed to have produced a self-replicating molecule around 4 billion years ago.


          Continents formed, then broke up and reformed as the surface of Earth reshaped over hundreds of millions of years, occasionally combining to make a supercontinent. Roughly 750 million years ago, the earliest known supercontinent Rodinia, began to break apart. The continents later recombined to form Pannotia which broke apart about 540 million years ago, then finally Pangaea, which broke apart about 180 million years ago.
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          There is significant evidence, still being discussed among scientists, that a severe glacial action during the Neoproterozoic era covered much of the planet in a sheet of ice. This hypothesis has been termed the "Snowball Earth", and it is of particular interest as it precedes the Cambrian explosion in which multicellular life forms began to proliferate about 530-540 million years ago.


          Since the Cambrian explosion there have been five distinctly identifiable mass extinctions. The last mass extinction occurred some 65 million years ago, when a meteorite collision probably triggered the extinction of the non-avian dinosaurs and other large reptiles, but spared small animals such as mammals, which then resembled shrews. Over the past 65 million years, mammalian life diversified.


          Several million years ago, a species of small African ape gained the ability to stand upright. The subsequent advent of human life, and the development of agriculture and further civilization allowed humans to affect the Earth more rapidly than any previous life form, affecting both the nature and quantity of other organisms as well as global climate. By comparison, the Oxygen Catastrophe, produced by the proliferation of algae during the Siderian period, required about 300 million years to culminate.)


          The present era is classified as part of a mass extinction event, the Holocene extinction event, the fastest ever to have occurred. Some, such as E. O. Wilson of Harvard University, predict that human destruction of the biosphere could cause the extinction of one-half of all species in the next 100 years. The extent of the current extinction event is still being researched, debated and calculated by biologists.


          


          Atmosphere, climate and weather


          The atmosphere of the Earth serves as a key factor in sustaining the planetary ecosystem. The thin layer of gases that envelops the Earth is held in place by the planet's gravity. Dry air consists of 78% nitrogen, 21% oxygen, 1% argon and other inert gases, carbon dioxide, etc.; but air also contains a variable amount of water vapor. The atmospheric pressure declines steadily with altitude, and has a scale height of about 8 kilometres at the Earth's surface: the height at which the atmospheric pressure has declined by a factor of e (a mathematical constant equal to 2.71...). The ozone layer of the Earth's atmosphere plays an important role in depleting the amount of ultraviolet (UV) radiation that reaches the surface. As DNA is readily damaged by UV light, this serves to protect life at the surface. The atmosphere also retains heat during the night, thereby reducing the daily temperature extremes.
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          Terrestrial weather occurs almost exclusively in the lower part of the atmosphere, and serves as a convective system for redistributing heat. Ocean currents are another important factor in determining climate, particularly the major underwater thermohaline circulation which distributes heat energy from the equatorial oceans to the polar regions. These currents help to moderate the differences in temperature between winter and summer in the temperate zones. Also, without the redistributions of heat energy by the ocean currents and atmosphere, the tropics would be much hotter, and the polar regions much colder.


          Weather can have both beneficial and harmful effects. Extremes in weather, such as tornadoes or hurricanes and cyclones, can expend large amounts of energy along their paths, and produce devastation. Surface vegetation has evolved a dependence on the seasonal variation of the weather, and sudden changes lasting only a few years can have a dramatic effect, both on the vegetation and on the animals dependent on its growth for their food.


          The planetary climate is a measure of the long-term trends in the weather. Various factors are known to influence the climate, including ocean currents, surface albedo, greenhouse gases, variations in the solar luminosity, and changes to the planet's orbit. Based on historical records, the Earth is known to have undergone drastic climate changes in the past, including ice ages.


          The climate of a region depends on a number of factors, especially latitude. A latitudinal band of the surface with similar climatic attributes forms a climate region. There are a number of such regions, ranging from the tropical climate at the equator to the polar climate in the northern and southern extremes. Weather is also influenced by the seasons, which result from the Earth's axis being tilted relative to its orbital plane. Thus, at any given time during the summer or winter, one part of the planet is more directly exposed to the rays of the sun. This exposure alternates as the Earth revolves in its orbit. At any given time, regardless of season, the northern and southern hemispheres experience opposite seasons.


          Weather is a chaotic system that is readily modified by small changes to the environment, so accurate weather forecasting is currently limited to only a few days. Overall, two things are currently happening worldwide: (1) temperature is increasing on the average; and (2) regional climates have been undergoing noticeable changes.


          


          Life
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          Although there is no universal agreement on the definition of life, scientists generally accept that the biological manifestation of life is characterized by organization, metabolism, growth, adaptation, response to stimuli and reproduction. Life may also be said to be simply the characteristic state of organisms.


          Properties common to terrestrial organisms (plants, animals, fungi, protists, archaea and bacteria) are that they are cellular, carbon-and-water-based with complex organization, having a metabolism, a capacity to grow, respond to stimuli, and reproduce. An entity with these properties is generally considered life. However, not every definition of life considers all of these properties to be essential. Human-made analogs of life may also be considered to be life.


          The biosphere is the part of Earth's outer shell  including air, land, surface rocks and water  within which life occurs, and which biotic processes in turn alter or transform. From the broadest geophysiological point of view, the biosphere is the global ecological system integrating all living beings and their relationships, including their interaction with the elements of the lithosphere (rocks), hydrosphere (water), and atmosphere (air). Currently the entire Earth contains over 75 billion tons (150 trillion pounds or about 6.8x1013kilograms) of biomass (life), which lives within various environments within the biosphere.


          Over nine-tenths of the total biomass on Earth is plant life, on which animal life depends very heavily for its existence. More than 2 million species of plant and animal life have been identified to date, and estimates of the actual number of existing species range from several million to well over 50 million. The number of individual species of life is constantly in some degree of flux, with new species appearing and others ceasing to exist on a continual basis. The total number of species is presently in rapid decline.


          


          Evolution


          Life, as we understand it, is currently only known to exist on the planet Earth. The origin of life is still a poorly understood process, but it is thought to have occurred about 3.9 to 3.5 billion years ago during the hadean or archean eons on a primordial earth that had a substantially different environment than is found at present. These life forms possessed the basic traits of self-replication and inheritable traits. Once life had appeared, the process of evolution by natural selection resulted in the formation of ever-more diverse life forms.


          Species that were unable to adapt to the changing environment and competition from other life forms became extinct. However, the fossil record retains evidence of many of these older species. Current fossil and DNA evidence shows that all existing species can trace a continual ancestry back to the first primitive life forms.


          The advent of photosynthesis in very basic forms of plant life worldwide allowed the sun's energy to be harvested to create conditions allowing for more complex life. The resultant oxygen accumulated in the atmosphere and gave rise to the ozone layer. The incorporation of smaller cells within larger ones resulted in the development of yet more complex cells called eukaryotes. Cells within colonies became increasingly specialized, resulting in true multicellular organisms. With the ozone layer absorbing harmful ultraviolet radiation, life colonized the surface of Earth.


          


          Microbes


          The first form of life to develop on the Earth were microbes, and they remained the only form of life on the planet until about a billion years ago when multi-cellular organisms began to appear. Microorganisms are single-celled organisms that are generally smaller than the human eye can see. They include Bacteria, Fungi, Archaea and Protista.


          These life forms are found in almost every location on the Earth where there is liquid water, including the interior of rocks within the planet. Their reproduction is both rapid and profuse. The combination of a high mutation rate and a horizontal gene transfer ability makes them highly adaptable, and able to survive in new environments, including outer space. They form an essential part of the planetary ecosystem. However some microorganisms are pathogenic and can post health risk to other organisms.


          


          Plants and animals
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          The distinction between plant and animal life is not sharply drawn, with some categories of life that stand between or across the two. Originally Aristotle divided all living things between plants, which generally do not move, and animals. In Linnaeus' system, these became the Kingdoms Vegetabilia (later Plantae) and Animalia. Since then, it has become clear that the Plantae as originally defined included several unrelated groups, and the fungi and several groups of algae were removed to new kingdoms. However, these are still often considered plants in many contexts. Bacterial life is sometimes included in flora, and some classifications use the term bacterial flora separately from plant flora.


          Among the many ways of classifying plants are by regional floras, which, depending on the purpose of study, can also include fossil flora, remnants of plant life from a previous era. People in many regions and countries take great pride in their individual arrays of characteristic flora, which can vary widely across the globe due to differences in climate and terrain.


          Regional floras commonly are divided into categories such as native flora and agricultural and garden flora, the latter of which are intentionally grown and cultivated. Some types of "native flora" actually have been introduced centuries ago by people migrating from one region or continent to another, and become an integral part of the native, or natural flora of the place to which they were introduced. This is an example of how human interaction with nature can blur the boundary of what is considered nature.


          Another category of plant has historically been carved out for weeds. Though the term has fallen into disfavor among botanists as a formal way to categorize "useless" plants, the informal use of the word "weeds" to describe those plants that are deemed worthy of elimination is illustrative of the general tendency of people and societies to seek to alter or shape the course of nature. Similarly, animals are often categorized in ways such as domestic, farm animals, wild animals, pests, etc. according to their relationship to human life.
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          Animals as a category have several characteristics that generally set them apart from other living things, though not traced by scientists to having legs or wings instead of roots and leaves. Animals are eukaryotic and usually multicellular (although see Myxozoa), which separates them from bacteria, archaea and most protists. They are heterotrophic, generally digesting food in an internal chamber, which separates them from plants and algae. They are also distinguished from plants, algae, and fungi by lacking cell walls.


          With a few exceptions, most notably the sponges (Phylum Porifera), animals have bodies differentiated into separate tissues. These include muscles, which are able to contract and control locomotion, and a nervous system, which sends and processes signals. There is also typically an internal digestive chamber. The eukaryotic cells possessed by all animals are surrounded by a characteristic extracellular matrix composed of collagen and elastic glycoproteins. This may be calcified to form structures like shells, bones, and spicules, a framework upon which cells can move about and be reorganized during development and maturation, and which supports the complex anatomy required for mobility.


          


          Ecosystems
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          All forms of life interact with the environment in which they exist, and also with other life forms. In the 20th century this premise gave rise to the concept of ecosystems, which can be defined as any situation where there is interaction between organisms and their environment.


          Ecosystems are composed of a variety of abiotic and biotic components that function in an interrelated way. The structure and composition is determined by various environmental factors that are interrelated. Variations of these factors will initiate dynamic modifications to the ecosystem. Some of the more important components are: soil, atmosphere, radiation from the sun, water, and living organisms.


          Each living organism has a continual relationship with every other element that makes up its environment. Within the ecosystem, species are connected and dependent upon one another in the food chain, and exchange energy and matter between themselves as well as with their environment.
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          Every species has limits of tolerance to factors that affect its survival, reproductive success and ability to continue to thrive and interact sustainably with the rest of its environment, which in turn may have effects on these factors for many other species or even on the whole of life. The concept of an ecosystem is thus an important subject of study, as such study provides information needed to make decisions about how human life may interact in a way that allows the various ecosystems to be sustained for future use rather than used up or otherwise rendered ineffective. For the purpose of such study, a unit of smaller size is called a microecosystem. For example, an ecosystem can be a stone and all the life under it. A macroecosystem might involve a whole ecoregion, with its drainage basin.


          The following ecosystems are examples of the kinds currently under intensive study:


          
            	"continental ecosystems", such as "forest ecosystems", "meadow ecosystems" such as steppes or savannas), or agro-ecosystems,


            	systems in inland waters, such as lentic ecosystem"s such as lakes or ponds; or lotic ecosystems such as rivers,


            	oceanic ecosystems.

          


          Another classification can be made by reference to its communities, such as in the case of a human ecosystem. Regional groupings of distinctive plant and animals best adapted to the region's physical natural environment, latitude, altitude, and terrain are known as biomes. The broadest classification, today under wide study and analysis, and also subject to widespread arguments about its nature and validity, is that of the entire sum of life seen as analogous to a self-sustaining organism; a theory studied as earth system science (less formally known as Gaia theory).


          


          Human interrelationship
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          Although humans currently comprise only about one-half of one percent of the total living biomass on Earth, the human effect on nature is disproportionately large. Because of the extent of human influence, the boundaries between what we regard as nature and "made environments" is not clear cut except at the extremes. Even at the extremes, the amount of natural environment that is free of discernible human influence is presently diminishing at an increasingly rapid pace, or, according to some, has already disappeared.


          The development of technology by the human race has allowed the greater exploitation of natural resources and has helped to alleviate some of the risk from natural hazards. In spite of this progress, however, the fate of human civilization remains closely linked to changes in the environment. There exists a highly complex feedback-loop between the use of advanced technology and changes to the environment that are only slowly becoming understood. Manmade threats to the Earth's natural environment include pollution, deforestation, and disasters such as oil spills. Humans have contributed to the extinction of many plants and animals.


          Humans employ nature for both leisure and economic activities. The acquisition of natural resources for industrial use remains a primary component of the world's economic system. Some activities, such as hunting and fishing, are used for both sustenance and leisure, often by different people. Agriculture was first adopted around the 9th millennium BCE. Ranging from food production to energy, nature influences economic wealth.


          Although early humans gathered uncultivated plant materials for food and employed the medicinal properties of vegetation for healing, most modern human use of plants is through agriculture. The clearance of large tracts of land for crop growth has led to a significant reduction in the amount available of forestation and wetlands, resulting in the loss of habitat for many plant and animal species as well as increased erosion.


          


          Wilderness
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          Wilderness is generally defined as a natural environment on Earth that has not been directly modified by human activity. Ecologists consider wilderness areas to be an integral part of the planet's self-sustaining natural ecosystem (the biosphere).


          The word, "wilderness", derives from the notion of wildness; in other words that which is not controllable by humans. The word's etymology is from the Old English wildeornes, which in turn derives from wildeor meaning wild beast (wild + deor = beast, deer). From this point of view, it is the wildness of a place that makes it a wilderness. The mere presence or activity of people does not disqualify an area from being "wilderness." Many ecosystems that are, or have been, inhabited or influenced by activities of people may still be considered "wild." This way of looking at wilderness includes areas within which natural processes operate without very noticeable human interference.


          


          Beauty in nature
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          Beauty in nature has long been a common theme in life and in art, and books emphasizing beauty in nature fill large sections of libraries and bookstores. That nature has been depicted and celebrated by so much art, photography, poetry and other literature shows the strength with which many people associate nature and beauty. Why this association exists, and what the association consists of, is studied by the branch of philosophy called aesthetics. Beyond certain basic characteristics that many philosophers agree about to explain what is seen as beautiful, the opinions are virtually endless.


          Looked at through the lens of the visual arts, nature and wildness have been important subjects in various epochs of world history. An early tradition of landscape art began in China during the Tang Dynasty (618-907). The tradition of representing nature as it is became one of the aims of Chinese painting and was a significant influence in Asian art. Artists learned to depict mountains and rivers "from the perspective of nature as a whole and on the basis of their understanding of the laws of nature  as if seen through the eyes of a bird." In the 13th century, the Song Dynasty artist Shi Erji listed "scenes lacking any places made inaccessible by nature," as one of the 12 things to avoid in painting.


          In the Western world the idea of wilderness having intrinsic value emerged in the 1800s, especially in the works of the Romantic movement. British artists John Constable and JMW Turner turned their attention to capturing the beauty of the natural world in their paintings. Before that, paintings had been primarily of religious scenes or of human beings. William Wordsworths poetry described the wonder of the natural world, which had formerly been viewed as a threatening place. Increasingly the valuing of nature became an aspect of Western culture. This artistic movement also coincided with the Transcendentalist movement in the Western world.


          Many scientists, who study nature in more specific and organized ways, also share the conviction that nature is beautiful; the French mathematician, Jules Henri Poincar (1854-1912) said:


          
            The scientist does not study nature because it is useful; he studies it because he delights in it, and he delights in it because it is beautiful.

            If nature were not beautiful, it would not be worth knowing, and if nature were not worth knowing, life would not be worth living. Of course I do not here speak of that beauty which strikes the senses, the beauty of qualities and of appearance; not that I undervalue such beauty, far from it, but it has nothing to do with science; I mean that profounder beauty which comes from the harmonious order of the parts and which a pure intelligence can grasp.

          


          A common classical idea of beautiful art involves the word mimesis, the imitation of nature. Also in the realm of ideas about beauty in nature is that the perfect is implied through symmetry, equal division, and other perfect mathematical forms and notions.


          


          Matter and energy
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          Some fields of science see nature as matter in motion, obeying certain laws of nature which science seeks to understand. For this reason the most fundamental science is generally understood to be "physics"the name for which is still recognizable as meaning that it is the study of nature.


          Matter is commonly defined as the substance of which physical objects are composed. It constitutes the observable universe. According to the theory of special relativity, there is no unchangeable distinction between matter and energy, because matter can be converted to energy (see annihilation), and vice versa (see matter creation). The visible components of the universe are now believed to compose only 4 percent of the total mass. The remainder is believed to consist of 23 percent cold dark matter and 73 percent dark energy. The exact nature of these components is still unknown and is currently under intensive investigation by physicists.


          The behaviour of matter and energy throughout the observable universe appears to follow well-defined physical laws. These laws have been employed to produce cosmological models that successfully explain the structure and the evolution of the universe we can observe. The mathematical expressions of the laws of physics employ a set of twenty physical constants that appear to be static across the observable universe. The values of these constants have been carefully measured, but the reason for their specific values remains a mystery.


          


          Nature beyond Earth


          
            [image: NGC 4414, a typical spiral galaxy in the constellation Coma Berenices, is about 56,000 light years in diameter and approximately 60 million light years distant.]

            
              NGC 4414, a typical spiral galaxy in the constellation Coma Berenices, is about 56,000 light years in diameter and approximately 60 million light years distant.
            

          


          
            [image: The deepest visible-light image of the universe, the Hubble Ultra Deep Field. Image Credit: NASA, ESA, S. Beckwith (STScI) and the HUDF team.]

            
              The deepest visible-light image of the universe, the Hubble Ultra Deep Field. Image Credit: NASA, ESA, S. Beckwith (STScI) and the HUDF team.
            

          


          Outer space, also simply called space, refers to the relatively empty regions of the universe outside the atmospheres of celestial bodies. Outer space is used to distinguish it from airspace (and terrestrial locations). There is no discrete boundary between the Earth's atmosphere and space, as the atmosphere gradually attenuates with increasing altitude. Outer space within the solar system is called interplanetary space, which passes over into interstellar space at what is known as the heliopause.


          Outer space is certainly spacious, but it is far from empty. Outer space is sparsely filled with several dozen types of organic molecules discovered to date by microwave spectroscopy, blackbody radiation left over from the big bang and the origin of the universe, and cosmic rays, which include ionized atomic nuclei and various subatomic particles. There is also some gas, plasma and dust, and small meteors. Additionally, there are signs of human life in outer space today, such as material left over from previous manned and unmanned launches which are a potential hazard to spacecraft. Some of this debris re-enters the atmosphere periodically.


          Although the planet Earth is currently the only known body within the solar system to support life, current evidence suggests that in the distant past the planet Mars possessed bodies of liquid water on the surface. For a brief period in Mars' history, it may have also been capable of forming life. At present though, most of the water remaining on Mars is frozen. If life exists at all on Mars, it is most likely to be located underground where liquid water can still exist.


          Conditions on the other terrestrial planets, Mercury and Venus, appears to be too harsh to support life as we know it. But it has been conjectured that Europa, the fourth-largest moon of Jupiter, may possess a sub-surface ocean of liquid water and could potentially host life.


          Recently, the team of Stphane Udry have discovered a new planet named Gliese 581 c, which is an extrasolar planet orbiting the red dwarf star Gliese 581. Gliese 581 c appears to lay in the habitable zone of space surrounding the star, and therefore could possibly host life as we know it.
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              	Motto:"God's Will First"
            


            
              	Anthem: Nauru Bwiema
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              	Capital

              	none1

            


            
              	Largest city

              	Yaren
            


            
              	Official languages

              	English, Nauruan
            


            
              	Demonym

              	Nauruan
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Marcus Stephen
            


            
              	Independence
            


            
              	-

              	from the Australia, NZ, and UK-administered UN trusteeship.

              	31 January 1968
            


            
              	Area
            


            
              	-

              	Total

              	21km( 227th)

              8.1 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	November 2007estimate

              	9,275( 215th)
            


            
              	-

              	Density

              	442/km( 23rd)

              1,144/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$36.9 million( 192nd)
            


            
              	-

              	Per capita

              	$2,500 (2006 est.)( 135th)
            


            
              	HDI(2003)

              	n/a(unranked)( n/a)
            


            
              	Currency

              	Australian dollar ( AUD)
            


            
              	Time zone

              	( UTC+12)
            


            
              	Internet TLD

              	.nr
            


            
              	Calling code

              	+674
            


            
              	1Yaren is the largest settlement and the seat of Parliament; it is often cited as capital, but Nauru does not have an officially designated capital.
            

          


          Nauru (pronounced /nɑːˈuːruː/), officially the Republic of Nauru, is an island nation in the Micronesian South Pacific. The nearest neighbour is Banaba Island in the Republic of Kiribati, 300 km due east. Nauru is the world's smallest island nation, covering just 21 km (8.1 sq.mi), the smallest independent republic, and the only republican state in the world without an official capital. It is the least populous member of the United Nations.


          Initially inhabited by Micronesian and Polynesian peoples, Nauru was annexed and designated a colony by Germany in the late 19th century, and became a mandate territory administered by Australia, New Zealand, and the United Kingdom following World War I. The island was occupied by Japan during World War II, and after the war entered into trusteeship again. Nauru achieved independence in 1968.


          Nauru is a phosphate rock island, and its primary economic activity since 1907 has been the export of phosphate mined from the island. With the exhaustion of phosphate reserves, its environment severely degraded by mining, and the trust established to manage the island's wealth significantly reduced in value, the government of Nauru has resorted to unusual measures to obtain income. In the 1990s, Nauru briefly became a tax haven and money laundering centre. Since 2001, it has accepted aid from the Australian government; in exchange for this aid, Nauru housed, until early 2008, an offshore detention centre that held and processed asylum seekers trying to enter Australia.


          


          History


          Nauru was first inhabited by Micronesian and Polynesian people at least 3,000 years ago. There were traditionally 12 clans or tribes on Nauru, which are represented in the 12-pointed star in the nation's flag. The Nauruan people called their island "Naoero"; the word "Nauru" was later created from "Naoero" so that English speakers could easily pronounce the name. Nauruans traced their descent on the female side. Naurans subsisted on coconut and pandanus fruit, and caught juvenile ibija fish, acclimated them to fresh water conditions and raised them in Buada Lagoon, providing an additional reliable source of food.


          British Captain John Fearn, a whale hunter, became the first Westerner to visit the island in 1798, and named it Pleasant Island. From around the 1830s, Nauruans had contact with Europeans from whaling ships and traders who replenished their supplies at the island. Around this time, beachcombers and deserters began to live on the island. The islanders traded food for alcoholic toddy and firearms; the firearms were used during the 10-year war which began in 1878 and by 1888 had resulted in a reduction of the population from 1400 to 900 persons.


          
            [image: Nauru annexed in 1888 by Germany.]

            
              Nauru annexed in 1888 by Germany.
            

          


          The island was annexed by Germany in 1888 and incorporated into Germany's Marshall Islands Protectorate; they called the island Nawodo or Onawero. The arrival of the Germans ended the war; social changes brought about by the war established Kings as rulers of the island, the most widely known being King Auweyida. Christian missionaries from the Gilbert Islands also arrived at the island in 1888. The Germans ruled Nauru for almost 3 decades.


          Phosphate was discovered on the island in 1900 by prospector Albert Ellis and the Pacific Phosphate Company started to exploit the reserves in 1906 by agreement with Germany; they exported their first shipment in 1907. Following the outbreak of World War I, the island was captured by Australian forces in 1914. After the war, the League of Nations gave Australia a trustee mandate over Nauru; the UK and New Zealand were also co-trustees. The three governments signed a Nauru Island Agreement in 1919, creating a board known as the British Phosphate Commission (BPC), which took over the rights to phosphate mining.
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              A Nauruan warrior in 1880
            

          


          
            [image: Nauru Island under attack by B-24 Liberator bombers of the US Seventh Air Force.]

            
              Nauru Island under attack by B-24 Liberator bombers of the US Seventh Air Force.
            

          


          Japanese forces occupied the island on August 26, 1942. The Japanese-built airfield on the island was bombed in March 1943, preventing food supplies from reaching the island. The Japanese deported 1,200 Nauruans to work as labourers in the Chuuk islands, where 463 died. The island was liberated on September 13, 1945 when the Australian warship HMAS Diamantina approached the island and Japanese forces surrendered. Arrangements were made by the BPC to repatriate Nauruans from Chuuk, and they were returned to Nauru by the BPC ship Trienza in January 1946. In 1947, a trusteeship was approved by the United Nations, and Australia, NZ and the UK again became trustees of the island. Nauru became self-governing in January 1966, and following a two-year constitutional convention, became independent in 1968, led by founding president Hammer DeRoburt. In 1967, the people of Nauru purchased the assets of the British Phosphate Commissioners, and in June 1970, control passed to the locally owned Nauru Phosphate Corporation. Income from the exploitation of phosphate gave Nauruans one of the highest living standards in the Pacific and per capita, in the world.


          In 1989, the country took legal action against Australia in the International Court of Justice over Australia's actions during its administration of Nauru, in particular, Australia's failure to remedy the environmental damage caused by phosphate mining. The action led to an out-of-court settlement to rehabilitate the mined-out areas of Nauru. Diminishing phosphate reserves has led to economic decline in Nauru, which has brought increasing political instability since the mid-1980s. Nauru had 17 changes of administration between 1989 and 2003. Between 1999 and 2003, a series of no-confidence votes and elections resulted in two people, Ren Harris and Bernard Dowiyogo, leading the country for alternating periods. Dowiyogo died in office in March 2003 and Ludwig Scotty was elected President. Scotty was re-elected to serve a full term in October 2004.


          In recent times, a significant proportion of the country's income has been in the form of aid from Australia. In 2001, the MV Tampa, a Norwegian ship which had rescued 433 refugees (from various countries including Afghanistan) from a stranded 20-metre (65 ft) boat and was seeking to dock in Australia, was diverted to Nauru as part of the Pacific Solution. Nauru operated the detention centre in exchange for Australian aid. In November 2005, two refugees remained on Nauru from those first sent there in 2001, and the last of them finally achieved resettlement at the end of 2006. The Australian government sent further groups of asylum seekers to Nauru in late 2006 and early 2007. In late January 2008, following Australia's decision to close the processing centre, Nauru announced that they will request a new aid deal to ease the resulting blow to the economy.


          


          Politics
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              Ludwig Scotty, former president (2004-2007)
            

          


          Nauru is a republic with a parliamentary system of government. The president is both the head of state and of government. An 18-member unicameral parliament is elected every three years. The parliament elects a president from its members, who appoints a cabinet of five to six members. Nauru does not have a formal structure for political parties; candidates typically stand as independents. 15 of the 18 members of the current parliament are independents, and alliances within the government are often formed on the basis of extended family ties. Three parties that have been active in Nauruan politics are the Democratic Party, Nauru First and the Centre Party. The fact that Nauru is a democracy makes Nauru a counterexample of the traditional theory of the rentier state, as the sale of Nauru's natural resource has not led to authoritarianism.
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              Nauru parliament
            

          


          Since 1992, local government has been the responsibility of the Nauru Island Council (NIC). The NIC has limited powers and functions as an advisor to the national government on local matters. The role of the NIC is to concentrate its efforts on local activities relevant to Nauruans. An elected member of the Nauru Island Council cannot simultaneously be a member of parliament. Land tenure in Nauru is unusual: all Nauruans have certain rights to all land on the island, which is owned by individuals and family groups; government and corporate entities do not own land and must enter into a lease arrangement with the landowners to use land. Non-Nauruans cannot own lands.


          Nauru has a complex legal system. The Supreme Court, headed by the Chief Justice, is paramount on constitutional issues. Other cases can be appealed to the two-judge Appellate Court. Parliament cannot overturn court decisions, but Appellate Court rulings can be appealed to the High Court of Australia; in practice, this rarely happens. Lower courts consist of the District Court and the Family Court, both of which are headed by a Resident Magistrate, who also is the Registrar of the Supreme Court. Finally, there also are two quasi-courts: the Public Service Appeal Board and the Police Appeal Board, both of which are presided over by the Chief Justice.


          Nauru has no armed forces; under an informal agreement, defence is the responsibility of Australia. There is a small police force under civilian control.


          


          Districts
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          Nauru is divided into fourteen administrative districts which are grouped into eight electoral constituencies. The districts are:


          
            
              	
                
                  	Aiwo


                  	Anabar


                  	Anetan


                  	Anibare


                  	Baiti


                  	Boe


                  	Buada

                

              

              	
                
                  	Denigomodu


                  	Ewa


                  	Ijuw


                  	Meneng


                  	Nibok


                  	Uaboe


                  	Yaren

                

              
            

          


          


          Foreign relations


          Following independence in 1968, Nauru joined the Commonwealth as a Special Member, and became a full member in 2000. Nauru was admitted to the Asian Development Bank in 1991 and to the UN in 1999. It is a member of the Pacific Islands Forum, the South Pacific Regional Environmental Program, the South Pacific Commission, and the South Pacific Applied Geoscience Commission. The US Atmospheric Radiation Measurement Program operates a climate-monitoring facility on the island.


          Nauru and Australia have close diplomatic ties. In addition to informal defence arrangements, the September 2005 Memorandum of Understanding between the two countries provides Nauru with financial aid and technical assistance, including a Secretary of Finance to prepare Nauru's budget, and advisers on health and education. This aid is in return for Nauru's housing of asylum seekers while their applications for entry into Australia are processed. Nauru uses the Australian dollar as its official currency.


          Nauru has used its position as a member of the UN to gain financial support from both Taiwan and the People's Republic of China by changing its position on the political status of Taiwan. During 2002, Nauru signed an agreement to establish diplomatic relations with the People's Republic of China on 21 July. This move followed China's promise to provide more than US$60 million in aid. In response, Taiwan severed diplomatic relations with Nauru two days later. Nauru later re-established links with Taiwan on 14 May 2005, and diplomatic ties with China were officially severed on 31 May 2005; however, the PRC continues to maintain a diplomatic presence in the island nation.


          


          Geography
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          Nauru is a small, oval-shaped island in the western Pacific Ocean, 42 km (26 mi.) south of the Equator. The island is surrounded by a coral reef, exposed at low tide and dotted with pinnacles. The reef is bound seaward by deep water, and inside by a sandy beach. The presence of the reef has prevented the establishment of a seaport, although sixteen artificial canals have been made in the reef to allow small boats to access the island. A 150300 m (about 5001000 ft.) wide fertile coastal strip lies landward from the beach. Coral cliffs surround the central plateau, which is known on the island as Topside. The highest point of the plateau is 65 m (213 ft) above sea level. The only fertile areas are the narrow coastal belt, where coconut palms flourish. The land surrounding Buada Lagoon supports bananas, pineapples; vegetable, pandanus trees and indigenous hardwoods such as the tomano tree are cultivated. The population of the island is concentrated in this coastal belt and around Buada Lagoon.


          
            [image: An aerial image of Nauru in 2002 from the U.S. Department of Energy's Atmospheric Radiation Measurement Program. Regenerated vegetation covers 63% of land that was mined.]

            
              An aerial image of Nauru in 2002 from the U.S. Department of Energy's Atmospheric Radiation Measurement Program. Regenerated vegetation covers 63% of land that was mined.
            

          


          Nauru was one of three great phosphate rock islands in the Pacific Ocean (the others are Banaba (Ocean Island) in Kiribati and Makatea in French Polynesia); however, the phosphate reserves are nearly depleted. Phosphate mining in the central plateau has left a barren terrain of jagged limestone pinnacles up to 15 m (49 ft) high. A century of mining has stripped and devastated four-fifths of the land area. Mining has also had an impact on the surrounding Exclusive Economic Zone with 40% of marine life considered to have been killed by silt and phosphate runoff.


          There are limited natural fresh water resources on Nauru. Roof storage tanks collect rainwater, but islanders are mostly dependent on a single, aging desalination plant. Nauru's climate is hot and extremely humid year-round, because of the proximity of the land to the Equator and the ocean. The island is affected by monsoonal rains between November and February. Annual rainfall is highly variable and influenced by the El Nio-Southern Oscillation, with several recorded droughts. The temperature ranges between 26 and 35C (79 and 95F) during the day and between 25 and 28C (77 and 82F) at night. As an island nation, Nauru may be vulnerable to climate and sea level change, but to what degree is difficult to predict; at least 80% of the land area of Nauru is well elevated, but this area will be uninhabitable until the phosphate mining rehabilitation program is implemented.


          There are only sixty recorded vascular plant species native to the island, none of which are endemic. Coconut farming, mining and introduced species have caused serious disturbance to the native vegetation. There are no native land mammals; there are native birds, including the endemic Nauru Reed Warbler, insects and land crabs. The Polynesian Rat, cats, dogs, pigs and chickens have been introduced to the island.


          


          Economy
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              Limestone pinnacles remain after phosphate mining.
            

          


          Nauru's economy depends almost entirely on declining phosphate deposits; there are few other resources, and most necessities are imported. Small-scale mining is still conducted by the NPC. The government places a percentage of the NPC's earnings in the Nauru Phosphate Royalties Trust. The Trust manages long-term investments, intended to support the citizens once the phosphate reserves have been exhausted. However, a history of bad investments, financial mismanagement, overspending and corruption has reduced the Trust's fixed and current assets. For example, Nauru House in Melbourne was sold in 2004 to finance debts and Air Nauru's only Boeing 737-400 was repossessed in December 2005 - though the aircraft was replaced in June of the next year with a Boeing 737-300 model, and normal service was resumed by the company. The value of the Trust is estimated to have shrunk from A$1,300 million in 1991 to A$138 million in 2002. Nauru currently lacks money to perform many of the basic functions of government, the national Bank of Nauru is insolvent, and GDP per capita has fallen to US$2038 per annum, from its peak in the early 1980s..


          There are no personal taxes in Nauru, and the government employs 95% of those Nauruans who work; unemployment is estimated to be 90%. The Asian Development Bank notes that although the administration has a strong public mandate to implement economic reforms, in the absence of an alternative to phosphate mining, the medium-term outlook is for continued dependence on external assistance. The sale of deep-sea fishing rights may generate some revenue. Tourism is not a major contributor to the economy, because there are few facilities for tourists; the Menen Hotel and OD-N-Aiwo Hotel are the only hotels on the island.


          In the 1990s, Nauru became a tax haven and offered passports to foreign nationals for a fee. The inter-governmental Financial Action Task Force on Money Laundering (FATF) then identified Nauru as one of 15 "non-cooperative" countries in its fight against money laundering. Under pressure from FATF, Nauru introduced anti-avoidance legislation in 2003, following which foreign hot money flowed out of the country. In October 2005, this legislationand its effective enforcementled the FATF to lift the non-cooperative designation.


          From 2001 to 2007, the Nauru detention centre provided a source of income for the small country. The Nauruan authorities reacted with concern to its closure by Australia. In February 2008, foreign affairs minister Dr. Kieren Keke stated that it would result in 100 Nauruans losing their jobs, and would affect 10% of the island's population directly or indirectly:


          
            	"We have got a huge number of families that are suddenly going to be without any income. We are looking at ways we can try and provide some welfare assistance but our capacity to do that is very limited. Literally we have got a major unemployment crisis in front of us."

          


          


          Demographics
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              Nauruan districts of Denigomodu and Nibok.
            

          


          The island had 9265 residents at end 2006, and 96 percent speak Nauruan at home. The population was previously higher but in 2006 some 1500 people left the island during a repatriation of immigrant workers from Kiribati and Tuvalu. The repatriation was motivated by widescale redundancies in the phosphate industry. The official language of Nauru is Nauruan, a distinct Pacific island language. English is widely spoken and is the language of government and commerce.


          The main religion practiced on the island is Christianity (two-thirds Protestant, one-third Roman Catholic). There is also a sizable Bah' population (10 percent of the population) and a Buddhist population (3%). The Constitution provides for freedom of religion; however, the government restricts this right in some circumstances, and has restricted the practice of religion by The Church of Jesus Christ of Latter-day Saints and members of Jehovah's Witnesses, most of whom are foreign workers employed by the Nauru Phosphate Corporation.
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              Nauruan people
            

          


          An increased standard of living since independence has had some negative effects on the population. Nauruans are among the most obese people in the world, with 90% of adults overweight. Nauru has the world's highest level of type 2 diabetes, with more than 40% of the population affected. Other significant diet-related problems on Nauru include renal failure and heart disease. Life expectancy has fallen to 58.0 years for males and 65.0 years for females.


          Literacy on the island is 97%, education is compulsory for children from six to 15 years of age (years 110), and two non-compulsory years are taught (Years 11 and 12). There is a campus of the University of the South Pacific on the island; before the campus was built, students traveled to Australia for their university education.


          


          Culture
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          Nauruans descended from Polynesian and Micronesian seafarers who believed in a female deity, Eijebong, and a spirit land, an island called Buitani. Two of the 12 original tribal groups became extinct in the 20th century. Angam Day, held on October 26, celebrates the recovery of the Nauruan population after the two world wars, which together reduced the indigenous population to fewer than 1500. The displacement of the indigenous culture by colonial and contemporary, western influences is palpable. Few of the old customs have been preserved, but some forms of traditional music, arts and crafts, and fishing are still practised.
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          There is no daily news publication, but there are several weekly or fortnightly publications, including the Bulletin, the Central Star News and The Nauru Chronicle. There is a state-owned television station, Nauru Television (NTV) which broadcasts programmes from New Zealand, and there is a state-owned non-commercial radio station, Radio Nauru, which carries items from Radio Australia and the BBC.


          Australian rules football is the most popular sport in Nauru; there is an elite national league with seven teams. All games are played at the island's only stadium, Linkbelt Oval. Other sports popular in Nauru include softball, cricket, golf, sailing, tennis, and soccer. Nauru participates in the Commonwealth and Summer Olympic Games, where it has been successful in weightlifting; Marcus Stephen has been a prominent medallist and was elected to parliament in 2003 and was elected president of Nauru in 2007. Nauru's two best tennis players, David Detudamo and his sister Angelita Detudamo, are currently under athletic scholarships in the United States. David plays for Cameron University in Oklahoma and Angelita plays for Collin County Community College in Texas.


          A traditional activity is catching noddy birds when they return from foraging at sea. At sunset, men stand on the beach ready to throw their lasso at the incoming birds. The Nauruan lasso is supple rope with a weight at the end. When a bird approaches, the lasso is thrown up, hits or drapes itself over the bird, and then falls to the ground. The captured noddies are cooked and eaten.
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                    	Naval Battle of Guadalcanal
                  


                  
                    	Part of the Pacific Theatre of World War II
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                    Smoke rises from two Japanese aircraft shot down off Guadalcanal on November 12, 1942. Photographed from USS President Adams; ship at right is USS Betelgeuse.
                  


                  
                    	
                      
                        
                          	Date

                          	November 12, 1942  November 15, 1942
                        


                        
                          	Location

                          	Guadalcanal, Solomon Islands
                        


                        
                          	Result

                          	Decisive Allied strategic victory
                        

                      

                    
                  


                  
                    	Belligerents
                  


                  
                    	Allied forces including:

                    [image: Flag of Australia]Australia

                    	[image: Flag of the Empire of Japan] Empire of Japan
                  


                  
                    	Commanders
                  


                  
                    	[image: Flag of the United States] Willis A. Lee

                    	[image: Flag of Japan] Nobutake Kondo
                  


                  
                    	Strength
                  


                  
                    	1 carrier,

                    2 battleships,

                    5 cruisers,

                    12 destroyers

                    	2 battleships,

                    8 cruisers,

                    16 destroyers
                  


                  
                    	Casualties and losses
                  


                  
                    	2 cruisers,

                    7 destroyers sunk,

                    36 aircraft destroyed,

                    1,732 killed

                    	2 battleships,

                    1 cruiser,

                    3 destroyers,

                    11 transports sunk,

                    64 aircraft destroyed,

                    1,900 killed
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          The Naval Battle of Guadalcanal, sometimes referred to as the Third and Fourth Battles of Savo Island, the Battle of the Solomons or, in Japanese sources, as the Third Battle of the Solomon Sea (第三次ソロモン海戦, Third Battle of the Solomon Sea ?), took place November 12  November 15, 1942, and was the decisive engagement in a series of naval battles between Allied (primarily United States) and Imperial Japanese forces during the months-long Guadalcanal campaign in the Solomon Islands. The action consisted of combined air and sea engagements over four days, most near Guadalcanal and all related to a Japanese effort to reinforce land forces on the island.


          Allied forces, primarily from the U.S., had landed on Guadalcanal on August 7, 1942 and seized an airfield, later called Henderson Field, that was under construction by the Japanese military. Several subsequent attempts by the Imperial Japanese Army and Navy, using reinforcements delivered to Guadalcanal by ship, to recapture the airfield failed. In early November 1942, the Japanese organized a transport convoy to take 7,000 infantry troops and their equipment to Guadalcanal to attempt once again to retake the airfield. To allow the convoy to approach the island and deliver its cargo, the Japanese navy sent several warship forces to bombard Henderson Field with the goal of destroying Allied aircraft stationed at the airfield that posed a threat to the troop convoy. Learning of the Japanese reinforcement effort, U.S. forces prepared to interdict the Japanese convoy and warships with aircraft and warship attacks.


          In the resulting battle, both sides lost numerous warships in two extremely destructive nighttime surface engagements, with the U.S. suffering more warships sunk or heavily damaged than the Japanese. The U.S., however, was successful in turning back attempts by the Japanese to bombard Henderson Field with battleships. Air attacks by Allied aircraft also sank most of the Japanese troop transports and prevented the majority of the Japanese troops and equipment from reaching Guadalcanal. The battle turned back Japan's last major attempt to dislodge Allied forces from Guadalcanal and nearby Tulagi, resulting in a strategic victory for the U.S. and its allies and deciding the ultimate outcome of the Guadalcanal campaign in favour of Allied forces.


          


          Background


          The six-month Guadalcanal campaign began August 7, 1942, when Allied forces (primarily U.S.) landed on Guadalcanal, Tulagi, and the Florida Islands in the Solomon Islands, at the time a colonial possession of the United Kingdom. The landings were meant to deny the islands' use by the Japanese as bases for threatening the supply routes between the U.S. and Australia, and to secure them as starting points for a campaign to isolate the major Imperial Japanese military base at Rabaul and support of the Allied New Guinea campaign. The Japanese had occupied Tulagi in May 1942 and began constructing an airfield on Guadalcanal in June 1942.


          By nightfall on August 8, the 11,000 Allied troops secured Tulagi, the nearby small islands and a Japanese airfield under construction at Lunga Point on Guadalcanal (later renamed Henderson Field). Allied aircraft operating out of Henderson were called the " Cactus Air Force" (CAF) after the Allied code name for Guadalcanal. To protect the airfield, the US Marines established a perimeter defense around Lunga Point. Additional reinforcements over the next two months later increased the number of US troops at Lunga Point to more than 20,000.


          In response, the Japanese Imperial General Headquarters assigned the Imperial Japanese Army's 17th Army, a corps-sized command based at Rabaul and under the command of Lieutenant-General Harukichi Hyakutake, with the task of retaking Guadalcanal. Units of the 17th Army began to arrive on Guadalcanal on August 19 to drive Allied forces from the island.


          Because of the threat by CAF aircraft based at Henderson Field, the Japanese were unable to use large, slow transport ships to deliver troops and supplies to the island. Instead, they used warships based at Rabaul and the Shortland Islands. The Japanese warships, mainly light cruisers or destroyers from the Eighth Fleet under the command of Vice Admiral Gunichi Mikawa, were usually able to make the round trip down " The Slot" to Guadalcanal and back in a single night, thereby minimizing their exposure to CAF air attack. Delivering the troops in this manner, however, prevented most of the soldiers' heavy equipment and supplies, such as heavy artillery, vehicles, and much food and ammunition, from being carried to Guadalcanal with them. These high speed warship runs to Guadalcanal occurred throughout the campaign and were later called the " Tokyo Express" by Allied forces and "Rat Transportation" by the Japanese.
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          The first Japanese attempt to recapture Henderson Field failed when a 917-man force was defeated on August 21 in the Battle of the Tenaru. The next attempt took place from September 12 through September 14, ending in the defeat of the 6,000soldiers under the command of Major General Kiyotake Kawaguchi at the Battle of Edson's Ridge.


          In October, the Japanese again tried to recapture Henderson Field by delivering 15,000 more army troops, mainly from the 2nd Infantry Division, to Guadalcanal. In addition to delivering the troops and their equipment by Tokyo Express runs, the Japanese also successfully pushed through one large convoy of slower transport ships. Enabling the approach of the transport convoy was a nighttime bombardment of Henderson Field by two battleships on October 14 that heavily damaged the airfield's runways, destroyed half of the CAF's aircraft, and burned most of the available aviation fuel. In spite of the damage, Henderson personnel were able to restore the two runways to service and replacement aircraft and fuel were delivered, gradually restoring the CAF to its pre-bombardment level over the next few weeks.


          The next Japanese attempt to retake the island with the newly arrived troops occurred from October 20 to October 26 and was defeated with heavy losses in the Battle for Henderson Field. At the same time, Admiral Isoroku Yamamoto (the commander of the Japanese Combined Fleet) defeated U.S. naval forces in the Battle of the Santa Cruz Islands, driving them away from the area. The Japanese carriers, however, were also forced to retreat because of losses to carrier aircraft and aircrews. Thereafter, Yamamoto's ships returned to their main bases at Truk in Micronesia, where he had his headquarters, and Rabaul while three carriers returned to Japan for repairs and refitting.


          The Japanese army planned another attack on Guadalcanal in November 1942, but further reinforcements were needed before the operation could proceed. The army requested assistance from Yamamoto to deliver the needed reinforcements to the island and to support their planned offensive on the Allied forces guarding Henderson Field. To support the reinforcement effort, Yamamoto provided 11 large transport ships to carry 7,000 army troops from the 38th Infantry Division, their ammunition, food, and heavy equipment from Rabaul to Guadalcanal. He also sent a warship support force from Truk on November 9 that included two battleships. The two battleships, Hiei and Kirishima, equipped with special fragmentation shells, were to bombard Henderson Field on the night of November 12  13 and destroy it and the aircraft stationed there in order to allow the slow, heavy transports to reach Guadalcanal and unload safely the next day. The warship force was commanded from Hiei by recently-promoted Vice Admiral Hiroaki Abe.
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          Because of the constant threat by Japanese aircraft and warships, it was difficult for Allied forces to resupply their forces on Guadalcanal, who were often under attack from Japanese land and sea forces in the area. In early November 1942, Allied intelligence learned that the Japanese were preparing again to try to retake Henderson Field. Therefore, the U.S. sent Task Force 67, a large reinforcement and resupply convoy, split into two groups and commanded by Rear Admiral Richmond K. Turner, to Guadalcanal on November 11. The supply ships were protected by two task groups, commanded by Rear Admirals Daniel J. Callaghan and Norman Scott, and aircraft from Henderson Field on Guadalcanal. The transport ships were attacked several times on November 11 and November 12 near Guadalcanal by Japanese aircraft based at Buin, Bougainville, in the Solomons, but most were unloaded without serious damage. Twelve Japanese aircraft were shot down by anti-aircraft fire from the U.S. ships or by fighter aircraft flying from Henderson Field.


          


          First Naval Battle of Guadalcanal, November 13


          


          Prelude


          Abe's warship force assembled 70miles (110km) north of Indispensable Strait and proceeded towards Guadalcanal on November 12 with an estimated arrival time for the warships of early morning, November 13. The convoy of slower transport ships and 12 escort destroyers, under the command of Raizo Tanaka, began its run down " The Slot" (New Georgia Sound) from the Shortlands with an estimated arrival time at Guadalcanal sometime during the night of November 13. In addition to the two battleships, Abe's force included the light cruiser Nagara and 11 destroyers: Samidare, Murasame, Asagumo, Teruzuki, Amatsukaze, Yukikaze, Ikazuchi, Inazuma, Akatsuki, Harusame, and Yudachi. Three more destroyers ( Shigure, Shiratsuyu, and Yugure) would provide a rear guard in the Russell Islands during Abe's foray into " Ironbottom Sound" off the north coast of Guadalcanal. U.S. reconnaissance aircraft spotted the approach of the Japanese ships and passed a warning to the Allied command. Thus warned, Turner detached all usable combat ships to protect the troops ashore from the expected Japanese naval attack and troop landing and ordered the supply ships at Guadalcanal to depart by early evening November 12. Callaghan was a few days senior to the more experienced Scott, and therefore was placed in overall command. Callaghan prepared his force to meet the Japanese that night in the sound. His force comprised two heavy cruisers ( SanFrancisco and Portland), three light cruisers ( Helena, Juneau, and Atlanta), and eight destroyers: Cushing, Laffey, Sterett, O'Bannon, Aaron Ward, Barton, Monssen, and Fletcher. Admiral Callaghan commanded from SanFrancisco.


          During their approach to Guadalcanal, the Japanese force passed through a large and intense rain squall which, along with a complex formation plus some confusing orders from Abe, split the formation into several groups. The U.S. force steamed in a single column around Ironbottom Sound, with destroyers in the lead and rear of the column, and the cruisers in the centre. Five ships had the new, far-superior SG radar, but Callaghan's deployment put none of them in the forward part of the column, nor did he choose one for his flagship. Callaghan did not issue a battle plan to his ship commanders.


          


          Action
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          At about 01:25 on November 13, in almost complete pitch darkness because of the bad weather and dark moon, the ships of the Japanese force entered the sound between Savo Island and Guadalcanal and prepared to bombard Henderson Field. Several of the U.S. ships detected the Japanese ships on radar, beginning about 01:24, but had trouble communicating the information to Callaghan because of problems with their ship's radio equipment and lack of discipline with their communications procedures. Several minutes later, both forces visually sighted each other about the same time, but both Abe and Callaghan hesitated ordering their ships into action. Abe apparently was surprised by the proximity of the U.S. ships and could not decide if he should momentarily withdraw to give his battleships time to change from bombardment ammunition to anti-ship ammunition or to continue onward. He decided to continue onward. Callaghan apparently intended to attempt to cross the T of the Japanese, as Scott had done at Cape Esperance, butconfused by the incomplete information he was receiving, plus the fact that the Japanese formation consisted of several scattered groupshe gave several confusing orders on ship movements. The U.S. ship formation began to fall apart, apparently further delaying Callaghan's order to commence firing as he first tried to straighten out his ship's locations. Meanwhile, both forces' formations began to intermingle with each other as the individual ship commanders on both sides anxiously awaited permission to open fire.
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          At 01:48, Akatsuki and Hiei turned on large searchlights and lit up Atlanta only 3,000 yards (2.7 km) awayalmost point-blank range for large naval artillery. Several of the ships on both sides spontaneously opened fire. Realizing that his force was almost surrounded by Japanese ships, Callaghan ordered, "Odd ships fire to starboard, even ships fire to port." Most of the remaining U.S. ships then opened fire, although several had to quickly change their targets in order to comply with Callaghan's order. As the ships from the two sides intermingled, they battled each other in an utterly confused and chaotic mele at close distances. Afterwards, an officer on Monssen likened it to "a barroom brawl after the lights had been shot out".


          At least six of the U.S. ships, including Laffey, O'Bannon, Atlanta, SanFrancisco, Portland, and Helena, fired at Akatsuki, which drew attention to herself with her illuminated searchlight. Akatsuki was hit repeatedly and blew up and sank within a few minutes, but not before hitting Atlanta with shells and a type 93 torpedo.


          Perhaps because it was the lead cruiser in the U.S. formation, Atlanta was the target of fire from several Japanese ships, probably including Nagara, Inazuma, and Ikazuchi, in addition to Akatsuki. The gunfire caused Atlanta heavy damage, and the torpedo hit cut all of her engineering power. Atlanta drifted into the line of fire of SanFrancisco, which accidentally fired on Atlanta, causing even greater damage, and killing Admiral Scott and much of the bridge crew. Atlanta, without power or able to fire her guns, now drifted out of control and out of the battle as the Japanese ships passed her by. The lead U.S. destroyer, Cushing, was also caught in a crossfire between several Japanese destroyers and perhaps Nagara. She too was hit heavily and stopped dead in the water.


          Hiei, with her nine lit searchlights, huge size, and course taking her directly through the U.S. formation, became the focus of gunfire from many of the U.S. ships. Laffey passed so close to Hiei that they missed colliding by 20feet (6m). Hiei was unable to depress her main or secondary batteries low enough to hit Laffey, but Laffey was able to rake Hieis superstructure with 5-inch (130mm) shells and machine gun fire, causing heavy damage to Hieis superstructure and bridge, wounding Admiral Abe, and killing his chief of staff. Admiral Abe was thereafter limited in his ability to direct his ships for the rest of the battle. Sterett and O'Bannon likewise pumped several salvos into Hieis superstructure from close range, and perhaps one or two torpedoes into her hull, causing Hiei further damage, before both destroyers escaped into the darkness.
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          Unable to fire her main or secondary batteries at the three destroyers causing her so much trouble, Hiei instead concentrated on SanFrancisco which was passing by only 2,500 yards (2.3 km) away. Along with Kirishima, Inazuma, and Ikazuchi, the four ships made repeated hits on SanFrancisco, disabling her steering control and killing Admiral Callaghan, Captain Cassin Young, and most of the bridge staff. The first few salvos from Hiei and Kirishima consisted of the special fragmentation bombardment shells, which reduced damage to the interior of SanFrancisco and may have saved her from being sunk outright. Not expecting a ship-to-ship confrontation, it took the crews of the two Japanese battleships several minutes to switch to armor-piercing ammunition. Nevertheless, SanFrancisco, almost helpless to defend herself, managed to momentarily sail clear of the melee. However, she landed at least one shell in Hieis steering gear room during the exchange, flooding it with water, shorting out her power steering generators, and severely inhibiting Hieis steering capability. Helena followed SanFrancisco to try and protect her from further harm.


          Two of the U.S. destroyers met a sudden demise. Either Nagara or the destroyers Teruzuki and Yukikaze came upon the drifting Cushing and pounded her with gunfire, knocking out all of her systems. Unable to fight back, Cushings crew abandoned ship. Cushing sank several hours later. Laffey, having escaped from her engagement with Hiei, encountered Asagumo, Murasame, Samidare, and, perhaps, Teruzuki. The Japanese destroyers pounded the Laffey with gunfire and then hit her with a torpedo which broke her keel. A few minutes later fires reached her ammunition magazines and she blew up and sank.


          Portland, after helping sink Akatsuki, was hit by a torpedo from Inazuma or Ikazuchi, causing heavy damage to her stern and forcing her to steer in a circle. After completing her first loop, she was able to fire four salvos at Hiei but otherwise took little further part in the battle.


          Yudachi and Amatsukaze independently charged the rear five ships of the U.S. formation. Two torpedoes from Amatsukaze hit Barton, immediately sinking her with heavy loss of life. Yudachi planted a torpedo in Juneau, stopping Juneau dead in the water, breaking her keel, and knocking out most of her systems. Juneau then turned east and slowly crept out of the battle area.


          Monssen avoided the wreck of Barton and motored onward looking for targets. She was accosted by Asagumo, Murasame, and Samidare who had just finished blasting Laffey. They proceeded to smother Monssen with gunfire, damaging her severely and forcing the crew to abandon ship. The ship sank sometime later.
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          Amatsukaze approached SanFrancisco with the intention of finishing her off. However, while concentrating on SanFrancisco, Amatsukaze did not notice the approach of Helena which fired several full broadsides at Amatsukaze from close range and knocked her out of the action. The heavily damaged Amatsukaze escaped under cover of a smoke screen and while Helena was distracted by an attack by Asagumo, Murasame, and Samidare.


          Aaron Ward and Sterett, independently searching for targets, both sighted Yudachi, who appeared unaware of the approach of the two U.S. destroyers. Both U.S. ships hit Yudachi simultaneously with gunfire and torpedoes, heavily damaging the destroyer and forcing her crew to abandon ship. The ship did not sink right away, however. Continuing on her way, Sterett was suddenly ambushed by Teruzuki, heavily damaged, and forced to withdraw from the battle area to the east. Aaron Ward wound up in a one-on-one duel with Kirishima, which the destroyer lost with heavy damage. She also tried to retire from the battle area to the east but soon stopped dead in the water because the engines were damaged.


          Robert Leckie, a Marine private on Guadalcanal, described the battle:


          
            
              	

              	The star shells rose, terrible and red. Giant tracers flashed across the night in orange arches. ... the sea seemed a sheet of polished obsidian on which the warships seemed to have been dropped and were immobilized, centered amid concentric circles like shock waves that form around a stone dropped in mud.

              	
            

          


          After nearly 40 minutes of the brutal, close-quarters fighting, the two sides broke contact and ceased fire at 02:26 after Abe and Captain Gilbert Hoover (the captain of Helena and senior surviving U.S. officer at this point) ordered their respective forces to disengage. Admiral Abe had one battleship (Kirishima), one light cruiser (Nagara), and four destroyers (Asagumo, Teruzuki, Yukikaze, and Harusame) with only light damage that could continue fighting (Inazuma, Ikazuchi, Murasame, and Samidare were damaged enough that their fighting ability was somewhat impaired). The U.S. had only one light cruiser (Helena) and one destroyer (Fletcher) that were still capable of effective resistance. Although perhaps unclear to Abe, the way was clear for him to bombard Henderson Field and finish off the U.S. naval forces in the area, clearing the way for the troops and supplies to be landed safely on Guadalcanal.


          However, at this crucial juncture, Abe chose to abandon the mission and depart the area. Several reasons are conjectured as to why he made this decision. Much of the special bombardment ammunition had been expended in the battle. His own injuries and the deaths of some of his staff from battle action may have affected his thought processes. Perhaps he was also unsure as to how many of his or the U.S. ships were still combat-capable because of communication problems with the damaged Hiei. Furthermore, his own ships were scattered and would have taken some time to reassemble for a coordinated resumption of the mission to attack Henderson Field and the remnants of the U.S. warship force. For whatever reason, Abe called for a disengagement and general retreat of his warships, although Yukikaze and Teruzuki remained behind to assist Hiei. Samidare picked-up survivors from Yudachi at 03:00 before joining the other Japanese ships in the retirement northwards.


          


          Aftermath
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          At 03:00 on November 13, Admiral Yamamoto postponed the planned landings of the transports, which returned to the Shortlands to await further orders. Dawn revealed three crippled Japanese (Hiei, Yudachi, and Amatsukaze), and three crippled U.S. ships (Portland, Atlanta, and Aaron Ward) in the general vicinity of Savo Island. Amatsukaze was attacked by U.S. dive-bombers but escaped further damage as she headed to Truk and eventually returned to action several months later. The abandoned hulk of Yudachi was sunk by Portland, whose guns still worked despite the other damage to the ship. The tugboat Bobolink motored around Ironbottom Sound throughout the day of November 13, assisting the crippled U.S. ships, rescuing U.S. survivors from the water, and, reportedly, shooting Japanese survivors floating in the water.


          Hiei was attacked repeatedly by Marine TBF Avenger torpedo planes from Henderson Field, TBFs and SBD Dauntless dive-bombers from Enterprise, which had departed Noumea on November 11, and B-17 Flying Fortress bombers of the United States Army Air Forces 11th Heavy Bombardment Group from Espiritu Santo. Abe and his staff transferred to Yukikaze at 08:15. Kirishima was ordered by Abe to take Hiei under tow, escorted by Nagara and its destroyers, but the attempt was cancelled because of the threat of submarine attack and Hiei's increasing unseaworthiness. After sustaining more damage from air attacks, Hiei sank northwest of Savo Island, perhaps after being scuttled by her remaining crew, in the late evening of November 13.
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          Portland, San Francisco, Aaron Ward, Sterett, and O'Bannon were eventually able to make it back to rear-area ports for repairs. Atlanta, however, sank near Guadalcanal at 20:00 on November 13. Departing from the Solomon Islands area with SanFrancisco, Helena, Sterret, and O'Bannon later that day, Juneau was torpedoed and sunk by Japanese submarine I-26 (). Juneaus 100+ survivors (out of a total complement of 650) were left to fend on their own in the open ocean for eight days before rescue aircraft belatedly arrived. While awaiting rescue, all but 10 of Juneaus crew died from their injuries, the elements, or shark attacks. The dead included the five Sullivan brothers.


          Because of the confused nature of the battle, the U.S. believed that they had sunk as many as seven Japanese ships. This, plus the Japanese retreat, caused the U.S. to believe at the time that they had won a significant victory. It was only after the war that the U.S. learned that they had suffered what most see as a crushing tactical defeat.


          Nevertheless, most historians appear to agree that Abe's decision to retreat turned this tactical defeat into a strategic victory for the U.S. Henderson Field remained operational with attack aircraft ready to deter the slow Japanese transports from approaching Guadalcanal with their precious cargoes. Plus, the Japanese had lost an opportunity to eliminate the U.S. naval forces in the area, a result which would have taken even the comparatively resource-rich U.S. some time to recover from. Reportedly furious, Admiral Yamamoto relieved Abe of command and later directed his forced retirement from the military. However, it appears that Yamamoto may have been more angry over the loss of one of his battleships (Hiei) than he was over the abandonment of the supply mission and failure to completely destroy the U.S. force. Shortly before noon, Yamamoto ordered Vice Admiral Nobutake Kondo, commanding the Second Fleet at Truk, to form a new bombardment unit around Kirishima and attack Henderson Field on the night of November 14 November 15.


          Including the sinking of Juneau, total U.S. losses in the battle were 1,439 dead. The Japanese suffered between 550 to 800 dead. Analyzing the impact of this engagement, historian Richard B. Frank states,


          
            
              	

              	This action stands without peer for furious, close-range, and confused fighting during the war. But the result was not decisive. The self-sacrifice of Callaghan and his task force had purchased one night's respite for Henderson Field. It had postponed, not stopped, the landing of major Japanese reinforcements, nor had the greater portion of the (Japanese) Combined Fleet yet been heard from."

              	
            

          


          


          Other actions, November 1314


          Although the reinforcement effort to Guadalcanal was delayed, the Japanese did not give up trying to complete the original mission, albeit a day later than originally planned. In the afternoon of November 13, Tanaka and the 11 transports resumed their journey towards Guadalcanal. A Japanese force of cruisers and destroyers from the 8th Fleet, based primarily at Rabaul and originally assigned to cover the unloading of the transports on the evening of November 13, was given the mission that Abe's force had failed to carry outthe bombardment of Henderson Field. The battleship Kirishima, after abandoning its rescue effort of Hiei on the morning of November 13, steamed north between Santa Isabel and Malaita Islands with her accompanying warships to rendezvous with Kondo's Second Fleet inbound from Truk to form the new bombardment unit.
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          The 8th Fleet cruiser force, under its commander, Vice Admiral Gunichi Mikawa, included the heavy cruisers Chōkai, Kinugasa, Maya, and Suzuya, light cruisers Isuzu and Tenryū, and six destroyers. Mikawa's force was able to slip into the Guadalcanal area uncontested because the battered U.S. naval forces had withdrawn. Suzuya and Maya, under the command of Shōji Nishimura, bombarded Henderson Field while the rest of Mikawa's force cruised around Savo Island guarding against any U.S. surface attack (which did not occur). The 35-minute bombardment caused some damage to various aircraft and facilities at the airfield but did not put it out of operation. The cruiser force ended the bombardment around 02:30 on November 14 and cleared the area to head towards Rabaul on a course south of the New Georgia island group. At daybreak, aircraft from Henderson Field, Espiritu Santo, and Enterprise, stationed 200nmi (370km) south of Guadalcanal, began their attacks, first on Mikawa's force that was heading away from Guadalcanal, and then on the transport force heading towards Guadalcanal. The attacks on Mikawa's force sank Kinugasa, killing 511 of her crew, and damaged Maya, forcing her to go to Japan for repairs. Repeated air attacks on the transport force overwhelmed the escorting Japanese fighter aircraft, sank six of the transports, and forced one more to turn back with heavy damage (it later sank). Survivors from the transports were rescued by the convoy's escorting destroyers and returned to the Shortlands. A total of 450 army troops were reported to have perished.
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          The remaining four transports and four destroyers continued towards Guadalcanal after nightfall of November 14 but stopped west of Guadalcanal to await the finish of the warship surface action (below) before continuing.


          Kondo's ad hoc force rendezvoused at Ontong Java on the evening of November 13, then reversed course and refueled out of range of Henderson Field's bombers on the morning of November 14. The US submarine Trout stalked but was unable to attack Kirishima during refueling. The bombardment force continued south and came under air attack late in the afternoon of November 14, during which they were intercepted by the submarine Flying Fish which launched five torpedoes but scored no hits, then reported its contact by radio.


          


          Second Naval Battle of Guadalcanal, November 1415


          


          Prelude
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          To cover the unloading of the transports at Guadalcanal, the Japanese fleet made its third attempt to neutralize Henderson Field, sending the force of warships under Admiral Kondo through Indispensable Strait to bombard Guadalcanal on the night of November 14 November 15. The force included Kirishima, heavy cruisers Atago and Takao, light cruisers Nagara and Sendai, and nine destroyers, some of the destroyers being survivors (along with Kirishima and Nagara) of the first night engagement two days prior. Kondo flew his flag in the cruiser Atago. The force approached Guadalcanal around midnight, and a quarter moon provided moderate visibility of about seven kilometers.


          Low on undamaged ships, Admiral William Halsey, Jr., detached the new battleships Washington and South Dakota, of Enterprises support group, together with four destroyers, as Task Force 64 under Admiral Willis A. Lee to defend Guadalcanal and Henderson Field. It was a scratch force; the battleships had only operated together for a few days, and their four escorts were from four different divisionschosen simply because, of the available destroyers, they had the most fuel. The U.S. force arrived in Ironbottom Sound in the evening of November 14 and began patrolling around Savo Island. The U.S. warships were in column formation with the four destroyers in the lead, followed by Washington, with South Dakota bringing up the rear. At 22:55 on November 14, radar on the South Dakota and Washington began to detect Kondo's oncoming ships near Savo Island around 18,000m range.


          


          Action


          Kondo split his force into several groups, with one group, commanded by Shintaro Hashimoto and consisting of Sendai and destroyers Shikinami and Uranami ("C" on the maps), sweeping along the east side of Savo Island, and destroyer Ayanami ("B" on the maps) sweeping counterclockwise around the southwest side of Savo Island to check for the presence of Allied ships. The Japanese ships spotted Lee's force around 23:00, though Kondo misidentified the battleships as cruisers. Kondo ordered the Sendai group of ships, plus Nagara and four destroyers ("D" on the maps) to engage and destroy the U.S. force before he brought the bombardment force of Kirishima and heavy cruisers ("E" on the maps) into Ironbottom Sound. The U.S. ships ("A" on the maps) detected the Sendai force on radar but did not detect the other groups of Japanese ships. Using radar targeting, the two U.S. battleships opened fire on the Sendai group at 23:17. Admiral Lee ordered a cease fire about five minutes later after the radar returns on the northern group appeared to disappear from his ship's radar scopes. However, Sendai, Uranami, and Shikinami were undamaged and circled out of the danger area.
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          Meanwhile, the four U.S. destroyers in the vanguard of the U.S. formation began engaging both Ayanami and the Nagara group of ships at 23:22. Nagara and her escorting destroyers responded effectively with accurate gunfire and torpedoes, and destroyers Walke and Preston were hit and sunk within 10minutes with heavy loss of life. The destroyer Benham had part of her bow blown off by a torpedo and had to retreat (she sank the next day), and destroyer Gwin was hit in her engine room and put out of the fight. However, the U.S. destroyers had completed their mission as screens for the battleships, absorbing the initial impact of contact with the enemy, although at great cost. Lee ordered the retirement of Benham and Gwin at 23:48.


          Washington passed through the area still occupied by the damaged and sinking U.S. destroyers and fired on Ayanami with her secondary batteries, setting her afire. Following close behind, South Dakota suddenly suffered a series of electrical failures, reportedly during repairs when her chief engineer locked down a circuit breaker in violation of safety procedures, causing her circuits repeatedly to go into series, making her radar, radios, and most of her gun batteries inoperable. However, she continued to follow Washington towards the western side of Savo Island until 23:35, when Washington changed course left to pass to the southward behind the burning destroyers. South Dakota tried to follow but had to turn to right to avoid Benham which resulted in the ship being silhouetted by the fires of the burning destroyers and made her a closer and easier target for the Japanese.


          Receiving reports of the destruction of the U.S. destroyers from Ayanami and his other ships, Kondo pointed his bombardment force towards Guadalcanal, believing that the U.S. warship force had been defeated. His force and the two U.S. battleships were now heading towards each other.


          Almost blind and unable to effectively fire her main and secondary armament, South Dakota was illuminated by searchlights and targeted by gunfire and torpedoes by most of the ships of the Japanese force, including Kirishima, beginning about 00:00 on November 15. Although able to score a few hits on Kirishima, South Dakota took 25 medium and one large-caliber hit, some of which did not explode, that completely knocked out her communications and remaining gunfire control operations, set portions of her upper decks on fire, and forced her to try to steer away from the engagement. All of the Japanese torpedoes missed. Admiral Lee later described the cumulative effect of the gunfire damage to South Dakota as to, "render one of our new battleships deaf, dumb, blind, and impotent." South Dakota's crew casualties were 39 killed and 59 wounded, and she turned away from the battle at 00:17 without informing Admiral Lee, though observed by Kondo's lookouts.


          
            [image: Washington fires upon Kirishima during the battle on November 15. The low elevation of the gun barrels is because of the relatively close range of the two adversaries.]

            
              Washington fires upon Kirishima during the battle on November 15. The low elevation of the gun barrels is because of the relatively close range of the two adversaries.
            

          


          The Japanese ships continued to concentrate their fire on South Dakota and none detected Washington approaching to within 9,000 yards (8 km). Washington was tracking a large target (Kirishima) for some time but refrained from firing since there was a chance it could be South Dakota. Washington had not been able to track South Dakotas movements because she was in a blind spot in the Washingtons radar and Lee could not raise her on the radio to confirm her position. When the Japanese illuminated and fired on South Dakota, all doubts were removed as to which ships were friend or foe. From this close range, Washington opened fire and quickly hit Kirishima with at least nine main battery shells and almost forty secondary ones, causing heavy damage and setting her aflame. Kirishima was hit below the waterline and suffered a jammed rudder, causing her to circle uncontrollably to port.


          At 00:25 Kondo ordered all of his ships that were able to converge and destroy any remaining U.S. ships. However, the Japanese ships still did not know where Washington was located, and the other surviving U.S. ships had already departed the battle area. Washington steered a northwesterly course towards the Russell Islands to draw the Japanese force away from Guadalcanal and the presumably damaged South Dakota. The Japanese ships finally sighted Washington and launched several torpedo attacks, but by adroit maneuvering by her captain, Washington avoided all of them and also avoided grounding his ship in shallow waters. At length, believing that the way was clear for the transport convoy to proceed to Guadalcanal (but apparently disregarding the threat of air attack in the morning), Kondo ordered his remaining ships to break contact and retire from the area about 01:04, which most of the Japanese warships complied with by 01:30.


          


          Aftermath


          Both Kirishima and Ayanami were scuttled and sank by 03:25, November 15. Uranami rescued survivors from Ayanami and destroyers Asagumo, Teruzuki, and Samidare rescued the remaining crew from Kirishima. In the engagement, 242 U.S. and 249 Japanese sailors died. The engagement was one of only two battleship-against-battleship surface battles in the entire Pacific campaign of World War II, the other being at the Surigao Strait during the Battle of Leyte Gulf.


          
            [image: Two Japanese transports beached on Guadalcanal and burning on November 15]

            
              Two Japanese transports beached on Guadalcanal and burning on November 15
            

          


          The four Japanese transports beached themselves at Tassafaronga on Guadalcanal by 04:00, November 15 and Tanaka and the escort destroyers departed and raced back up the Slot towards safer waters. The transports were attacked, beginning at 05:55 by U.S. aircraft from Henderson Field and elsewhere, and field artillery from U.S. ground forces on Guadalcanal. Later, destroyer Meade approached and opened fire on the beached transports and surrounding area. These attacks set the transports afire and destroyed any equipment on them that the Japanese had not managed to quickly unload. Only 2,0003,000 of the troops originally embarked actually made it to Guadalcanal, and most of their ammunition and food supplies were lost.


          Yamamoto's reaction to Kondo's failure to accomplish his mission of neutralizing Henderson Field and ensuring the safe landing of troops and supplies was milder than his earlier reaction to Abe's withdrawal, perhaps because of Imperial Navy culture and politics. Kondo, who also held the position of second in command of the Combined Fleet, was a member of the upper staff and battleship "clique" of the Imperial Navy while Abe was a career destroyer specialist. Admiral Kondo was not reprimanded or reassigned but instead was left in command of one of the large ship fleets based at Truk.


          


          Significance


          The failure to deliver to Guadalcanal most of the troops and supplies in the convoy prevented the Japanese from launching another offensive to retake Henderson Field. Thereafter, the Japanese Navy was only able to deliver subsistence supplies and a few replacement troops to Japanese Army forces on Guadalcanal. Because of the continuing threat from Allied aircraft based at Henderson Field, plus nearby U.S. aircraft carriers, the Japanese had to continue to rely on Tokyo Express warship deliveries to their forces on Guadalcanal. However, these supplies and replacements were not enough to sustain Japanese troops on the island, who by December 7, 1942, were losing about 50men each day from malnutrition, disease, and Allied ground or air attacks. On December 12, the Japanese Navy proposed that Guadalcanal be abandoned. Despite opposition from Japanese Army leaders, who still hoped that Guadalcanal could eventually be retaken from the Allies, Japan's Imperial General Headquarters, with approval from the Emperor, on December 31, 1942, agreed to the evacuation of all Japanese forces from the island and establishment of a new line of defense for the Solomons on New Georgia.


          
            [image: The wreck of one of the four Japanese transports beached and destroyed at Guadalcanal on November 15, 1942, photographed one year later.]

            
              The wreck of one of the four Japanese transports beached and destroyed at Guadalcanal on November 15, 1942, photographed one year later.
            

          


          Thus, the Naval Battle of Guadalcanal was the last major attempt by the Japanese to seize control of the seas around Guadalcanal or to retake the island. In contrast, the U.S. Navy was thereafter able to resupply the U.S. forces at Guadalcanal at will, including the delivery of two fresh divisions by late December 1942. The inability to neutralize Henderson Field doomed the Japanese effort to successfully combat the Allied conquest of Guadalcanal. The last Japanese resistance in the Guadalcanal campaign ended on February 9, 1943, with the successful evacuation of most of the surviving Japanese troops from the island by the Japanese navy in Operation Ke. Building on their success at Guadalcanal and elsewhere, the Allies continued their campaign against Japan, ultimately culminating in Japan's defeat and the end of World War II. U.S. President Franklin Roosevelt, upon learning of the results of the battle commented, "It would seem that the turning point in this war has at last been reached."


          Historian Eric Hammel sums up the significance of the Naval Battle of Guadalcanal this way:


          
            
              	

              	On November 12, 1942, the (Japanese) Imperial Navy had the better ships and the better tactics. After November 15, 1942, its leaders lost heart and it lacked the strategic depth to face the burgeoning U.S. Navy and its vastly improving weapons and tactics. The Japanese never got better while, after November 1942, the U.S. Navy never stopped getting better.

              	
            

          


          General Alexander Vandegrift, the commander of the troops on Guadalcanal, paid tribute to the sailors who fought the battle:


          
            
              	

              	We believe the enemy has undoubtedly suffered a crushing defeat. We thank Admiral Kinkaid for his intervention yesterday. We thank Lee for his sturdy effort last night. Our own aircraft has been grand in its relentless hammering of the foe. All those efforts are appreciated but our greatest homage goes to Callaghan, Scott and their men who with magnificent courage against seemingly hopeless odds drove back the first hostile attack and paved the way for the success to follow. To them the men of Cactus lift their battered helmets in deepest admiration.

              	
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Naval_Battle_of_Guadalcanal"
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          The Navier-Stokes equations, named after Claude-Louis Navier and George Gabriel Stokes, describe the motion of fluid substances such as liquids and gases. These equations establish that changes in momentum in infinitesimal volumes of fluid are simply the sum of dissipative viscous forces (similar to friction), changes in pressure, gravity, and other forces acting inside the fluid: an application of Newton's second law to fluid.


          They are one of the most useful sets of equations because they describe the physics of a large number of phenomena of academic and economic interest. They may be used to model weather, ocean currents, water flow in a pipe, flow around an airfoil (wing), and motion of stars inside a galaxy. As such, these equations in both full and simplified forms, are used in the design of aircraft and cars, the study of blood flow, the design of power stations, the analysis of the effects of pollution, etc. Coupled with Maxwell's equations they can be used to model and study magnetohydrodynamics.


          The Navier-Stokes equations are also of great interest in a purely mathematical sense. Somewhat surprisingly, given their wide range of practical uses, mathematicians have not yet proven that in three dimensions solutions always exist ( existence), or that if they do exist they do not contain any infinities, singularities or discontinuities (smoothness). These are called the Navier-Stokes existence and smoothness problems. The Clay Mathematics Institute has called this one of the seven most important open problems in mathematics, and offered a $1,000,000 prize for a solution or a counter-example.


          The Navier-Stokes equations are differential equations which, unlike algebraic equations, do not explicitly establish a relation among the variables of interest (e.g. velocity and pressure). Rather, they establish relations among the rates of change. For example, the Navier-Stokes equations for simple case of an ideal fluid (inviscid) can state that acceleration (the rate of change of velocity) is proportional to the gradient (a type of multivariate derivative) of pressure.


          Contrary to what is normally seen in solid mechanics, the Navier-Stokes equations dictate not position but rather velocity. A solution of the Navier-Stokes equations is called a velocity field or flow field, which is a description of the velocity of the fluid at a given point in space and time. Once the velocity field is solved for, other quantities of interest (such as flow rate, drag force, or the path a "particle" of fluid will take) may be found.


          


          Properties


          


          Nonlinearity


          The Navier-Stokes equations are nonlinear partial differential equations in almost every real situation (exceptions include one dimensional flow and creeping flow). The nonlinearity makes most problems difficult or impossible to solve and is part of the cause of turbulence.


          The nonlinearity is due to convective acceleration, which is an acceleration associated with the change in velocity over position. Hence, any convective flow, whether turbulent or not, will involve nonlinearity, an example of convective but laminar (nonturbulent) flow would be the passage of a viscous fluid (for example, oil) through a small converging nozzle. Such flows, whether exactly solvable or not, can often be thoroughly studied and understood.


          


          Turbulence


          Turbulence is the time dependent chaotic behaviour seen in many fluid flows. It is generally believed that it is due to the inertia of the fluid as a whole: the culmination of time dependent and convective acceleration; hence flows where inertial effects are small tend to be laminar (the Reynolds number quantifies how much the flow is affected by inertia). It is believed, though not known with certainty, that the Navier-Stokes equations model turbulence properly.


          Even though turbulence is an everyday experience, it is extremely difficult to find solutions, quantify, or in general characterize. A $1,000,000 prize was offered in May 2000 by the Clay Mathematics Institute to whoever makes preliminary progress toward a mathematical theory which will help in the understanding of this phenomenon.


          The numerical solution of the Navier-Stokes equations for turbulent flow is extremely difficult, and due to the significantly different mixing-length scales that are involved in turbulent flow, the stable solution of this requires such a fine mesh resolution that the computational time becomes significantly infeasible for calculation (see Direct numerical simulation). Attempts to solve turbulent flow using a laminar solver typically result in a time-unsteady solution, which fails to converge appropriately. To counter this, several approximations such as the Reynolds averaged Navier-Stokes equations (RANS), supplemented with turbulence models (such as the k- model), are used in practical computational fluid dynamics (CFD) applications when modeling turbulent flows. Another technique for solving numerically the Navier-Stokes equation is the Large-eddy simulation (LES). This approach is computationally more expensive than the RANS method (in time and computer memory), but produces better results, since part of the turbulent characteristic scales are explicitly resolved.


          


          Applicability


          Together with supplemental equations (for example, conservation of mass) and well formulated boundary conditions, the Navier-Stokes equations seem to model fluid motion accurately; even turbulent flows seem (on average) to agree with real world observations.


          The Navier-Stokes equations assume that the fluid being studied is a continuum. At very small scales or under extreme conditions, real fluids made out of discrete molecules will produce results different from the continuous fluids modeled by the Navier-Stokes equations. Depending on the Knudsen number of the problem, statistical mechanics or possibly even molecular dynamics may be a more appropriate approach.


          Another limitation is very simply the complicated nature of the equations. Time tested formulations exist for common fluid families, but the application of the Navier-Stokes equations to less common families tends to result in very complicated formulations which are an area of current research. For this reason, the Navier-Stokes equations are usually written for Newtonian fluids.


          


          Derivation and description


          The derivation of the Navier-Stokes equations begins with the conservation of mass, momentum, and energy being written for an arbitrary control volume. In an inertial frame of reference, the most general form of the Navier-Stokes equations ends up being:


          
            	[image: \rho \left(\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v}\right) = -\nabla p + \nabla \cdot\mathbb{T} + \mathbf{f},]

          


          where [image: \mathbf{v}] is the flow velocity,  is the fluid density, p is the pressure, [image: \mathbb{T}] is the ( deviatoric) stress tensor, and [image: \mathbf{f} ] represents body forces (per unit volume) acting on the fluid and [image: \nabla] is the del operator. This is a statement of the conservation of momentum in a fluid and it is an application of Newton's second law to a continuum. This equation is often written using the substantive derivative, making it more apparent that this is a statement of Newton's law:


          
            	[image: \rho \frac{D \mathbf{v}}{D t} = -\nabla p + \nabla \cdot\mathbb{T} + \mathbf{f}.]

          


          The left side of the equation describes acceleration, and may be composed of time dependent or convective effects (also the effects of non-inertial coordinates if present). The right side of the equation is in effect a summation of body forces (such as gravity) and spatial derivatives of surface forces (pressure and stress).


          


          Convective acceleration


          
            [image: An example of convection. Though the flow is steady (time independent), the fluid decelerates as it moves down the diverging duct (when the flow is subsonic), hence there is acceleration.]

            
              An example of convection. Though the flow is steady (time independent), the fluid decelerates as it moves down the diverging duct (when the flow is subsonic), hence there is acceleration.
            

          


          A very significant feature of the Navier-Stokes equations is the presence of convective acceleration. These terms describe the time independent acceleration of a fluid with respect to space, and are represented by the quantity:


          
            	[image: \mathbf{v} \cdot \nabla \mathbf{v}.]

          


          The gradient of the velocity vector would more properly be written with the tensor derivative as [image: \mathbf{v} \cdot (\nabla \otimes \mathbf{v})], where [image: \nabla \otimes \mathbf{v}] is the Jacobian matrix of velocity with respect to space. There are a few other ways to represent convection:


          
            	[image: \mathbf{v} \cdot (\nabla \otimes \mathbf{v}) = (\mathbf{v} \cdot \nabla) \mathbf{v} = \nabla \left(\frac{\mathbf{v}^2}{2}\right) + \nabla \times \mathbf{v} \times \mathbf{v}.]

          


          The second form above uses the advection operator and is common (note the difference between advection and convection  advection refers specifically to the transport of a scalar). The third form has use in irrotational flow, where the curl of the velocity (called vorticity) [image: \nabla \times \mathbf{v}] is absent.


          Regardless of what kind of fluid is being dealt with, convective acceleration is a nonlinear effect. Convection is present in most flows, exceptions include creeping flow and incompressible flow in one dimension.


          


          Stresses


          Stress in the fluid is represented by the [image: \scriptstyle \nabla p] and [image: \scriptstyle \nabla \cdot\mathbb{T}] terms, these are gradients of surface forces, analogous to stresses in a solid. [image: \scriptstyle \nabla p] is called the pressure gradient and arises from normal stresses that turn up in almost all situations, dynamic or not. [image: \scriptstyle \nabla \cdot\mathbb{T}] conventionally describes viscous forces; for incompressible flow, this is only a shear effect.


          Interestingly, only the gradient of pressure shows up, not the pressure itself. The effect of the pressure gradient is that fluid flows from high pressure to low pressure.


          The stress term [image: \scriptstyle \nabla \cdot\mathbb{T}] contains too many unknowns to be immediately usable, hence the general form above is not directly applicable to practical problems. For this reason, assumptions on the specific viscous behaviour of a fluid are made (based on natural observations) and applied in order to specify this quantity in terms of familiar variables, such as velocity. For example, this term becomes the useful quantity [image: \scriptstyle \mu \nabla^2 \mathbf{v}] when the fluid is assumed incompressible and Newtonian.


          


          Other forces


          [image: \scriptstyle \mathbf{f}] represents "other" ( body force) forces. Typically this is only gravity, but may include other fields (such as electromagnetic). In a non-inertial coordinate system, other "forces" such as that associated with rotating coordinates may be inserted.


          Often, these forces may be represented as the gradient of some scalar quantity. Gravity in the z direction, for example, is the gradient of  gz. Since pressure shows up only as a gradient, this implies that solving a problem without any such body force can be mended to include the body force by modifying pressure.


          


          Other equations


          The Navier-Stokes equations are strictly a statement of the conservation of momentum. In order to fully describe fluid flow, more information is needed (how much depends on the assumptions made), this may include boundary data ( no-slip, capillary surface, etc), the conservation of mass, the conservation of energy, and/or an equation of state.


          Regardless of the flow assumptions, a statement of the conservation of mass is generally necessary. This is achieved through the mass continuity equation, given in its most general form as:


          
            	[image: \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0]

          


          or, using the substantive derivative:


          
            	[image: \frac{D\rho}{Dt} + \rho (\nabla \cdot \mathbf{v}) = 0.]

          


          


          Incompressible flow of Newtonian fluids


          The vast majority of work on the Navier-Stokes equations is done under an incompressible flow assumption for Newtonian fluids. The incompressible flow assumption typically holds well even when dealing with a "compressible" fluid, such as air at room temperature (even when flowing up to about Mach 0.3). Taking the incompressible flow assumption into account and assuming constant viscosity, the Navier-Stokes equations will read (in vector form):


          
            	[image: \rho \left(\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v}\right) = -\nabla p + \mu \nabla^2 \mathbf{v} + \mathbf{f}]

          


          f represents "other" body forces (forces per unit volume), such as gravity or centrifugal force. It's well worth observing the meaning of each term:


          
            	[image:  \overbrace{\rho \Big( \underbrace{\frac{\partial \mathbf{v}}{\partial t}}_{ \begin{smallmatrix} \text{Unsteady}\ \text{acceleration} \end{smallmatrix}} + \underbrace{\mathbf{v} \cdot \nabla \mathbf{v}}_{ \begin{smallmatrix} \text{Convective} \ \text{acceleration} \end{smallmatrix}}\Big)}^{\text{Inertia}} = \underbrace{-\nabla p}_{ \begin{smallmatrix} \text{Pressure} \ \text{gradient} \end{smallmatrix}} + \underbrace{\mu \nabla^2 \mathbf{v}}_{\text{Viscosity}} + \underbrace{\mathbf{f}}_{ \begin{smallmatrix} \text{Other} \ \text{forces} \end{smallmatrix}} ]

          


          Note that only the convective terms are nonlinear for incompressible Newtonian flow. The convective acceleration is an acceleration caused by a (possibly steady) change in velocity over position, for example the speeding up of fluid entering a converging nozzle. Though individual fluid particles are being accelerated and thus are under unsteady motion, the flow field (a velocity distribution) will not necessarily be time dependent.


          Another important observation is that the viscosity is represented by the vector Laplacian of the velocity field. This implies that Newtonian viscosity is diffusion of momentum, this works in much the same way as the diffusion of heat seen in the heat equation (which also involves the Laplacian).


          If temperature effects are also neglected, the only "other" equation (apart from initial/boundary conditions) needed is the mass continuity equation. Under the incompressible assumption, density is a constant and it follows that the equation will simplify to:


          
            	[image: \nabla \cdot \mathbf{v} = 0]

          


          This is more specifically a statement of the conservation of volume (see divergence).


          These equations are commonly used in 3 coordinates systems: Cartesian, cylindrical, and spherical. The Cartesian equations follow directly from the vector equation above, obtaining equations in other coordinate systems will require a change of variables.


          


          Cartesian coordinates


          Writing the vector equation explicitly,


          
            	[image:  \rho \left(\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y}+ w \frac{\partial u}{\partial z}\right) = -\frac{\partial p}{\partial x} + \mu \left(\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2}\right) + \rho g_x]

          


          
            	[image:  \rho \left(\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y}+ w \frac{\partial v}{\partial z}\right) = -\frac{\partial p}{\partial y} + \mu \left(\frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 v}{\partial z^2}\right) + \rho g_y]

          


          
            	[image:  \rho \left(\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y}+ w \frac{\partial w}{\partial z}\right) = -\frac{\partial p}{\partial z} + \mu \left(\frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2}\right) + \rho g_z]

          


          Note that gravity has been accounted for as a body force, and the values of gx,gy,gz will depend on the orientation of gravity with respect to the chosen set of coordinates.


          The continuity equation reads:


          
            	[image: {\partial u \over \partial x} + {\partial v \over \partial y} + {\partial w \over \partial z} = 0]

          


          Note that the velocity components (the dependent variables to be solved for) are u, v, w. This system of four equations comprises the most commonly used and studied form. Though comparatively more compact than other representations, this is a nonlinear system of partial differential equations for which solutions are difficult to obtain.


          


          Cylindrical coordinates


          A change of variables on the Cartesian equations will yield the following momentum equations for r, , and z:


          
            	[image:  \rho \left(\frac{\partial u_r}{\partial t} + u_r \frac{\partial u_r}{\partial r} + \frac{u_{\theta}}{r} \frac{\partial u_r}{\partial \theta} + u_z \frac{\partial u_r}{\partial z} - \frac{u_{\theta}^2}{r}\right) = -\frac{\partial p}{\partial r} + \mu \left[\frac{1}{r}\frac{\partial}{\partial r}\left(r \frac{\partial u_r}{\partial r}\right) + \frac{1}{r^2}\frac{\partial^2 u_r}{\partial \theta^2} + \frac{\partial^2 u_r}{\partial z^2} - \frac{u_r}{r^2} - \frac{2}{r^2}\frac{\partial u_{\theta}}{\partial \theta}\right] + \rho g_r]

          


          
            	[image:  \rho \left(\frac{\partial u_{\theta}}{\partial t} + u_r \frac{\partial u_{\theta}}{\partial r} + \frac{u_{\theta}}{r} \frac{\partial u_{\theta}}{\partial \theta} + u_z \frac{\partial u_{\theta}}{\partial z} + \frac{u_r u_{\theta}}{r}\right) = -\frac{1}{r}\frac{\partial p}{\partial \theta} + \mu \left[\frac{1}{r}\frac{\partial}{\partial r}\left(r \frac{\partial u_{\theta}}{\partial r}\right) + \frac{1}{r^2}\frac{\partial^2 u_{\theta}}{\partial \theta^2} + \frac{\partial^2 u_{\theta}}{\partial z^2} + \frac{2}{r^2}\frac{\partial u_r}{\partial \theta} - \frac{u_{\theta}}{r^2}\right] + \rho g_{\theta}]

          


          
            	[image:  \rho \left(\frac{\partial u_z}{\partial t} + u_r \frac{\partial u_z}{\partial r} + \frac{u_{\theta}}{r} \frac{\partial u_z}{\partial \theta} + u_z \frac{\partial u_z}{\partial z}\right) = -\frac{\partial p}{\partial z} + \mu \left[\frac{1}{r}\frac{\partial}{\partial r}\left(r \frac{\partial u_z}{\partial r}\right) + \frac{1}{r^2}\frac{\partial^2 u_z}{\partial \theta^2} + \frac{\partial^2 u_z}{\partial z^2}\right] + \rho g_z]

          


          The gravity components will generally not be constants, however for most applications either the coordinates are chosen so that the gravity components are constant or else it is assumed that gravity is counteracted by a pressure field (for example, flow in horizontal pipe is treated normally without gravity and without a vertical pressure gradient). The continuity equation is:


          
            	[image:  \frac{1}{r}\frac{\partial}{\partial r}\left(r u_r\right) + \frac{1}{r}\frac{\partial u_\theta}{\partial \theta} + \frac{\partial u_z}{\partial z} = 0.]

          


          This cylindrical representation of the incompressible Navier-Stokes equations is the second most commonly seen (the first being Cartesian above). Cylindrical coordinates are chosen to take advantage of symmetry, so that a velocity component can disappear. A very common case is axisymmetric flow, where there is no tangential velocity (u = 0) and the remaining quantities are independent of :


          
            	[image:  \rho \left(\frac{\partial u_r}{\partial t} + u_r \frac{\partial u_r}{\partial r} + u_z \frac{\partial u_r}{\partial z}\right) = -\frac{\partial p}{\partial r} + \mu \left[\frac{1}{r}\frac{\partial}{\partial r}\left(r \frac{\partial u_r}{\partial r}\right) + \frac{\partial^2 u_r}{\partial z^2} - \frac{u_r}{r^2}\right] + \rho g_r]

          


          
            	[image:  \rho \left(\frac{\partial u_z}{\partial t} + u_r \frac{\partial u_z}{\partial r} + u_z \frac{\partial u_z}{\partial z}\right) = -\frac{\partial p}{\partial z} + \mu \left[\frac{1}{r}\frac{\partial}{\partial r}\left(r \frac{\partial u_z}{\partial r}\right) + \frac{\partial^2 u_z}{\partial z^2}\right] + \rho g_z]

          


          
            	[image:  \frac{1}{r}\frac{\partial}{\partial r}\left(r u_r\right) + \frac{\partial u_z}{\partial z} = 0.]

          


          


          Spherical coordinates


          In spherical coordinates, the r, , and  momentum equations are (note the convention used:  is colatitude):


          
            	
              [image:  \rho \left(\frac{\partial u_r}{\partial t} + u_r \frac{\partial u_r}{\partial r} + \frac{u_{\theta}}{r \sin(\phi)} \frac{\partial u_r}{\partial \theta} + \frac{u_{\phi}}{r} \frac{\partial u_r}{\partial \phi} - \frac{u_{\theta}^2 + u_{\phi}^2}{r}\right) = -\frac{\partial p}{\partial r} + \rho g_r]

              
                	[image:  \mu \left[ \frac{1}{r^2} \frac{\partial}{\partial r}\left(r^2 \frac{\partial u_r}{\partial r}\right) + \frac{1}{r^2 \sin(\phi)^2} \frac{\partial^2 u_r}{\partial \theta^2} + \frac{1}{r^2 \sin(\phi)} \frac{\partial}{\partial \phi}\left(\sin(\phi) \frac{\partial u_r}{\partial \phi}\right) - 2 \frac{u_r + \frac{\partial u_{\phi}}{\partial \phi} + u_{\phi} \cot(\phi)}{r^2} + \frac{2}{r^2 \sin(\phi)} \frac{\partial u_{\theta}}{\partial \theta} \right] ]

              

            

          


          



          
            	
              [image:  \rho \left(\frac{\partial u_{\theta}}{\partial t} + u_r \frac{\partial u_{\theta}}{\partial r} + \frac{u_{\theta}}{r \sin(\phi)} \frac{\partial u_{\theta}}{\partial \theta} + \frac{u_{\phi}}{r} \frac{\partial u_{\theta}}{\partial \phi} + \frac{u_r u_{\theta} + u_{\theta} u_{\phi} \cot(\phi)}{r}\right) = -\frac{1}{r \sin(\phi)} \frac{\partial p}{\partial \theta} + \rho g_{\theta}]

              
                	[image:  \mu \left[ \frac{1}{r^2} \frac{\partial}{\partial r}\left(r^2 \frac{\partial u_{\theta}}{\partial r}\right) + \frac{1}{r^2 \sin(\phi)^2} \frac{\partial^2 u_{\theta}}{\partial \theta^2} + \frac{1}{r^2 \sin(\phi)} \frac{\partial}{\partial \phi}\left(\sin(\phi) \frac{\partial u_{\theta}}{\partial \phi}\right) + \frac{2 \frac{\partial u_r}{\partial \theta} + 2 \cos(\phi) \frac{\partial u_{\theta}}{\partial \theta} - u_{\theta}}{r^2 \sin(\phi)^2} \right] ]
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          Mass continuity will read:


          
            	[image:  \frac{1}{r^2}\frac{\partial}{\partial r}\left(r^2 u_r\right) + \frac{1}{r \sin(\phi)}\frac{\partial u_\theta}{\partial \theta} + \frac{1}{r \sin(\phi)}\frac{\partial}{\partial \phi}\left(\sin(\phi) u_\phi\right) = 0]

          


          These equations could be (slightly) simplified by, for example, factoring 1 / r2 from the viscous terms. This isn't done to preserve the structure of the Laplacian and other quantities.


          


          Stream function formulation


          Taking the curl of the Navier-Stokes equation results in the elimination of pressure. This is especially easy to see if 2D Cartesian flow is assumed (w = 0 and no dependence of anything on z), where the equations reduce to:


          
            	[image:  \rho \left(\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y}\right) = -\frac{\partial p}{\partial x} + \mu \left(\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2}\right) + \rho g_x]

          


          
            	[image:  \rho \left(\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y}\right) = -\frac{\partial p}{\partial y} + \mu \left(\frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2}\right) + \rho g_y]

          


          Differentiating the first with respect to y, the second with respect to x and subtracting the resulting equations will eliminate pressure and any potential force. Defining the stream function  through


          
            	[image: u = \frac{\partial \psi}{\partial y} \quad; \quad v = -\frac{\partial \psi}{\partial x}]

          


          results in mass continuity being unconditionally satisfied (given the stream function is continuous), and then incompressible Newtonian 2D momentum and mass conservation degrade into one equation:


          
            	[image: \frac{\partial}{\partial t}\left(\nabla^2 \psi\right) + \frac{\partial \psi}{\partial y} \frac{\partial}{\partial x}\left(\nabla^2 \psi\right) - \frac{\partial \psi}{\partial x} \frac{\partial}{\partial y}\left(\nabla^2 \psi\right) = \nu \nabla^4 \psi]

          


          where [image: \nabla^4] is the (2D) biharmonic operator and  is the the kinematic viscosity. This single equation together with appropriate boundary conditions describes 2D fluid flow, taking only kinematic viscosity as a parameter. Note that the equation for creeping flow results when the left side is assumed zero.


          


          Compressible flow of Newtonian fluids


          There are some exceptional phenomena that are closely linked with fluid compressibility. One of the obvious examples is sound. Description of such phenomena requires more general presentation of the Navier-Stokes equation that takes into account fluid compressibility. If viscosity is assumed a constant, one additional term appears, as shown here:


          
            	[image: \rho \left(\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v}\right) = -\nabla p + \mu \nabla^2 \mathbf{v} + \mathbf{f} +(4\mu /3 + \mu^v) \nabla (\nabla \cdot \mathbf{v}) ]

          


          where v is second viscosity coefficient. It is related to volume viscosity or bulk viscosity. This additional term disappears for incompressible fluid, when the divergence of the flow equals 0.


          


          Application to specific problems


          The Navier-Stokes equations, even when written explicitly for specific fluids, are rather generic in nature and their proper application to specific problems can be very diverse. This is partly because there is an enormous variety of problems that may be modeled, ranging from as simple as the distribution of static pressure to as complicated as multiphase flow driven by surface tension.


          Generally, application to specific problems begins with some flow assumptions and initial/boundary condition formulation, this may be followed by scale analysis to further simplify the problem. For example, after assuming steady, parallel, one dimensional, nonconvective pressure driven flow between parallel plates, the resulting scaled (dimensionless) boundary value problem is:


          
            [image: Visualization of a) parallel flow and b) radial flow.]

            
              Visualization of a) parallel flow and b) radial flow.
            

          


          
            	[image: \frac{d^2 u}{d y^2} = -1 \quad; \quad u(0) = u(1) = 0]

          


          The boundary condition is the no slip condition. This problem is easily solved for the flow field:


          
            	[image: u(y) = \frac{y - y^2}{2}]

          


          From this point onward more quantities of interest can be easily obtained, such as viscous drag force or net flow rate.


          Difficulties may arise when the problem becomes slightly more complicated. A seemingly modest twist on the parallel flow above would be the radial flow between parallel plates; this involves convection and thus nonlinearity. The velocity field may be represented by a function f(z) that must satisfy:


          
            	[image: \frac{d^2 f}{d z^2} + R f^2 = -1 \quad; \quad f(0) = f(1) = 0]

          


          This ordinary differential equation is what is obtained when the Navier-Stokes equations are written and the flow assumptions applied (additionally, the pressure gradient is solved for). The nonlinear term makes this a very difficult problem to solve analytically (a lengthy implicit solution may be found which involves elliptic integrals and roots of cubic polynomials). Issues with the actual existence of solutions arise for R > 22.609 (approximately), the parameter R being the Reynolds number with appropriately chosen scales. This is an example of flow assumptions losing their applicability, and an example of the difficulty in "high" Reynolds number flows.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Navier%E2%80%93Stokes_equations"
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          Nazi Germany and the Third Reich are the common English names for Germany under the regime of Adolf Hitler and the National Socialist German Workers Party (aka NSDAP or the Nazi Party), which established a totalitarian dictatorship that existed from 1933 to 1945. Officially, the state was, as in the preceding Weimar Republic era, still called the Deutsches Reich ( German Reich). In 1943 Grodeutsches Reich (Greater German Reich), became the official name.


          The state was a major European power from the 1930s to the mid-1940s. Its historical significance lies mainly in its responsibility for starting World War II, and its commission of large-scale crimes against humanity, such as the persecution and mass-murder of millions of Jews, minorities, and dissidents in the genocide known as the Holocaust. The state came to an end in 1945, after the Allied Powers succeeded in seizing German-occupied territories in Europe and in occupying Germany itself.


          In 1935, Germany was bounded on the north by the North Sea, Denmark, and the Baltic Sea; to the east by Lithuania, The Free City of Danzig, Poland and Czechoslovakia; to the south by Austria and Switzerland; and to the west by France, Luxembourg, Belgium, the Netherlands and the Saarland, which joined in 1935. These borders changed after the state annexed Austria, the Sudetenland, Bohemia and Moravia and Memel, and after subsequent expansion during World War II.


          


          History


          The Third Reich found its context in the wake of the loss of land, the heavy reparations, and the perceived national embarrassment imposed through the Treaty of Versailles which ended World War I. Following civil unrest, the worldwide economic depression of the 1930s spurred by the stock market crash in the US, the counter-traditionalism of the Weimar period, and the rise of communism in Germany, many voters began turning their support towards the Nazi Party with its promises of strong government, civil peace, radical changes to economic policy, and restored national pride. The National Socialist party promised cultural renewal based on traditionalism, and it proposed military rearmament in opposition to the Treaty of Versailles; the party claimed that in the Treaty of Versailles and the liberal democracy of the Weimar Republic, Germany's national pride had been lost.. The Nazis also endorsed the Dolchstolegende ("Stab in the back legend") which figured prominently in their propaganda as it did in propaganda of most other nationalist-leaning parties in Germany.


          From 1925 to the 1930s, the German government evolved from a democracy to a de facto conservative-nationalist authoritarian state under President and war hero Paul von Hindenburg, who opposed the liberal democratic nature of the Weimar Republic and wanted to find a way to make Germany into an authoritarian state. The natural ally of the foundation of an authoritarian state had been the German National People's Party (DNVP or "the Nationalists"), but increasingly, after 1929, more radical and younger-generation nationalists were attracted to the revolutionary nature of the National Socialist party, to challenge the rising support for communism as the German economy floundered. By 1932, the Nazis were the largest party in the Reichstag. Hindenburg was reluctant to give any substantial power to Hitler, but worked out an alliance between the Nazis and the DNVP which would allow him to develop an authoritarian state. Hitler consistently demanded to be appointed chancellor in order for Hindenburg to receive any Nazi Party support of his administration.


          On January 30, 1933 Adolf Hitler was appointed chancellor of Germany by Hindenburg after attempts by General Kurt von Schleicher to form a viable government failed (the Machtergreifung). Von Schleicher was hoping he could control Hitler by becoming vice chancellor and also keeping the Nazis a minority in the cabinet. Hindenburg was put under pressure by Hitler through his son Oskar von Hindenburg, as well as intrigue from former Chancellor Franz von Papen, leader of the Catholic Centre Party following his collection of participating financial interests and his own ambitions to combat communism. Even though the Nazis had gained the largest share of the popular vote in the two Reichstag general elections of 1932, they had no majority of their own, and just a slim majority in parliament with their Papen-proposed Nationalist DNVP-NSDAP coalition. This coalition ruled through accepted continuance of the Presidential decree, issued under Article 48 of the 1919 Weimar constitution.


          The National Socialist treatment of the Jews in the early months of 1933 marked the first step in a longer-term process of removing them from German society. This plan was at the core of Adolf Hitler's "cultural revolution".


          


          Consolidation of power


          The new government installed a totalitarian dictatorship in a series of measures in quick succession (see Gleichschaltung for details).


          On the night of February 27, 1933 the Reichstag building was set on fire and Dutch council communist Marinus van der Lubbe was found inside the building. He was arrested and charged with starting the blaze. The event had an immediate effect on thousands of anarchists, socialists and communists throughout the Reich, many of whom were sent to the Dachau concentration camp. The unnerved public worried that the fire had been a signal meant to initiate the communist revolution, and the Nazis found the event to be of immeasurable value in getting rid of potential insurgents. The event was quickly followed by the Reichstag Fire Decree, rescinding habeas corpus and other civil liberties.


          The Enabling Act was passed in March 1933, with 444 votes, to the 94 of the remaining Social Democrats. The act gave the government (and thus effectively the Nazi Party) legislative powers and also authorized it to deviate from the provisions of the constitution for four years. In effect, Hitler had seized dictatorial powers.


          Over the next year, the National Socialist ruthlessly eliminated all opposition. The Communists had already been banned before the passage of the Enabling Act. The Social Democrats (SPD), despite efforts to appease Hitler, were banned in June. In June and July, the Nationalists (DNVP), People's Party (DVP) and State Party (DStP) were forced to disband. The remaining Catholic Centre Party, at Papen's urging, disbanded itself on July 5, 1933 after guarantees over Catholic education and youth groups. On July 14, 1933 Germany was officially declared a one-party state.


          
            [image: March at Reichsparteitag 1935.]

            
              March at Reichsparteitag 1935.
            

          


          Symbols of the Weimar Republic, including the black-red-gold flag (now the present-day flag of Germany), were abolished by the new regime which adopted both new and old imperial symbolism to represent the dual nature of the imperialist-Nazi regime of 1933. The old imperial black-white-red tricolour, almost completely abandoned during the Weimar Republic, was restored as one of Germany's two officially legal national flags. The other official national flag was the swastika flag of the Nazi party. It became the sole national flag in 1935. The national anthem continued to be " Deutschland ber Alles" (also known as the " Deutschlandlied") except that the Nazis customarily used just the first verse and appended to it the " Horst Wessel Lied" accompanied by the so-called Hitler salute.


          Further consolidation of power was achieved on January 30, 1934 with the Gesetz ber den Neuaufbau des Reichs (Act to rebuild the Reich). The act changed the highly decentralized federal Germany of the Weimar era into a centralized state. It disbanded state parliaments, transferring sovereign rights of the states to the Reich central government and put the state administrations under the control of the Reich administration. This process had actually begun soon after the passage of the Enabling Act, when all state governments were thrown out of office and replaced by Reich governors (German: Reichsstatthalter). Further laws ended any autonomy in local government. Mayors of cities and towns with fewer than 100,000 people were appointed by the governors, while the Interior Minister appointed the mayors of all cities larger than 100,000 people. In the case of Berlin and Hamburg (and after 1938, Vienna), Hitler reserved the right to personally appoint the mayors.


          In the spring of 1934 only the army remained independent from Nazi control. The German army had traditionally been separated from the government and somewhat of an entity of its own. The Nazi paramilitary SA expected top positions in the new power structure and wanted the regime to follow through its promise of enacting socialist legislation for Aryan Germans. Wanting to preserve good relations with the army and the major industries who were weary of more political violence erupting from the SA, on the night of June 30, 1934, Hitler initiated the violent " Night of the Long Knives", a purge of the leadership ranks of Rhm's SA as well as hard-left Nazis ( Strasserists), and other political enemies, carried out by another, more elitist, Nazi organization, the SS.


          
            [image: Bones of anti-Nazi German women still are in the crematoriums in the German concentration camp at Weimar, Germany. Photo taken by the 3rd U.S. Army, 14th April 1945]
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          At Hindenburg's death on August 2, 1934 the Nazi-controlled Reichstag merged the offices of Reichsprsident and Reichskanzler and reinstalled Hitler with the new title Fhrer und Reichskanzler. Until the death of Hindenburg, the army did not follow Hitler, partly because the paramilitary SA was much larger than the German Army (limited to 100,000 by the Treaty of Versailles) and because the leaders of the SA sought to merge the Army into itself and to launch the socialist "second revolution" to complement the nationalist revolution which had occurred with the ascendance of Hitler. The murder of Ernst Rhm, leader of the SA, in the Night of the Long Knives, the death of Hindenburg, the merger of the SA into the Army and the promise of other expansions of the German military wrought friendlier relations between Hitler and the Army, resulting in a unanimous oath of allegiance by all soldiers to obey Hitler. The Nazis proceeded to scrap their official alliance with the conservative nationalists and began to introduce Nazi ideology and Nazi symbolism into all major aspects of life in Germany. Schoolbooks were either rewritten or replaced, and schoolteachers who did not support Nazification of the curriculum were fired.


          The inception of the Gestapo, police acting outside of any civil authority, highlighted the Nazis' intention to use powerful, coercive means to directly control German society. An army, estimated to be of about 100,000, spies and informants operated throughout Germany, reporting to Nazi officials the activities of any critics or dissenters. Most ordinary Germans, happy with the improving economy and better standard of living, remained obedient and quiet, but many political opponents, especially communists and Marxist or international socialists, were reported by omnipresent eavesdropping spies and put in prison camps where many were tortured and killed. It is estimated that tens of thousands of political victims died or disappeared in the first few years of Nazi rule.


          "Between 1933 and 1945 more than 3 million Germans had been in concentration camps or prison for political reasons" "Tens of thousands of Germans were killed for one or another form of resistance. Between 1933 and 1945 Special Courts killed 12,000 Germans, courts martial killed 25,000 German soldiers, and 'regular' justice killed 40,000 Germans. Many of these Germans were part of the government civil or military service, a circumstance which enabled them to engage in subversion and conspiracy while involved, marginally or significantly, in the government's policies."


          


          World War II


          
            [image: German and Axis allies' conquests (in blue) in Europe during World War II]
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          Conquest of Europe


          The " Danzig crisis" peaked in the months after Poland rejected Nazi Germany's initial offer regarding both the Free City of Danzig and the Polish Corridor. After a series of ultimatums, the Germans broke from diplomatic relations and shortly thereafter, Germany invaded Poland on 1 September 1939. This led to the outbreak of the Second World War in Europe when on 3 September 1939, the United Kingdom and France both declared war on Germany. The Phony War followed. On 9 April 1940 the Germans struck north against Denmark and Norway, in part to secure the safety of continuing iron ore supplies from Sweden through Norwegian coastal waters. British and French forces landed in Mid- and North Norway, only to be defeated in the ensuing Norwegian campaign. In May, the Phony War ended when despite the protestations of many of his advisors, Hitler took a gamble and sent German forces into France and the Low Countries. The Battle of France was an overwhelming German victory. Later that year, Germany subjected the United Kingdom to heavy bombing during the Battle of Britain, and deliberately bombed civilian areas in London in response to a British bombing of Berlin, which in turn was in response to an accidental bombing of London by German bombers. This may have served two purposes, either as a precursor to Operation Sea Lion or it may have been an effort to dissuade the British populace from continuing to support the war. Regardless, the United Kingdom refused to capitulate and eventually Sea Lion was indefinitely postponed in favour of Operation Barbarossa.


          
            [image: A group of the German Luftwaffe's "Stuka" dive bombers during World War II]
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          Barbarossa too was briefly postponed while Hitler's attention was diverted to save his failing Italian ally in North Africa and the Balkans. The Afrika Korps arrived in Libya in February of 1941. In what was to be one of many advances in the North African Campaign, the Afrika Korps took back much of the territory which the Italian armed forces had recently lost to advancing British Commonwealth forces from British-held Egypt, and then invaded Egypt later in 1941. In April, the Germans then launched an invasion of Yugoslavia. This was followed by the Battle of Greece and the Battle of Crete. But, by the time North Africa and the Balkans were subdued, February, March, April, and May were lost. Because of the diversions in North Africa and the Balkans, the Germans were not able to launch Barbarossa until late in June.


          
            [image: German U-boat alongside the battlecruiser Scharnhorst]
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          Before and after the German attempt to take Britain, Germany's navy, the Kriegsmarine, was raiding Allied convoys in the Atlantic Ocean which were sending Britain needed supplies from the United States, Canada, and British colonies. British forces were forced to spread out to protect their convoys from submarine attacks by German U-Boats, as well as stopping surface raiders. The British successfully repelled a number of German surface raiding attempts during the war, the two most famous battles with surface raiders included one with the pocket battleship Admiral Graf Spee and a British cruiser squadron in 1939, which set off a political controversy when the German ship attempted to take refuge in the neutral port of Montevideo, later being forced out and destroyed by her crew to avoid capture. The other was in 1941 with the German battleship Bismarck, Germany's largest and most powerful warship that sunk Britain's largest warship, the battlecruiser Hood. Bismarck was then pursued and sunk by British naval forces shortly afterward. Attacks by U-boats however, proved to be very successful and the most serious in damaging supply lines to Britain. Over time, the Allies developed improved defence tactics and new escorts that managed to reduce the numbers of merchant ships sunk. The German war machine managed to keep up with the steady losses of U-Boats because of their simple designs which allowed the U-Boats to be mass-produced and still remain a threat to the Allies throughout the war.


          


          Germany invaded the Soviet Union on 22 June 1941 and on the eve of the invasion, Hitler's former deputy, Rudolf Hess, attempted to negotiate terms of peace with the United Kingdom in an unofficial private meeting after crash-landing in Scotland. These attempts failed and he was arrested.


          By late 1941 Germany and her allies controlled almost all of mainland and Baltic Europe with the exception of neutral Switzerland, Sweden, Spain (debated whether it was an Axis ally), Portugal (debated), Liechtenstein, Andorra, Vatican City and Monaco. On the eastern front, the German Army was at the gates of Moscow and engaged in a long winter war with the Red Army. Eventually the German army was forced out of Moscow, but held much of the Baltic territories spanning to the Black Sea.


          Nazi Germany declared war on the United States on December 11, 1941, four days after the Japanese bombed Pearl Harbour. This allowed German submarines in the Atlantic to fight US convoys that had been supporting the United Kingdom and although Nazi hubris is often cited, Hitler presumably sought the further support of Japan. He was convinced of the United States' aggressive intentions following the leaking of Rainbow Five and hearing of the foreboding content of Franklin Delano Roosevelt's Pearl Harbour speech. Before then, Germany had practiced its own policy of appeasement, taking drastic precautions in order to avoid the United States' entry into the war.


          


          Persecution and extermination campaigns


          
            [image: A member of Einsatzgruppe D killing a Jew who is kneeling before a filled mass grave in Vinnitsa, Ukraine, in 1942. The back of the photo is inscribed "The last Jew in Vinnitsa"]
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          The persecution of minorities and "undesirables" continued both in Germany and the occupied countries. From 1941 onward, Jews were required to wear a yellow badge in public and most were transferred to ghettos, where they remained isolated from the rest of the population. In January 1942, at the Wannsee Conference and under the supervision of Reinhard Heydrich, who himself was commanded by Heinrich Himmler, a plan for the " Final Solution of the Jewish Question" (Endlsung der Judenfrage) in Europe was designed. From then until the end of the war some six million Jews and many others, including homosexuals, Slavs, and political prisoners, were systematically killed. In addition, more than ten million people were put into forced labour. This genocide is called the Holocaust in English and the Shoah in Hebrew. Thousands were shipped daily to extermination camps and concentration camps.


          Parallel to the Holocaust, the Nazis conducted a ruthless program of conquest and exploitation over the captured Soviet and Polish territories and their populations as part of their Generalplan Ost. According to estimates, 20 million Soviet civilians, three million non-Jewish Poles, and seven million Red Army soldiers died because of the Nazis in what the Russians call the Great Patriotic War. The Nazis' plan was to extend German Lebensraum ("living space") eastward, a foreseen consequence of the war in Eastern Europe and the Soviet Union, said by the Nazis to have been waged in order "to defend Western Civilization against Bolshevism of subhumans". It is estimated that at least 51 milion Slavic people were to be removed from Central and Eastern Europe in the event of Nazi victory. Because of the many atrocities suffered under Stalin, the Nazi message was interpreted by many to be legitimate in parts of Soviet Union. Many Ukrainians, Balts, and other nationalities fought, or at least expected to fight, on the side of the Germans. People in the occupied territories of the Soviet Union that fulfilled the basic racial classifications of the Aryan race or had no Jewish ancestry, were allowed to avoid persecution and allowed to enlist in the Waffen Schutzstaffel (Waffen-SS) divisions. The Nazi regime intended to eventually "Germanize" the racially-acceptable peoples of the occupied east.


          


          Allied advances
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          As the Soviet war economy recovered despite the loss of industrial territory to the German occupiers, the Red Army put up a strong front against the German army. By 1943 the Soviets had defeated the Germans at Stalingrad and began the push westward, winning the tank battle at Kursk-Orel in July.


          From 1942 on the Western Allies stepped up bombing raids and began plans to land on German-occupied territory. A great controversy concerning Allied tactics, were the Allied bombings of German cities, which resulted in the complete destruction of the cities of Cologne and Dresden as well as others. These bombings resulted in numerous civilian casualties and severe hardship for the survivors living amid the destroyed infrastructure. The invasion of Italy as well as the collapse of the Fascist regime there, caused German forces to be spread thin to fight the two fronts. The German Army was pushed back to the borders of Poland by February 1944, following the great success of Operation Bagration. The Allies opened a Western Front in June 1944 at Normandy, a year and a half after the Soviets turned the tide on the Eastern Front. With a three front campaign, depleting oil and supply lines, and constant bombing by the Allies, German occupied territory was slowly taken by the Allies. As the Red army neared East Prussia, German civilians began to flee from East Prussia, West Prussia and Silesia en masse westward, fearing persecution by Soviet soldiers.


          Millions of German soldiers would die over the course of World War II, with current highest estimates at 5.5 million. The corpses of German soldiers became so commonplace that they stopped generating any emotion whatsoever and became an inextricable part of the European landscape, and were often improperly buried or not at all. Hungry pigs often devoured the remains of German soldiers, such as near the Maas-Waal canal in 1944, where men of the 82nd Airborne were powerless to stop the swarms of hogs feasting on dead German soldiers.
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          By early 1945 Soviet forces surrounded Berlin, American and British forces had taken most of western Germany and Soviet troops moving westward met Allied troops moving eastward at Torgau at the Elbe on April 26, 1945 (Cohen). With Berlin under siege, Hitler and other key members of the Nazi regime were forced to live in the armoured underground Fhrerbunker while the upper terrain of Berlin was constantly shelled by the Red Army.


          In the underground bunker Hitler grew increasingly isolated and detached from reality and increasingly exhibited signs of mental illness as he would burst into violent rages and temper tantrums when he was informed of the dire situation facing Berlin and the remaining German armed forces there. In one such rage at a meeting with military commanders it was claimed that Hitler began to consider committing suicide should Germany fail to win the war. Berlin was eventually surrounded and outward communications between Berlin and the rest of Germany were cut off. Despite evident total defeat, Hitler refused to relinquish his power or surrender.


          With no communications coming out of Berlin, Hermann Gring sent an ultimatum to Berlin that he would take over the Nazi regime in April if his ultimatum was not responded to, in which case Hitler would have been deemed to be incapacitated as leader. Upon receiving the message, Hitler angrily ordered Gring's immediate arrest, and had a plane deliver the message to Gring in Bavaria. Later, Reichsfhrer-SS Heinrich Himmler in northern Germany began communicating with the western Allies about negotiating peace. Hitler once again reacted violently to Himmler's attempts to seek peace and ordered both his arrest and execution.


          With no intent by Hitler to surrender, intense street fighting continued in the war-torn ruins of Berlin between remnant German army forces, Hitler Youth, and the Waffen-SS against the Red Army. This battle was known as the Battle of Berlin. The German forces by this time were severely depleted, large numbers of German children and the elderly were forced into conscription by the Nazis to fight against the Red Army in the remaining pockets of territory not controlled by the Red Army in Berlin.


          


          Capitulation of German forces


          On April 30, 1945, as the Battle for Berlin raged and the city was being overrun by Soviet forces, Hitler committed suicide in his underground bunker. Two days later, on May 2, 1945, German General Helmuth Weidling unconditionally surrendered Berlin to Soviet General Vasily Chuikov.


          Hitler was succeeded by Grand Admiral Karl Dnitz as Reich President and Dr. Joseph Goebbels as Reich Chancellor. No one was to replace Hitler as the Fhrer, which Hitler abolished in his will. However, Goebbels committed suicide in the Fuhrerbunker a day after assuming office. The caretaker government Dnitz established near the Danish border unsuccessfully sought a separate peace with the Western Allies. On 4 May 8 May 1945 the remaining German armed forces throughout Europe surrendered unconditionally ( German Instrument of Surrender, 1945). This was the end of Nazi Germany.


          With the creation of the Allied Control Council on July 5, 1945, the four Allied powers "assume[d] supreme authority with respect to Germany" ( Declaration Regarding the Defeat of Germany, US Department of State, Treaties and Other International Acts Series, No. 1520).


          


          The end of the Third Reich


          The Potsdam Conference in August 1945 created arrangements and outline for new government for the post-war Germany as well as war reparations and resettlement. All German annexations in Europe after 1937, such as the Sudetenland, were reversed, and in addition Germany's eastern border was shifted westwards to the Oder-Neisse line, effectively reducing Germany in size by approximately 25% compared to her 1937 border. The territories east of the new border comprised East Prussia, Silesia, West Prussia, two-thirds of Pomerania and parts of Brandenburg. Much of these areas were agricultural, with the exception of Upper Silesia, which was the second-largest centre of German heavy industry. Many smaller and large cities such as Stettin, Knigsberg, Breslau, Elbing, Danzig were cleansed of their population and taken from Germany as well.


          France took control of a large part of Germany's remaining coal deposits. Virtually all Germans in Central Europe outside of the new eastern borders of Germany and Austria were subsequently, over a period of several years, expelled, affecting about 17 million ethnic Germans. Most casualty estimates of this expulsion range between one to two million dead. The French, US and British occupation zones later became West Germany (the Federal Republic of Germany), while the Soviet zone became the communist East Germany (the German Democratic Republic, excluding sections of Berlin).


          The initial repressive occupation policy in Germany by the Western Allies was reversed after a few years when the Cold War made the Germans important as allies against communism. West Germany recovered economically by the 1960s, being called the economic miracle (German term Wirtschaftswunder), mainly due to the currency reform of 1948 which replaced the Reichsmark with the Deutsche Mark as legal tender, halting rampant inflation, but also to a minor degree helped by economic aid (in the form of loans) through the Marshall Plan which was extended to also include West Germany. West German recovery was upheld thanks to fiscal policy and intense labour, eventually leading to labour shortages.


          Allied dismantling of West German industry was finally halted in 1951, and in 1952 West Germany joined the European Coal and Steel Community. In 1955 the military occupation of West Germany was ended. East Germany recovered at a slower pace under communism until 1990, due to reparations paid to the Soviet Union and the effects of the centrally planned economy. Germany regained full sovereignty in 1991.
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          After the war, surviving Nazi leaders were put on trial by an Allied tribunal at Nuremberg for crimes against humanity. A minority were sentenced to death and executed, but a number were jailed and then released by the mid-1950s due to poor health and old age, with the notable exception of Rudolf Hess, who died in Spandau Prison in 1987 while in permanent solitary confinement. In the 1960s, 1970s and 1980s, some renewed efforts were made in West Germany to take those who were directly responsible for "crimes against humanity" to court (e.g., Auschwitz trials). However, many of the less prominent leaders continued to live well into the 1980s and 1990s.


          The victorious Allies outlawed the Nazi Party, its subsidiary organizations, and most symbols and emblems (including the swastika in most manifestations) throughout Germany and Austria; this prohibition remains in force to the present day. The end of Nazi Germany also saw the rise of unpopularity of related aggressive nationalism in Germany such as Pan-Germanism and the Vlkisch movement which had previously been significant political ideas in Germany and in Europe prior to the Second World War, those that remain are largely at present, fringe movements. In all non-fascist European countries legal purges were established to punish the members of the former Nazi and Fascist parties. Even there, however, some of the former leaders found ways to accommodate themselves under the new circumstances.


          


          Nuremberg Trials
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          The response to numerous crimes discovered to be committed by Nazi Germany, fostered a revival in both the western and eastern blocs of internationalism resulting in the creation of the United Nations (UN). One of the UN's first objectives was establishing a series of war crimes tribunals to convict Nazi officials, called the Nuremberg Trials, named after where the trials were held, in the Nazis' former political stronghold of Nuremberg, Bavaria. The first major and most well-known Nuremberg trial was officially called the Trial of the Major War Criminals Before the International Military Tribunal (IMT). This trial involved twenty-four key Nazi officials including Hermann Gring, Ernst Kaltenbrunner, Rudolf Hess, Albert Speer, Karl Dnitz, Hans Frank, and Julius Streicher. The trial found many of the accused to be guilty and twelve were sentenced to death by hanging. Many people that were hanged praised Hitler in their last seconds of life before being executed. A few officials managed to avoid being executed, including Gring, who committed suicide by ingesting a cyanide tablet before he could be hanged; Hess, a formerly close confidant to Hitler, was sentenced to life in prison and stayed in Spandau prison until his death in 1987; Speer, the state architect and later armaments minister, served twenty years despite his use of slave labour in projects; Konstantin von Neurath, a Third Reich cabinet minister who was in office prior to the Nazi regime; and another minister who also served in the pre-Nazi government, economist Hjalmar Schacht.


          Some accused the Nuremberg Trials to be a form of " victor's justice", in that no similar action was taken to punish the war crimes and crimes against humanity of the victors, i.e. those of the Soviet Union, France, Great Britain and the United States during World War II.


          


          Geography


          


          Administrative regions
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          Under the Nazi regime, administrative powers were significantly altered. The German constituent states were replaced in 1935 by local " gaus " (regional districts) led by Nazi officials who obeyed the central government's orders. This change consolidated Hitler's control over Germany and weakened the political weight of Prussia, which in the past dominated German political affairs. The central government and the gaus took over the states' powers, however Nazi officials still held leadership titles over the non-existant states, such as Hermann Gring, who was remained the Reichsstatthalter and Minister-President of Prussia until 1945, and Ludwig Siebert as Minister-President of Bavaria.


          In addition to Weimar-era Germany proper, the Reich came to include, in the years leading up to the war, areas with ethnic German populations such as Austria, the Sudetenland, and the territory of Memel. Regions acquired after the outbreak of conflict include Eupen-et- Malmdy, Alsace-Lorraine, Danzig and territories of Poland. In addition, from 1939 to 1945, the Reich ruled Bohemia and Moravia as a protectorate, subjugated and annexed prior to the start of the world war. Although under German control and administration, the protectorate had its own currency.
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          Regions and protectorates


          Czech Silesia was incorporated into the province of Silesia during the same period. In 1942 Luxembourg was directly annexed into Germany. Central Poland and Polish Galicia were run by a protectorate government, called the General Government. Eventually, the Polish people were supposed to be "removed" and Poland itself populated with 5 million Germans. By late 1943, Germany not only seized Bolzano-Bozen(South Tyrol) and Istria, which had been part of Austria-Hungary before 1919, but also seized Venice from its erstwhile ally Italy after it capitulated to the Allies.


          


          Idea of the Greater Germany


          Outside of what was directly annexed into Germany were the regional territories created in occupied lands. In many areas, occupied territories called Reichskommissariat were set up. In the occupied Soviet Union territories, these included the Reichskommissariat Ostland and Reichskommissariat Ukraine. In northern Europe, there was the Reichskommissariat Niederlande (Netherlands) and Reichskommissariat Norwegen (Norway) which were designed to foster German colonization. In 1944, a Reichskommissariat was founded in Belgium and northern France, previously known as the Military Administration of Belgium and North France, where travel restrictions were enforced in order to foster German colonization.


          The Reich's borders had changed de facto well before its military defeat in May 1945, as parts of the German population fled westward from the advancing Red Army and the Western Allies pressed eastward from France. By the end of the war, a small strip of land stretching from Austria to Bohemia and Moravia  as well as a few other isolated regions  was the only area not under Allied control. Upon its defeat, some have claimed that the Reich was in a state of debellation. Occupation zones were set up and administrated by France, the Soviet Union, the United Kingdom and the United States. The prewar German lands east of the Oder-Neisse line and Stettin and its surrounding area - nearly 25% of pre-war Germany - were set under Polish and Soviet administration but factually sundered from Germany for annexation by Poland and the Soviet Union. The millions of Germans remaining in the areas were expelled by the Allies. These territorial changes resulted in the complete dissolution of Prussia as a German territorial component. Prussia was identified as a region neither of Poland nor of the Soviet Union ( Kaliningrad Oblast). By signing the Treaty of Warsaw (1970) and the Treaty on the Final Settlement with Respect to Germany (1990), Germany finally renounced any claims to territories lost during the Second World War.


          


          Economy
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          When the Nazis came to power the most pressing issue was an unemployment rate of close to 30%. The economic policies of the Third Reich were in the beginning the brainchildren of Hjalmar Schacht, who assumed office as president of the central bank under Hitler in 1933, and became finance minister in the following year. Schacht was one of the few finance ministers to take advantage of the freedom provided by the end of the gold standard to keep interest rates low and government budget deficits high, with massive public works funded by large budget deficits. The consequence was an extremely rapid decline in unemployment--the most rapid decline in unemployment in any country during the Great Depression. Eventually this Keynesian economic policy was supplemented by the boost to demand provided by rearmament and swelling military spending.


          Hjalmar Schacht was finally replaced in 1937 by Hitler's lieutenant Hermann Goering when he resigned. Goering introduced the four year plan whose main aim was to make Germany self-sufficient to fight a war within four years. Under Goering imports were slashed. Wages and prices were controlled--under penalty of being sent to a concentration camp. Dividends were restricted to six percent on book capital. And strategic goals to be reached at all costs (much like Soviet planning) were declared: the construction of synthetic rubber plants, more steel plants, automatic textile factories.


          While the strict state intervention into the economy, and the massive rearmament policy, almost led to full employment during the 1930s (statistics didn't include non-citizens or women), real wages in Germany dropped by roughly 25% between 1933 and 1938. Trade unions were abolished, as well as collective bargaining and the right to strike. The right to quit also disappeared: Labour books were introduced in 1935, and required the consent of the previous employer in order to be hired for another job. In place of ordinary profit incentive to guide investment, investment was guided through regulation to accord with needs of the State. Government financing eventually came to dominate the investment process, which the proportion of private securities issued falling from over half of the total in 1933 and 1934 to approximately 10 percent in 1935-1938. Heavy taxes on profits limited self-financing of firms. The largest firms were mostly exempt from taxes on profits, however government control of these were extensive enough to leave "only the shell of private ownership."


          Another part of the new German economy was massive rearmament, with the goal being to expand the 100,000-strong German Army into a force of millions. The Four-Year Plan was discussed in the controversial Hossbach Memorandum, which provides the "minutes" from one of Hitler's briefings.


          Nevertheless, the war came and although the Four-Year Plan technically expired in 1940, Hermann Gring had built up a power base in the "Office of the Four-Year Plan" that effectively controlled all German economic and production matters by this point in time. In 1942 the growing burdens of the war and the death of Todt saw the economy move to a full war economy under Albert Speer.


          The war time economy of Nazi Germany can effectively neither be described as a free market economy nor as centrally planned. In the words of Richard Overy: "The Germany economy fell between two stools. It was not enough of a command economy to do what the Soviet system could do; yet it was not capitalist enough to rely, as America did, on the recruitment of private enterprise."


          


          Politics


          Through staffing of most government positions with Nazi Party members, by 1935 the German national government and the Nazi Party had become virtually one and the same. By 1938, through the policy of Gleichschaltung, local and state governments lost all legislative power and answered administratively to Nazi Party leaders, known as Gauleiters, who governed Gaue and Reichsgaue.


          


          Government


          Nazi Germany was made up of various competing power structures, all trying to gain favour with the Fhrer, or Hitler. Thus much of the laws were forgotten and instead replaced with interpretations of what Hitler wanted (however many times they would be supported by new law.) Any government member could take one of Hitler's comments and turn it into a new law, of which Hitler would casually either approve or disapprove when he finally heard about it. This became known as "working towards the Fhrer", as the government was not a coordinated, co-operating body, but a collection of individuals each trying to gain more power and influence over the Fhrer. This often made government very convoluted and divided, especially with Hitler's vague policy of creating a multitude of often very similar posts. The process allowed more unscrupulous and ambitious Nazis to get away with implementing the more radical and extreme elements of Hitler's ideology, such as anti-Semitism, and in doing so win political favour. Protected by Goebbels' extremely effective propaganda machine, which portrayed the government as a dedicated, dutiful and efficient outfit, the dog-eat-dog competition and chaotic legislation was allowed to escalate out of control. Historical opinion is divided between "intentionalists", who believe that Hitler created this system as the only means of ensuring both the total loyalty and dedication of his supporters and the complete impossibility of a conspiracy; and "structuralists", who believe that the system evolved by itself and was a serious limitation on Hitler's supposedly totalitarian power.


          


          Cabinet and national authorities


          
            	Office of the Reich Chancellery ( Hans Lammers)


            	Office of the Party Chancellery ( Martin Bormann)


            	Office of the Presidential Chancellery ( Otto Meissner)


            	Privy Cabinet Council ( Konstantin von Neurath)


            	Chancellery of the Fhrer ( Philip Bouhler)

          


          


          Reich offices


          
            	Office of the Four-Year Plan ( Hermann Gring)


            	Office of the Reich Master Forester ( Hermann Gring)


            	Office of the Inspector for Highways


            	Office of the President of the Reich Bank


            	Reich Youth Office


            	Reich Treasury Office


            	General Inspector of the Reich Capital


            	Office of the Councillor for the Capital of the Movement (Munich, Bavaria)

          


          


          Reich ministries


          
            	Reich Foreign Ministry ( Joachim von Ribbentrop)


            	Reich Interior Ministry ( Wilhelm Frick, Heinrich Himmler)


            	Reich Ministry of Public Enlightenment and Propaganda ( Joseph Goebbels)


            	Reich Ministry of Aviation ( Hermann Gring)


            	Reich Ministry of Finance ( Lutz Schwerin von Krosigk)


            	Reich Ministry of Justice ( Otto Thierack)


            	Reich Economics Ministry ( Walther Funk)


            	Reich Ministry for Nutrition and Agriculture ( Richard Walther Darr)


            	Reich Labour Ministry ( Franz Seldte)


            	Reich Ministry for Science, Education, and Public Instruction ( Bernhard Rust)


            	Reich Ministry for Ecclesiastical Affairs ( Hanns Kerrl)


            	Reich Transportation Ministry ( Julius Dorpmller)


            	Reich Postal Ministry ( Wilhelm Ohnesorge)


            	Reich Ministry for Weapons, Munitions, and Armament ( Fritz Todt, Albert Speer)


            	Reich Ministers without Portfolio ( Konstantin von Neurath, Hans Frank, Hjalmar Schacht, Arthur Seyss-Inquart)

          


          


          State ideology


          National Socialism had some of the key ideological elements of fascism which originally developed in Italy under Benito Mussolini; however, the Nazis never officially declared themselves fascists. Both ideologies involved the political use of militarism, nationalism, anti-communism and paramilitary forces, and both intended to create a dictatorial state. The Nazis, however, were far more racially-oriented than the fascists in Italy, Portugal, and Spain. The Nazis were also intent on creating a completely totalitarian state, unlike Italian fascists who while promoting a totalitarian state, allowed a larger degree of private liberties for their citizens. These differences allowed the Italian monarchy to continue to exist and have some official powers. However the Nazis copied much of their symbolism from the Fascists in Italy, such as copying the Roman salute as the Nazi salute, use of mass rallies, both made use of uniformed paramilitaries devoted to the party (the SA in Germany and the Blackshirts in Italy), both Hitler and Mussolini were called the "Leader" (Fhrer in German, Duce in Italian), both were anti-Communist, both wanted an ideologically-driven state, and both advocated a middle-way between capitalism and communism, commonly known as corporatism. The party itself rejected the fascist label, claiming National Socialism was an ideology unique to Germany. Many analysts, however, classify National Socialism as a racially-oriented version of fascism.


          The totalitarian nature of the Nazi party was one of its principal tenets. The Nazis contended that all the great achievements in the past of the German nation and its people were associated with the ideals of National Socialism, even before the ideology officially existed. Propaganda accredited the consolidation of Nazi ideals and successes of the regime to the regime's Fhrer ("Leader"), Adolf Hitler, who was portrayed as the genius behind the Nazi party's success and Germany's saviour.


          To secure their ability to create a totalitarian state, the Nazi party's paramilitary force, the Sturmabteilung (SA) or "Storm Unit" used acts of violence against leftists, democrats, Jews, and other opposition or minority groups. The SA's violence created a climate of fear in cities, with people anxious over punishment, or even death, if they displayed opposition to the Nazis. The SA also helped attract large numbers of alienated and unemployed youth to the party.


          The "German problem", as it is often referred to in English scholarship, focuses on the issue of administration of Germanic regions in Northern and Central Europe, an important theme throughout German history. The "logic" of keeping Germany small worked in the favour of its principal economic rivals, and had been a driving force in the recreation of a Polish state. The goal was to create numerous counterweights in order to "balance out Germany's power".


          The Nazis endorsed the concept of Grodeutschland, or Greater Germany, and believed that the incorporation of the Germanic people into one nation was a vital step towards their national success. It was the Nazis' passionate support of the Volk concept of Greater Germany that led to Germany's expansion, that gave legitimacy and the support needed for the Third Reich to proceed to conquer long-lost territories with overwhelmingly non-German population like former Prussian gains in Poland that it lost to Russia in the 1800s, or to acquire territories with German population like parts of Austria. The German concept of Lebensraum (living space) or more specifically its need for an expanding German population was also claimed by the Nazi regime for territorial expansion.


          Two important issues were administration of the Polish corridor and Danzig's incorporation into the Reich. As a further extension of racial policy, the Lebensraum program pertained to similar interests; the Nazis determined that Eastern Europe would be settled with ethnic Germans, and the Slavic population who met the Nazi racial standard would be absorbed into the Reich. Those not fitting the racial standard were to be used as cheap labour force or deported eastward.


          Racialism and racism were important aspects of society within the Third Reich. The Nazis combined anti-Semitism with anti-Communist ideology, regarding the leftist-internationalist movement  as well as international market capitalism  as the work of "Conspiratorial Jewry". They referred to this so-called movement with terminology such as the "Jewish-Bolshevistic revolution of subhumans." This platform manifested itself in the displacement, internment, and systematic extermination of an estimated 11 million to 12 million people in the midst of World War II, roughly half of them being Jews targeted in what is historically remembered as the Holocaust (Shoah), 3 million ethnic Poles,and another 100,000-1,000,000 being Roma, who were murdered in the Porajmos. Other victims of Nazi persecution included communists, various political opponents, social outcasts, homosexuals, religious dissidents such as Jehovah's Witnesses, Christadelphians, the Confessing Church and Freemasons.


          


          Foreign relations


          The Treaty of Versailles forced Germany to pay war reparations that destroyed the German economy. It also forbade the construction of aircraft, submarines, and large battleships and forced Germany to give up all colonial as well as some border territories. Furthermore, Germany was not allowed to have any political union with German-populated Austria or the newly-formed Free City of Danzig.


          From 1933 onward, Hitler and the Nazi regime performed a number of political maneuvers in order to restore German power on an international level, all in violation of the Versailles Treaty. As Germany's agenda became increasingly revisionist, opposition grew. However, the 1935 Anglo-German Naval Agreement between Great Britain and Germany, allowing Germany to resume formerly-illegal naval construction, was seen by both sides as an important overture of peace given a shipbuilding rivalry of the past.


          That same year Germany endorsed a plebiscite in German-populated Saar, which resulted in it returning to Germany in 1935, after being held by France as a protectorate since 1919. In 1936, with no British or French forces remaining in the Rhineland (which was to be permanently demilitarized of German forces), Germany defied the Versailles Treaty by sending military forces into the Rhineland.


          From 1936 onward, Germany steadily proceeded on an interventionist foreign policy approach, beginning by supporting the fascist nationalist forces of Francisco Franco during the Spanish Civil War against the republican forces which were supported by the Soviet Union. German aircraft took part in attacks on Spanish republican forces as well as the infamous bombing of civilians in the Basque town of Guernica in 1937.


          Although Germany's relations with Italy improved with creation of the Rome-Berlin Axis, tensions remained high because the Nazis wanted Austria to be incorporated into Germany. Italy was opposed to this, as were France and Britain. In 1938, an Austrian-led Nazi coup took place in Austria and Germany sent in its troops, annexing the country. Italy and Britain no longer had common interests and, as Germany had stopped supporting the German speaking population under Italy's control in Bolzano-Bozen(South Tyrol), Italy began to gravitate towards Germany.


          


          Germany's annexation of the Sudetenland from Czechoslovakia in September 1938 came about during talks with British Prime Minister Neville Chamberlain, in which Hitler, backed by Italian dictator Benito Mussolini, demanded that the German territories be ceded. Chamberlain and Hitler came to an agreement when Hitler signed a piece of paper which said that with the annexation of the Sudetenland, Germany would proceed with no further territorial aims. Chamberlain took this to be a success in that it avoided a potential war with Germany. However, the Nazis helped to promote Slovakian dissention and declaring that the country was no more, seized control of the Czech part.


          For quite some time, Germany had engaged in informal negotiations with Poland regarding the issue of territorial revision, but after the Munich Agreement and the reacquisition of Memel, the Nazis became increasingly vocal. Poland refused to allow the annexation of the Free City of Danzig.


          Germany and the Soviet Union began talks over planning an invasion of Poland. In August 1939, the Molotov Pact was signed and Germany and the Soviet Union agreed to divide Poland along a mutually-agreed set boundary. The invasion was put into effect on September 1, 1939. Last-minute Polish-German diplomatic proceedings failed, and Germany invaded Poland as scheduled. Germany alleged that Polish operatives had attacked German positions, but the result was the outbreak of World War II, as Allied forces refused to accept Germany's claims on Poland and blamed Germany for the conflict.


          From 1939 to 1940, the so-called "Phony War" occurred, as German forces made no further advances but instead, both the Axis and Allies engaged in a propaganda campaign. However in early 1940, Germany began to concern that the British intended to stop trade between Sweden and Germany by bringing Norway into an alliance against Germany, with Norway in Allied hands, the Allies would be dangerously close to German territory. In response, Germany invaded Denmark and Norway ending the Phony War. After sweeping through the Low Countries and occupying northern France, Germany allowed French nationalist and war hero Philippe Petain to form a fascist regime in southern France known as the "French State" but more commonly referred to as Vichy France named after its capital in Vichy.


          In 1941 Germany's invasion of Yugoslavia resulted in that state's splintering. In spite of Hitler's earlier view of inferiority of all Slavs, he supported Mussolini's agenda of creating a fascist puppet state of Croatia, called the Independent State of Croatia. Croatia was led by the extreme nationalist Ante Pavelić a long-time Croatian exile in Rome, whose Ustashe movement formed a government in modern-day Croatia and Bosnia and Herzegovina. The Ustashe were allowed to persecute Serbs, while Germany contributed to that goal in German-occupied Serbia.


          From 1941 to the end of the war, Germany engaged in war with the Soviet Union in its attempt to create the Nazi colonial goal of Lebensraum "living space" for German citizens. The German occupation authorities set up occupation and colonial authorities called Reichskommissariats such as Reichskommissariat Ostland and Reichskommissariat Ukraine. The Slavic populations were to be destroyed along with Jews there to make way for German colonists.


          As the fortunes of war changed, Germany was forced to occupy Italy when Mussolini was thrown out as Prime Minister by Italy's king in 1943. German forces rescued Mussolini and instructed him to establish a fascist regime in Italy called the Italian Social Republic. This was the last major foreign policy delivered. The remainder of the war saw the decline of German power and desperate attempts by Nazi officials such as Heinrich Himmler to negotiate a peace with the western Allies against the wishes of Hitler.


          


          Law


          Most of the judicial structures and legal codes of the Weimar Republic remained in use during the Third Reich, but significant changes within the judicial codes occurred, as well as significant changes in court rulings. The Nazi party was the only legal political party in Germany; all other political parties were banned. Most human rights of the constitution of the Weimar Republic were disabled by several Reichsgesetze (Reich's laws). Several minorities such as the Jews, opposition politicians and prisoners of war were deprived of most of their rights and responsibilities. The Plan to pass a Volksstrafgesetzbuch (people's code of criminal justice) arose soon after 1933, but didn't come into reality until the end of WWII.


          As a new type of court, the Volksgerichtshof (people's court) was established in 1934, only dealing with cases of political importance. From 1934 to September 1944, a total of 5,375 death sentences were spoken by the court. Not included in this numbers are the death sentences from July 20, 1944 until April 1945, which are estimated at 2,000. Its most prominent jurist was Roland Freisler, who headed the court from August 1942 to February 1945.


          


          Military


          The military of the Third Reich - the Wehrmacht - was the name of the unified armed forces of Germany from 1935 to 1945 with Heer (Army), Kriegsmarine (Navy), Luftwaffe (Air Force) and a military organization Waffen-SS (National Guard), which was, de facto, a fourth branch of the Wehrmacht. The German Army furthered concepts pioneered during the First World War, combining Ground and Air Force assets into combined arms teams. Coupled with traditional war fighting methods such as encirclements and the "battle of annihilation", the German military managed many lightning quick victories in the first year of the Second World War, prompting foreign journalists to create a new word for what they witnessed: Blitzkrieg. The total number of soldiers who served in the Wehrmacht during its existence from 1935 until 1945 is believed to approach 18.2 million.


          


          Racial policy


          The effects of Nazi social policy in Germany was divided between those considered to be "Aryan" and those considered "non-Aryan", Jewish, or part of other minority groups. For "Aryan" Germans, a number of social policies put through by the regime to benefit them were advanced for the time, including state opposition to the use of tobacco, an end to official stigmatization toward Aryan children who were born from parents outside of marriage, as well as giving financial assistance to Aryan German families who bore children.


          The Nazi Party pursued its racial and social policies through persecution and killing of those considered social undesirables or "enemies of the Reich".


          Especially targeted were minority groups such as Jews, Romani (also known as Gypsies), Jehovah's Witnesses, people with mental or physical disabilities and homosexuals.


          In the 1930s, plans to isolate and eventually eliminate Jews completely in Germany began with the construction of ghettos, concentration camps, and labour camps which began with the 1933 construction of the Dachau concentration camp, which Heinrich Himmler officially described as "the first concentration camp for political prisoners."
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          In the years following the Nazi rise to power, many Jews were encouraged to leave the country and did so. By the time the Nuremberg Laws were passed in 1935, Jews were stripped of their German citizenship and denied government employment. Most Jews employed by Germans lost their jobs at this time, which were being taken by unemployed Germans. Notably, the Nazi government attempted to send 17,000 German Jews of Polish descent back to Poland, a decision which led to the assassination of Ernst vom Rath by Herschel Grynszpan, a German Jew living in France. This provided the pretext for a pogrom the Nazi Party incited against the Jews on November 9, 1938, which specifically targeted Jewish businesses. The event was called Kristallnacht (Night of Broken Glass, literally "Crystal Night"); the euphemism was used because the numerous broken windows made the streets look as if covered with crystals. By September 1939 more than 200,000 Jews had left Germany, with the Nazi government seizing any property they left behind.


          The Nazis also undertook programs targeting "weak" or "unfit" people, such as the T-4 Euthanasia Program, killing tens of thousands of disabled and sick Germans in an effort to "maintain the purity of the German Master race" (German: Herrenvolk) as described by Nazi propagandists. The techniques of mass killing developed in these efforts would later be used in the Holocaust. Under a law passed in 1933, the Nazi regime carried out the compulsory sterilization of over 400,000 individuals labeled as having hereditary defects, ranging from mental illness to alcoholism.


          Another component of the Nazi programme of creating racial purity was the Lebensborn, or "Fountain of Life" programme founded in 1936. The programme was aimed at encouraging German soldiers  mainly SS  to reproduce. This included offering SS families support services (including the adoption of racially pure children into suitable SS families) and accommodating racially-valuable women, pregnant with mainly SS men's children, in care homes in Germany and throughout Occupied Europe. Lebensborn also expanded to encompass the placing of racially pure children forcibly seized from occupied countries  such as Poland  with German families.


          At the outset of World War II, the German authority in the General Government in occupied Poland ordered that all Jews face compulsory labour and that those who were physically incapable such as women and children were to be confined to ghettos.


          To the Nazis a number of ideas appeared on how to answer the "Jewish Question". One method was a mass forced deportation of Jews. Adolf Eichmann suggested that Jews be forced to emigrate to Palestine. Franz Rademacher made the proposal that Jews be deported to Madagascar; this proposal was supported by Himmler and was discussed by Hitler and Italian dictator Benito Mussolini but was later dismissed as impractical in 1942. The idea of continuing deportations to occupied Poland was rejected by the governor, Hans Frank, of the General Government of occupied Poland as Frank refused to accept any more deportations of Jews to the territory which already had large numbers of Jews. In 1942, at the Wannsee Conference, Nazi officials decided to eliminate the Jews altogether, as discussed the " Final Solution of the Jewish Question". Concentration camps like Auschwitz were converted and used gas chambers to kill as many Jews as possible. By 1945, a number of concentration camps had been liberated by Allied forces and they found the survivors to be severely malnourished. The Allies also found evidence that the Nazis were profiteering from the mass murder of Jews not only by confiscating their property and personal valuables but also by extracting gold fillings from the bodies of some Jews held in concentration camps.


          


          Social Policy


          


          Education


          Education under the Nazi regime focused on racial biology, population policy, culture, geography and especially physical fitness. Anti-Semitic policy led to the expulsion of Jewish teachers and professors and officials from the education system. All university professors were required to be a member of the National Socialist Association of University Lecturers in order to be able to be employed as professors.


          


          Social Welfare
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          Recent research by academics such as Gtz Aly has emphasized the role of the extensive Nazi social welfare programs that focused on providing employment for German citizens and insuring a minimal living standard for German citizens. Heavily focused on was the idea of a national German community. To aid the fostering of a feeling of community, the German people's labour and entertainment experiences  from festivals, to vacation trips and traveling cinemas  were all made a part of the "Strength through Joy" ( Kraft durch Freude, KdF) program. Also crucial to the building of loyalty and comradeship was the implementation of the National Labour Service and the Hitler Youth Organization, with compulsory membership. In addition to this, a number of architectural projects were undertaken. KdF created the KdF-wagen, later known as the Volkswagen (People's Car), which was designed to be a cheap, inexpensive automobile that every German citizen would be able to afford. The KdF wagon also was created in the idea that it could be converted to a military vehicle for war. Another national project undertaken, was the construction of the Autobahn, made it the first freeway system in the world.


          


          Health


          According to the research of Robert N. Proctor for his book The Nazi War on Cancer, Nazi Germany had arguably the most powerful anti-tobacco movement in the world. Anti-tobacco research received a strong backing from the government, and German scientists proved that cigarette smoke could cause cancer. German pioneering research on experimental epidemiology lead to the 1939 paper by Franz H. Mller, and the 1943 paper by Eberhard Schairer and Erich Schniger which convincingly demonstrated that tobacco smoking was a main culprit in lung cancer. The government urged German doctors to counsel patients against tobacco use.


          German research on the dangers of tobacco was silenced after the war, and the dangers of tobacco had to be rediscovered by American and English scientists in the early 1950s, with a medical consensus arising in the early 1960s. German scientists also proved that asbestos was a health hazard, and in 1943  as the first nation in the world to offer such a benefit  Germany recognized the diseases caused by asbestos, e.g., lung cancer, as occupational illnesses eligible for compensation. The German asbestos-cancer research was later used by American lawyers doing battle against the Johns-Manville Corporation.


          As part of the general public-health campaign in Nazi Germany, water supplies were cleaned up, lead and mercury were removed from consumer products, and women were urged to undergo regular screenings for breast cancer.


          


          Women's rights


          The Nazis opposed women's emancipation and the feminist movement, claiming that it was Jewish-led and was bad for both women and men. The Nazi regime advocated a patriarchial society in which German women would recognize the "world is her husband, her family, her children, and her home." Hitler claimed that women taking vital jobs away from men during the Great Depression was economically bad for families in that women were paid only 66 percent of what men earned. This being said, Hitler never considered endorsing the idea of raising women's wages to avoid such a scenario again, but instead called for women to stay at home. Simultaneously with calling for women to leave work outside the home, the regime called for women to be actively supportive of the state regarding women's affairs. In 1933, Hitler appointed Gertrud Scholtz-Klink as the Reich Women's Leader, who instructed women that their primary role in society was to bear children and that women should be subservient to men, once saying "the mission of woman is to minister in the home and in her profession to the needs of life from the first to last moment of man's existence.". The expectation even applied to Aryan women married to Jewish mena necessary ingredient in the 1943 Rosenstrasse protest in which 1800 German women (joined by 4200 relatives) obliged the Nazi state to release their Jewish husbands.


          The Nazi regime discouraged women from seeking higher education in secondary schools, universities and colleges. The number of women allowed to enroll in universities dropped drastically under the Nazi regime, which shrank from approximately 128,000 women being enrolled in 1933 to 51,000 in 1938. Female enrollment in secondary schools dropped from 437,000 in 1926 to 205,000 in 1937. However with the requirement of men to be enlisted into the German armed forces during the war, women made up half of the enrollment in the education system by 1944.


          Organizations were made for the indoctrination of Nazi values to German women. Such organizations included the Jungmdel (Young Girls) section of the Hitler Youth for girls from the age 10 to 14, the Bund Deutscher Mdel (BDM, German Girl's League) for young women from 14 to 18.


          On the issue of sexual affairs regarding women, the Nazis differed greatly from the restrictive stances on women's role in society. The Nazi regime promoted a liberal code of conduct as regards sexual matters, and were sympathetic to women bearing children out of wedlock. The collapse of 19th century morals in Germany accelerated during the Third Reich, partly due to the Nazis, and partly due to the effects of the war. Promiscuity increased greatly as the war progressed, with unmarried soldiers often involved intimately with several women simultaneously. Married women were often involved in multiple affairs simultaneously, with soldiers, civilians or slave labourers. "Some farm wives in Wrttemberg had already begun using sex as a commodity, employing carnal favours as a means of getting a full day's work from foreign labourers." . Marriage or sexual relations between a person considered Aryan and one that was not were classified as Rassenschande and forbidden under penalty (people found guilty could face concentration camp, while non-Aryans death penalty).


          Despite the somewhat official restrictions, some women forged highly visible, as well as officially praised, achievements. Examples are aviatrix Hanna Reitsch and film director Leni Riefenstahl.


          An example of the almost cynical Nazi difference between doctrine and practice is that, whilst sexual relationships among campers was explicitly forbidden, boys' and girls' camps of the Hitlerjugend associations were needlessly placed close together as if to make it happen. Pregnancy (including disruptive repercussions on established marriages) often resulted when fetching members of the Bund Deutscher Mdel were assigned to duties which juxtaposed them with easily tempted men.


          


          Environmentalism


          In 1935 the regime enacted the "Reich Nature Protection Act". While not a purely Nazi piece of legislation since parts of its influences pre-dated the Nazi rise to power, it nevertheless reflected Nazi ideology. The concept of the Dauerwald (best translated as the "perpetual forest") which included concepts such as forest management and protection was promoted and efforts were also made to curb air-pollution.


          In practice, the enacted laws and policies met resistance from various ministries that sought to undermine them, and from the priority that the war-effort took to environmental protection. Environmentalism was in the end often sacrificed for the sake of other goals of the state.


          


          Animal protection policy


          In 1933 the regime enacted a stringent animal-protection law.


          


          Culture


          The regime sought to restore traditional values in German culture. The art and culture that came to define the Weimar Republic years was repressed. The visual arts were strictly monitored and traditional, focusing on exemplifying Germanic themes, racial purity, militarism, heroism, power, strength, and obedience. Modern abstract art and avant-garde art was removed from museums and put on special display as " degenerate art", where it was to be ridiculed. In one notable example, on March 31, 1937, huge crowds stood in line to view a special display of "degenerate art" in Munich. Art forms considered to be degenerate included Dada, Cubism, Expressionism, Fauvism, Impressionism, New Objectivity, and Surrealism. Literature written by Jewish, other non-Aryans, or authors opposed to the Nazis was destroyed by the regime. The most infamous destruction of literature was the book burnings by German students in 1933.
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          Despite the official attempt to forge a pure Germanic culture, one major area of the arts, architecture, under Hitler's personal guidance, was neoclassical, a style based on architecture of ancient Rome. This style stood out in stark contrast and opposition to newer, more liberal, and more popular architecture styles of the time such as Art Deco. Various Roman buildings were examined by state architect Albert Speer for architectural designs for state buildings. Speer constructed huge and imposing structures such as in the Nazi party rally grounds in Nuremberg and the new Reich Chancellery building in Berlin. One design that was pursued, but never built, was a gigantic version of the Pantheon in Rome, called the Volkshalle to be the semi-religious centre of Nazism in a renamed Berlin called Germania, which was to be the "world capital" (Welthauptstadt). Also to be constructed was a Triumphal arch several times larger than that found in Paris, which was also based upon a classical styling. Many of the designs for Germania were impractical to construct because of their size and the marshy soil underneath Berlin; materials that were to be used for construction were diverted to the war effort.


          Religion


          


          Sports
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          Two major displays of Nazi German art and culture were at the 1936 Summer Olympics and at the German pavilion at the 1937 International Exposition in Paris. The 1936 Olympics was meant to display to the world the Aryan superiority of Germany to other nations. German athletes were carefully chosen not only for strength but for Aryan appearance. However, one common belief of Hitler snubbing African-American athlete Jesse Owens has recently been discovered to be technically incorrect  it was African-American athlete Cornelius Cooper Johnson who was believed to have been snubbed by Hitler, who left the medal ceremonies after awarding a German and a Finn medals. Hitler claimed it was not a snub, but that he had official business to attend to which caused him to depart. On reports that Hitler had deliberately avoided acknowledging his victories, and had refused to shake his hand, Owens recounted:


          "When I passed the Chancellor he arose, waved his hand at me, and I waved back at him. I think the writers showed bad taste in criticizing the man of the hour in Germany." He also stated: "Hitler didn't snub me  it was FDR who snubbed me. The president didn't even send me a telegram."


          Hitler was criticized for this and the Olympic committee officials insisted that he greet each and every medalist. Hitler did not attend any of the medal presentations which followed, including the one after Jesse Owens won his four medals.
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          Nazism, commonly known as National Socialism (German: Nationalsozialismus), refers primarily to the ideology and practices of the Nazi Party under Adolf Hitler; and the policies adopted by the government of Nazi Germany from 1933 to 1945, a period also known as the Third Reich. The official name of the party was Nationalsozialistische Deutsche Arbeiterpartei (NSDAP)  National Socialist German Workers Party. The Nazis were one of several historical groups that used the term National Socialism to describe themselves, and in the 1920s they became the largest such group. Nazism is generally considered by scholars to be a form of fascism, and while it incorporated elements from both political wings, it formed most of its temporary alliances on the political right. Among the key elements of Nazism were anti-parliamentarism, ethnic nationalism, racism, collectivism, eugenics, antisemitism, opposition to economic liberalism and political liberalism, anti-communism, and totalitarianism.


          Nazism was not a monolithic movement, but rather a (mainly German) combination of various ideologies and groups, sparked by anger at the Treaty of Versailles and what was considered to have been a Jewish/Communist conspiracy (known in the vernacular as the Dolchstolegende or Stab-in-the-Back Legend) to humiliate Germany at the end of the First World War.


          


          Terminology


          The term Nazi is derived from the first two syllables of Nationalsozialistische Deutsche Arbeiterpartei, the official German language name of the National Socialist German Workers Party (commonly known in English as the Nazi Party). Party members rarely referred to themselves as Nazis, and instead used the official term, Nationalsozialisten (National Socialists). The word mirrors the term Sozi, a common and slightly derogatory term for members of the Social Democratic Party of Germany (Sozialdemokratische Partei Deutschlands). When Adolf Hitler took power, the use of the term Nazi almost disappeared from Germany, although it was still used by opponents in Austria.


          


          History


          National Socialist philosophy came together during a time of crisis in Germany; the nation had lost World War I in 1918, but had also been forced to sign the Treaty of Versailles, a devastating capitulation, and was in the midst of a period of great economic depression and instability. The Dolchstosslegende (or stab in the back), described by the National Socialists, featured a claim that the war effort was sabotaged internally, in large part by Germanys Jews. The National Socialists suggested that a lack of patriotism had led to Germanys defeat (for one, the front line was not on German soil at the time of the armistice). In politics, criticism was directed at the Social Democrats and the Weimar government ( Deutsches Reich 19191933), which the National Socialists accused of selling out the country. The concept of Dolchstosslegende led many to look at Jews and other so-called non-Germans living in Germany as having extra-national loyalties, thereby raising antisemitic sentiments and the Judenfrage (German for  Jewish Question), at a time when the Vlkisch movement and a desire to create a Greater Germany were strong.


          On January 5, 1919, the party that eventually became the Nazi Party was founded under the name German Workers' Party (DAP) by Anton Drexler, along with six other members. German intelligence authorities sent Hitler, a corporal at the time, to investigate the German Workers Party. As a result, party members invited him to join after he impressed them with the speaking ability he displayed while arguing with party members. Hitler joined the party in September 1919, and he became the propaganda boss. The party was renamed the National Socialist German Workers Party on February 24, 1920, against Hitlers choice of Social Revolutionary Party. Hitler ousted Drexler and became the party leader on July 29, 1921.


          Although Adolf Hitler had joined the Nazi Party in September 1919, and published Mein Kampf (My Struggle) in 1925 and 1926, the seminal ideas of National Socialism had their roots in groups and individuals of decades past. These include the Vlkisch movement and its religious-occult counterpart, Ariosophy. Among the various Ariosophic lodge-like groups, only the Thule Society is related to the origins of the Nazi party.


          The term Nazism refers to the ideology of the National Socialist German Workers Party and its Weltanschauung, which permeated German society (and to some degree European and American society) during the partys years as the German government (1933 to 1945). Free elections in 1932 under Germanys Weimar Republic made the NSDAP the largest parliamentary faction; no similar party in any country at that time had achieved comparable electoral success. Hitlers January 30, 1933 appointment as Chancellor of Germany and his subsequent consolidation of dictatorial power marked the beginning of Nazi Germany. During its first year in power, the NSDAP announced the Tausendjhriges Reich (Thousand Years Empire) or Drittes Reich (Third Reich), a putative successor to the Holy Roman Empire and the German Empire).
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          Post-1933 developments


          In the night of February 27, 1933, the Reichstag fire provided Hitler with a convenient excuse for suppressing his opponents. The following day, he persuaded President Paul von Hindenburg to sign an emergency decree suspending civil liberties and stripping the power of the federal German states. Opponents were imprisoned first in improvised camps (wilde Lager) and later in an organized system of Nazi concentration camps. On March 23, the Reichstag passed an  Enabling Law which granted Hitler dictatorial powers. Unions were abolished and political parties, other than the National Socialists, forbidden.


          Having dealt with his political enemies, Hitler moved against his rivals in the party, principally those allied with Ernst Rhm, leader of the Sturmabteilung (known as SA or brownshirts) and Gregor Strasser, leader of the Nazi left wing. Between June 30 and July 2, 1934, these were purged in the so-called Night of the Long Knives. With this, Hitler assured the support of the powerful Reichswehr. After the death of President Paul von Hindenburg on August 2, there was no one left who could present an effective challenge to Nazi power.


          The Nazi Party had been anti-Semitic from the beginning, and shortly after seizing power had attempted a boycott against the Jews (see Nazi boycott of Jewish businesses). Official measures against the Jews had been limited by the reluctance of President Hindenburg, but the Nuremberg Laws, proclaimed by Hitler at the 1935 Nazi rally in Nuremberg, provided a legal basis for systematic persecution. Visible signs of anti-Semitism were removed during the 1936 Summer Olympics, but replaced shortly thereafter.


          


          Foreign reaction


          The British Conservative party and the right-wing parties in France appeased the Nazi regime in the mid- and late 1930s, even though they had begun to criticise its totalitarianism and, in Britain especially, Nazi Germanys policies towards the Jews. However, Britain had appeased pre-Nazi Germany too. Important reasons behind this appeasement included, first, the erroneous assumption that Hitler had no desire to precipitate another world war, even though in Mein Kampf, he explained the partys program to the voters in detail, describing World War I very much as he actually fought it (overtly and explicitly committing himself to World War II in precise detail) and second, when the rebirth of the German military could no longer be ignored, a concern that neither Britain nor France was yet ready to fight an all-out war against Germany.


          The second reason, that the West was not ready for war with Germany is, as Churchill pointed out, unsatisfactory, for the appeasement program worsened that problem, for example by removing Czechoslovakias resources from the anti Nazi side, and adding them to the Nazi side. As Churchill said of appeasement:


          
            
              You were given the choice between war and dishonor. You chose dishonor, and you will have war. If you will not fight for the right when you can easily win without bloodshed; if you will not fight when your victory will be sure and not too costly, you may come to the moment when you will have to fight with all the odds are against you and only a precarious chance of survival. There may even be a worse case. You may have to fight when there is no hope of victory, because it is better to perish than live as slaves.

            

          


          In 1936, Nazi Germany and Japan entered into the Anti-Comintern Pact, aimed directly at countering Soviet foreign policy. This alliance later became the basis for the Tripartite Pact with Italy, the foundation of the Axis Powers. The three nations united in their rabid opposition to communism, as well as their militaristic, racist regimes, but they failed to coordinate their military efforts effectively.


          In his early years, Hitler also greatly admired the United States of America. In Mein Kampf, he praised the United States for its race-based anti-immigration laws and for the subordination of the inferior black population. According to Hitler, America was a successful nation because it kept itself pure of lesser races. Nevertheless, his view of the United States became more negative as time passed.


          


          World War Two
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          The Nazi rulers of Germany began World War II by invading Poland in September 1939 and conquered most of Western Europe except for the United Kingdom and Ireland by the summer of 1940. On June 22, 1941, they invaded the Soviet Union and came close to capturing Moscow in December 1941. However, its fortunes in the war declined by late 1942 and early 1943 when the Allies defeated Nazi forces at Stalingrad and at both El-Alamein and Tunisia in North Africa.


          The Nazi regime in Germany ended with World War II in 1945, when the party was declared a criminal organisation by the victorious Allied Powers. Since 1945, Nazism has been outlawed as a political ideology in Germany, as are forms of iconography and propaganda from the Nazi era. Nevertheless, neo-Nazis continue to operate in Germany and several other countries. Following World War II and the Holocaust, the term Nazi and symbols associated with Nazism (such as the Swastika) acquired extremely negative connotations in Europe and North America.


          


          Ideology


          
            [image: Adolf Hitler]

            
              Adolf Hitler
            

          


          Nazism has come to stand for a belief in the superiority of an Aryan race, an abstraction of the Germanic peoples. During Hitlers time, the Nazis advocated a strong, centralized government under the Fhrer and claimed to defend Germany and the German people (including those of German ethnicity abroad) against Communism and so-called Jewish subversion. Ultimately, the Nazis sought to create a largely homogeneous and autarkic ethnic state, absorbing the ideas of Pan-Germanism.


          Historians often disagree on the principal interests of the Nazi Party and whether Nazism can be considered a coherent ideology. The original National Socialists claimed that there would be no program that would bind them, and that they wanted to reject any established world view. Still, as Hitler played a major role in the development of the Nazi Party from its early stages and rose to become the movements indisputable iconographic figurehead, much of what is thought to be Nazism is in line with Hitlers own political beliefs  the ideology and the man remain largely interchangeable in the public eye. Some dispute whether Hitlers views relate directly to those surrounding the movement; the problem is exacerbated by the inability of various self-proclaimed Nazis and Nazi groups to decide on a universal ideology. But if Nazism is the world view promulgated in Mein Kampf, that world view is consistent and coherent, being characterized essentially by a conception of history as a race struggle; the Fhrerprinzip; anti-Semitism; and the need to acquire Lebensraum (living space) at the expense of the Soviet Union. The core concept of Nazism is that the German Volk is under attack from a judeo-bolshevist conspiracy, and must become united, disciplined and self-sacrificing (must submit to Nazi leadership) in order to win.


          Hitler's political beliefs were formulated in Mein Kampf. His views were composed of three main axes: a conception of history as a race struggle influenced by Social Darwinism; antisemitism; and the idea that Germany needed to acquire land from Russia. His antisemitism, coupled with his anti-Communism, gave the grounds of his conspiracy theory of  judeo-bolshevism. Hitler first began to develop his views through observations he made while living in Vienna from 1907 to 1913. He concluded that a racial, religious, and cultural hierarchy existed, and he placed Aryans at the top as the ultimate superior race, while Jews and Gypsies were people at the bottom. He vaguely examined and questioned the policies of the Austro-Hungarian Empire, where as a citizen by birth, Hitler lived during the Empires last throes. He believed that its ethnic and linguistic diversity had weakened the Empire and helped to create dissent. Further, he saw democracy as a destabilizing force because it placed power in the hands of ethnic minorities who, he claimed, weakened and destabilized the Empire by dividing it against itself. Hitlers political beliefs were then affected by World War I and the 1917 October Revolution, and saw some modifications between 1920 and 1923. He formulated them definitively in Mein Kampf.


          


          Fascism


          In both popular thought and academic scholarship, Nazism is generally considered a form of fascism  a term whose definition is itself contentious. The debate focuses mainly on comparisons of fascist movements in general with the Italian prototype, including the fascists in Germany. The idea mentioned above to reject all former ideas and ideologies like democracy, liberalism, and especially marxism (as in Ernst Nolte) make it difficult to track down a perfect definition of these two terms; however, Italian Fascists tended to believe that all elements in society should be unified through corporatism to form an Organic State; this meant that these Fascists often had no strong opinion on the question of race, since it was only the state and nation that mattered.


          German Nazism, on the other hand, emphasized the Aryan race or  Volk principle to the point where the state seemed simply a means through which the Aryan race could realize its true destiny. Since a debate among historians (especially Zeev Sternhell) to see each movement, or at least the German one, as unique, the issue has been for the most part settled, showing that there is a stronger family resemblance between the Italian and the German fascist movement than there is between democracies in Europe or the communist states of the Cold War; additionally, the crimes of the fascist movement can be compared, not only in numbers of casualties, but also in common developments: the March on Rome of Mussolini to Hitlers response shortly after to attempt a coup d'etat himself in Munich.


          Also, Aryanism was not an attractive idea for Italians who were seen as a non-Nordic population, but still there was a strong racism and also genocide in concentration camps long before either was in place in Germany. The philosophy that had seemed to be separating both fascisms was shown to be a result of happening in two different countries: since the king of Italy had not died, unlike the Reichsprsident, the leader in Italy (Duce) was not able to gain the absolute power the leader in Germany (Fhrer) did, leading to Mussolinis fall. The academic challenge to separate all fascist movements has since the 1980s and early 1990s been ground for a new attempt to see even more similarities.


          According to most scholars of fascism, there are both left and right influences on fascism as a social movement, and fascism, especially once in power, has historically attacked communism, conservatism and parliamentary liberalism, attracting support primarily from the "far right" or "extreme right."


          


          Nationalism


          Hitler founded the Nazi state upon a racially defined German people and principally rejected the idea of being bound by the limits of nationalism. That was only a means for attempting unlimited supremacy. In that sense, its hyper-nationalism was tolerated to reach a world-dominating Germanic-Aryan Volksgemeinschaft. This idea is a central concept of Mein Kampf, symbolized by the motto Ein Volk, ein Reich, ein Fhrer (one people, one empire, one leader). The Nazi relationship between the Volk and the state was called the Volksgemeinschaft (peoples community), a late nineteenth or early twentieth century neologism that defined a communal duty of citizens in service to the Reich (as opposed to a simple society). The term National Socialism derives from this citizen-nation relationship, whereby the term socialism is invoked and is meant to be realized through the common duty of the individuals to the German people; all actions are to be in service of the Reich. The Nazis stated that their goal was to bring forth a nation-state as the locus and embodiment of the peoples collective will, bound by the Volksgemeinschaft, as both an ideal and an operating instrument. In comparison, traditional socialist ideologies oppose the idea of nations.


          


          Militarism


          Nazi rationale invested heavily in the militarist belief that great nations grow from military power and maintained order, which in turn grow naturally from rational, civilized cultures. The Nazi Party appealed to German nationalists and national pride, capitalizing on irredentist and revanchist sentiments as well as aversions to various aspects of modernist thinking (although at the same time embracing other modernist ideas, such as admiration for engine power). Many ethnic Germans felt deeply committed to the goal of creating the Greater Germany (the old dream to include German-speaking Austria), which some believe required the use of military force to achieve.


          


          Racism and discrimination


          The Nazi racial philosophy was influenced by the works of Arthur de Gobineau, Houston Stewart Chamberlain, and Madison Grant, and was elaborated by Alfred Rosenberg in the Myth of the Twentieth Century.


          Hitler also claimed that a nation was the highest creation of a race, and great nations (literally large nations) were the creation of homogeneous populations of great races working together. These nations developed cultures that naturally grew from races with natural good health, and aggressive, intelligent, courageous traits. The weakest nations, Hitler said, were those of impure or mongrel races, because they had divided, quarreling, and therefore weak cultures. Worst of all were seen to be the parasitic  Untermensch (subhumans), mainly Jews, but also Gypsies and Jehovah's Witnesses, homosexuals, the disabled and so-called anti-socials, all of whom were considered  lebensunwertes Leben (life-unworthy life) owing to their perceived deficiency and inferiority, as well as their wandering, nationless invasions (the International Jew). The persecution of homosexuals as part of the Holocaust (with the pink triangle) has seen increasing scholarly attention since the 1990s, even though many homosexuals served in the Sturmabteilungen.


          According to Nazism, it is an obvious mistake to permit or encourage plurality within a nation. Fundamental to the Nazi goal was the unification of all German-speaking peoples, unjustly divided into different Nation States. The Nazis tried to recruit Dutch and Scandinavian men into the SS, considering them of superior Germanic stock, with only limited success.


          Hitler claimed that nations that could not defend their territory did not deserve it. He thought slave races, like the Slavic peoples, to be less worthy to exist than  leader races. In particular, if a master race should require room to live ( Lebensraum), he thought such a race should have the right to displace the inferior indigenous races.


          Races without homelands, Hitler proclaimed, were parasitic races, and the richer the members of a parasitic race were, the more virulent the parasitism was said to be. A master race could therefore, according to the Nazi doctrine, easily strengthen itself by eliminating parasitic races from its homeland. This idea was the given rationalization for the Nazis later oppression and elimination of Jews, Gypsies, Czechs, Poles, the mentally and physically handicapped, homosexuals and others not belonging to these groups or categories that were part of the Holocaust. The Waffen-SS and other German soldiers (including parts of the Wehrmacht), as well as civilian paramilitary groups in occupied territories, were responsible for the deaths of an estimated eleven million men, women, and children in concentration camps, prisoner-of-war camps, labor camps, and death camps such as Auschwitz and Treblinka.


          


          Eugenics


          The belief in the need to purify the German race led them to eugenics; this effort culminated in the involuntary euthanasia of disabled people and the compulsory sterilization of people with mental deficiencies or illnesses perceived as hereditary. Adolf Hitler considered Sparta to be the first  Vlkisch State, and praised its early eugenics treatment of deformed children.


          


          Antisemitism


          According to Nazi propaganda, the Jews thrived on fomenting division amongst Germans and amongst states. Nazi antisemitism was primarily racial: The Jew is the enemy and destroyer of the purity of blood, the conscious destroyer of our race; however, the Jews were also described as plutocrats exploiting the worker: As socialists we are opponents of the Jews because we see in the Hebrews the incarnation of capitalism, of the misuse of the nations goods. In addition, the Nazis articulated opposition to finance capitalism with an emphasis on antisemitic claims that this was manipulated by a conspiracy of Jewish bankers.


          


          Homosexuality


          An estimated 100,000 homosexuals were arrested after Hitlers rise to power in the 1930s. Of those, 50,000 were suspected to be incarcerated in concentration camps, making for 5,000 to 15,000 deaths. According to Harry Oosterhuis, the Nazis original view toward homosexuality was at least ambiguous if not openly tolerant or even approving, with homosexuality common in the Sturmabteilung(SA) which was critical to Hitler as the paramilitary arm of the NSDAP. Thus, the eventual arrests of homosexuals should not be viewed in the context of race hygiene or eugenics. Vlkisch-nationalist youth movements attracted homosexuals because of the preaching of Mnnerbund (male bonding); in practice, Oosterhuis says, this meant that the persecution of homosexuals was more politically motivated or opportunistic than anything else. For example, the homosexuality of Ernst Rhm and other leaders of the Sturmabteilung was well known for years and became the basis for satire and jokes, including in the Army, which was highly suspicious and resentful of the SAs power and size. Rhm was killed chiefly because he was perceived as a political threat, not for his homosexuality. Indeed, it was only after the murder of Roehm that the Nazis publicly expressed concern about the depraved morals of Roehm and the other S.A. leaders who were shot. Hitler in addressing the surviving storm troop leaders in Munich at noon on June 30, just after the first executions, declared that for their corrupt morals alone these men deserved to die.


          Eventually, Nazism declared itself incompatible with homosexuality, because gays did not reproduce and perpetuate the master race. In 1936, Heinrich Himmler, Chief of the SS, created the "Reich Central Office for the Combating of Homosexuality and Abortion." Homosexuality was declared contrary to "wholesome popular sentiment," and gay men were regarded as "defilers of German blood." Homosexuals were persecuted for their sexuality. When they were prisoners in a concentration camp, they were forced to wear a pink triangle.


          


          Religion


          Hitler extended his rationalizations into a religious doctrine, underpinned by his criticism of traditional Catholicism. In particular, and closely related to Positive Christianity, Hitler objected to Catholicisms ungrounded and international character  that is, it did not pertain to an exclusive race and national culture. At the same time, and somewhat contradictorily, the Nazis combined elements of Germanys Lutheran community tradition with its northern European, organic pagan past. Elements of militarism found their way into Hitlers own theology; he preached that his was a true or master religion, because it would create mastery and avoid comforting lies. Those who preached love and tolerance, in contravention to the facts, were said to be slave or false religions. The man who recognized these truths, Hitler continued, was said to be a natural leader, and those who denied it were said to be natural slaves. Slaves  especially intelligent ones, he claimed  were always attempting to hinder their masters by promoting false religious and political doctrines.


          Anti-clericalism can also be interpreted as part of Nazi ideology, simply because the new Nazi hierarchy did not allow itself to be overridden by the power that the Church traditionally held. In Austria, clerics had a powerful role in politics and ultimately responded to the Vatican. Although a few exceptions exist, Christian persecution was primarily limited to those who refused to accommodate the new regime and yield to its power. A particularly poignant example is seen in the life of Dietrich Bonhoeffer. However, the Nazis often used the church to justify their stance and included many Christian symbols in the Third Reich .
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          The vlkisch movement was inherently hostile toward atheism: freethinkers clashed frequently with Nazis in the late 1920s and early 1930s. On taking power, Hitler banned freethought organizations (such as the German Freethinkers League) and launched an anti-godless movement. In a 1933 speech he declared: We have undertaken the fight against the atheistic movement, and that not merely with a few theoretical declarations: we have stamped it out. This forthright hostility was far more straightforward than the Nazis complex, often contradictory stance toward traditional Christian faith.


          Several of the founders and subsequent leadership of the Nazi Party had been associates  and very occasionally members  of the Thule-Gesellschaft (the Thule Society), which romanticized the Aryan race through theology and ritual. The Thule Society had been an offshoot of the Germanenorden. The racist-occult notions of Ariosophy were not uncommon within these groups; Rudolf von Sebottendorf and a certain Wilde gave two lectures on occultism for the Thule Society. In general, however, its lectures and excursions were devoted to such subjects as Germanic antiquity and antisemitism, and historically it is more notable for the role it played as a paramilitary group fighting against the Bavarian Soviet Republic.


          Dietrich Eckart, a remote associate of the Thule Society (he gave a reading there once from his plays, on 30 May 1919) coached Hitler on his public speaking skills, and Hitler later dedicated Mein Kampf to him. However, Hitler himself has not been shown to have been a member of the Thule Society or even to have attended its meetings. The DAP initially received support from the group, but the Thulists were quickly sidelined because Hitler favoured a mass movement and denigrated the occult-conspiratorial approach.


          Heinrich Himmler, by contrast, showed a strong interest in such matters, although as Steigmann-Gall points out, Hitler and many of his key associates attended Christian services.


          Himmler's activities at the Wewelsburg, the Thule Society and several other remote connections of Nazism with the occult are commonly brought up in the modern mythology of Nazi occultism. This image of Nazism only vaguely corresponds to its historic reality.


          The prevailing scholarly view since the Second World War is that Martin Luthers 1543 treatise, On the Jews and their Lies, exercised a major and persistent influence on Germanys attitude toward its Jewish citizens in the centuries between the Reformation and the Holocaust . The National Socialists displayed On the Jews and their Lies during Nuremberg rallies, and the city of Nuremberg presented a first edition to Julius Streicher, editor of the Nazi newspaper Der Strmer, the newspaper describing it as the most radically antisemitic tract ever published. Against the majority view, theologian Johannes Wallmann writes that the treatise had no continuity of influence in Germany, and was in fact largely ignored during the eighteenth and nineteenth centuries.


          According to Daniel Goldhagen, Bishop Martin Sasse, a leading Protestant churchman, published a compendium of Martin Luthers writings shortly after the Kristallnacht; Sasse applauded the burning of the synagogues and the coincidence of the day, writing in the introduction, On November 10, 1938, on Luthers birthday, the synagogues are burning in Germany. The German people, he urged, ought to heed these words of the greatest antisemite of his time, the warner of his people against the Jews. Diarmaid MacCulloch argued that On the Jews and Their Lies was a blueprint for the Kristallnacht.


          There was a Persecution of Jehovah's Witnesses in Nazi Germany as well as of members of some other small Christian communities. Those groups were forced to wear a purple triangle in Nazi concentration camps.


          


          Anti-capitalist rhetoric


          Nazi publications and speeches included anti-capitalist (especially anti- finance capitalist) rhetoric. Hitler attacked what he called pluto-democracy, which he claimed to be a Jewish conspiracy to favour democratic parties in order to keep capitalism intact. The corporation was attacked by orthodox Nazis as being the leading instrument of finance capitalism, with the role of Jews emphasized. The National Socialist party described itself as socialist, and, at the time, conservative opponents such as the Industrial Employers Association described it as totalitarian, terrorist, conspiratorial, and socialist.


          The Nazi Partys 1920  Twenty-Five Point Programme demanded:


          
            
              that the State shall make it its primary duty to provide a livelihood for its citizens the abolition of all incomes unearned by work the ruthless confiscation of all war profits the nationalization of all businesses which have been formed into corporations profit-sharing in large enterprises extensive development of insurance for old-age land reform suitable to our national requirements

            

          


          Nazi Party officials made several attempts in the 1920s to change some of the program or replace it entirely. In 1924, Gottfried Feder proposed a new 39-point program that kept some of the old planks, replaced others and added many completely new ones. Hitler did not mention any of the planks of the programme in his book, Mein Kampf, and he only mentioned it in passing as the so-called programme of the movement.


          Hitler said in 1927, We are socialists, we are enemies of todays capitalistic economic system for the exploitation of the economically weak, with its unfair salaries, with its unseemly evaluation of a human being according to wealth and property instead of responsibility and performance. However, Hitler wrote in 1930, Our adopted term 'Socialist' has nothing to do with Marxian Socialism. Marxism is anti-property; true Socialism is not. In a confidential 1931 interview, Hitler told the influential editor of a pro-business newspaper, I want everyone to keep what he has earned subject to the principle that the good of the community takes priority over that of the individual. But the State should retain control; every owner should feel himself to be an agent of the State The Third Reich will always retain the right to control property owners. Party spokesman Joseph Goebbels claimed in 1932 that the Nazi Party was a workers party and on the side of labor and against finance. According to Friedrich Hayek, writing in 1944, whatever may have been his reasons, Hitler thought it expedient to declare in one of his public speeches as late as February 1941 that basically National Socialism and Marxism are the same.  Privately, Hitler stated in 1942, I absolutely insist on protecting private property we must encourage private initiative.


          


          Ideological roots


          The ideological roots that became German National Socialism were based on numerous sources in European history, drawing especially from Romantic nineteenth century idealism, and from a biological reading of Friedrich Nietzsches thoughts on breeding upwards toward the goal of an bermensch (superhuman). Hitler was an avid reader and received ideas that later influenced Nazism from traceable publications, such as those of the Germanenorden or the Thule society. He also adopted many populist ideas such as limiting profits, abolishing rents and generously increasing social benefitsbut only for Germans.


          The Nordic myth has been attributed to an inferiority complex. Phillip Wayne Powell claimed that the Nordic myth began to arise in the fifteenth and early sixteenth centuries, a powerful surge of German patriotism was stimulated by the disdain of Italians for German cultural inferiority and barbarism, which lead to a counterattempt by German humanists to laud German qualities.


          M. W. Fodor claimed in The Nation in 1936, No race has suffered so much from an inferiority complex as has the German. National Socialism was a kind of Cou method of converting the inferiority complex, at least temporarily, into a feeling of superiority.


          


          Romanticism


          According to Bertrand Russell, Nazism would come from a different tradition than that of either Liberalism or Marxism. Thus, to understand values of Nazism, it would be necessary to explore this connection, without trivializing the movement as it was in its peak years in the 1930s and dismissing it as little more than racism.


          Antisemitism was shown to be a handy tool for Nazis to gain support, mainly because of the popular Houston Stewart Chamberlain. Personal accounts by August Kubizek, Hitlers childhood friend, have varied, offering ambiguous claims that antisemitism did and did not date back to Hitlers youth. One reason is the higher Jewish community in Austria and Germany because Germany had been a haven for many Jews over the years, including influential families such as the Rothschilds, although World War I and the Dolchstosslegende ended that legacy. Anti-Judaism had already been widely transformed into antisemitism before 1914 because of the new Europe-wide post-Darwin theory of racism. Historians universally accept that Nazisms mass acceptance depended upon nationalistic appeals and fear against non-normal people (which also could include xenophobia and antisemitism) and a patriotic flattery toward the wounded collective pride of defeated World War I veterans.


          Many see strong connections to the values of Nazism and the anti-rationalist tradition of the romantic movement of the early nineteenth century in response to the Enlightenment. Strength, passion, frank declarations of feelings, and deep devotion to family and community were valued by the Nazis though first expressed by many Romantic artists, musicians, and writers. German romanticism in particular expressed these values. For instance, Hitler identified closely with the music of Richard Wagner, who harbored antisemitic views as the author of Das Judenthum in der Musik. Some claim that he was one of Hitlers role models, a comment of Kubizeks that is also disputed.


          The idealization of tradition, folklore, classical thought, leadership (as exemplified by Frederick the Great), their rejection of the liberalism of the Weimar Republic, and calling the German state the Third Reich (which traces back to the medieval First Reich and the pre-Weimar Second Reich) has led many to regard the Nazis as reactionary.


          


          Ideological variants


          Nazism as a doctrine is far from homogeneous, and can be divided into at least two sub-ideologies. During the 1920s and 1930s, there were two dominant Nazi factions; the followers of Otto Strasser and the followers of Adolf Hitler. The Strasserite faction eventually fell afoul of Hitler, when Otto Strasser was expelled from the party in 1930, and his attempt to create an oppositional left-block in the form of the Black Front failed. The remainder of the faction, which was to be found mainly in the ranks of the SA, was purged in the Night of the Long Knives, which included the murder of Gregor Strasser, Ottos brother. Afterwards, the Hitlerite faction became dominant. In the post-World War II era, Strasserism has enjoyed something of a revival among many neo-Nazi groups.


          



          


          List of elements of the Nazi ideology


          
            	The National Socialist Program


            	The rejection of democracy, and consequently abolishing political parties, labour unions, and free press.

              
                	Fhrerprinzip (Leader Principle) as a total belief in the leader (responsibility up the ranks, and authority down the ranks)

              

            


            	Extreme Nationalism

              
                	Anti- Bolshevism


                	Strong show of local culture


                	Social Darwinism


                	Defense of  Blood and Soil (German: Blut und Boden)


                	The Lebensraum policy of creation of more living space for Germans in the east

              

            


            	Nazism and race, Racial policies of the Third Reich and Nazi eugenics:

              
                	Anti-Slavism


                	Antisemitism


                	The creation of a Herrenrasse (or Herrenvolk) (Master Race = by the Lebensborn (Fountain of Life; A department in the Third Reich)).


                	Aryan Supremacism; more specifically, ranking of individuals according to their race and racial purity, with the Nordic race favoured the most

              

            


            	Limited freedom of religion (Point #24 in the National Socialist Program)


            	Rejection of the modern art movement and an embrace of classical art


            	Association with Fascism or Totalitarianism


            	Animal welfare, see Animal welfare in Nazi Germany


            	Environmentalism: In June 1935, the Reichsnaturschutzgesetz (Reich Nature Protection Law) was enacted. It was valid in West Germany till 1976. Some historians have either argued that this law was the symptom of an actual interest of the Nazi regime in the preservation of the natural world, or that it was not a Nazi law at all, but rather the nonideological expression of previous ideas. Others have contested these views, and claim that the Reichsnaturschutzgesetz reflected instead key elements of both progressive preservationism of the 1930s, such as the concepts of natural monuments and nature protection areas, and of Nazism, such as racialism and nationalism.


            	Kraft durch Freude The well-being of the working classes.


            	Public health ( Anti smoking campaigns, asbestos restrictions, occupational health and safety standards)

          


          


          Ideological competition


          Nazism and communism emerged as two serious contenders for power in Germany after the First World War, particularly as the Weimar Republic became increasingly unstable. What became the Nazi movement arose out of resistance to the Bolshevik-inspired insurgencies that occurred in Germany in the aftermath of the First World War. The Russian Revolution of 1917 caused a great deal of excitement and interest in the Leninist version of Marxism and caused many socialists to adopt revolutionary principles. The Spartacist uprising in Berlin and the Bavarian Soviet Republic in 1919 were both manifestations of this. The Freikorps, a loosely organized paramilitary group (essentially a militia of former World War I soldiers) was used to crush both these uprisings and many leaders of the Freikorps, including Ernst Rhm, later became leaders in the Nazi Party. After Mussolinis fascists took power in Italy in 1922, fascism presented itself as a realistic option for opposing communism, particularly given Mussolinis success in crushing the communist and anarchist movements that had destabilized Italy with a wave of strikes and factory occupations after the First World War. Fascist parties formed in numerous European countries.


          Many historians, such as Ian Kershaw and Joachim Fest, argue that Hitlers Nazis were one of numerous nationalist and increasingly fascistic groups that existed in Germany and contended for leadership of the anti-communist movement and, eventually, of the German state. Further, they assert that fascism and its German variant, National Socialism, became the successful challengers to communism because they were able to both appeal to the establishment as a bulwark against Bolshevism and appeal to the working class base, particularly the growing underclass of unemployed and unemployable and growingly impoverished middle class elements who were becoming declassed (denounced as the lumpenproletariat). The Nazis use of pro-labor rhetoric appealed to those disaffected with capitalism by promoting the limiting of profits, the abolishing of rents and the increasing of social benefits (only for Germans) while simultaneously presenting a political and economic model that divested Soviet socialism of elements that were dangerous to capitalism, such as the concept of class struggle, the dictatorship of the proletariat or worker control of the means of production. Thus, Nazisms populism, anti-communism and anti-capitalism helped it become more powerful and popular than traditional conservative parties, like the DNVP. For the above reasons, particularly the fact that Nazis and communists fought each other (often violently) during most of their existence, nazism and communism are commonly seen as opposite extremes on the political spectrum. Nevertheless, this view is not without its challengers. Several political theorists and economists, primarily those associated with the Austrian school, argue that nazism, Soviet communism and other totalitarian ideologies share a common underpinning in socialism and collectivism.


          The simplicity of Nazi rhetoric, campaigns, and ideology also made its conservative allies underestimate its strength, and its ability to govern or even to last as a political party. Michael Mann defined fascism as a transcendent and cleansing nation statism through paramilitarism, with transcendent meaning that the all classes were to be abolished in order for a new, organic and pure people: all classes are abolished by transition, all others (an estimated two-thirds of the German population alone).


          


          Support of anti-communists for fascism and Nazism


          Various far right politicians and political parties in Europe welcomed the rise of fascism and the Nazis, out of an intense aversion towards communism. They saw Hitler as the savior of Western civilization and of capitalism against Bolshevism. During the late 1930s and the 1940s, the Nazis were supported by the Falange movement in Spain, and by political and military figures who formed the government of Vichy France. The Legion of French Volunteers against Bolshevism (LVF) and other anti-Soviet fighting formations formed.


          


          Nazi economic policy


          Nazi economic practice concerned itself with immediate domestic issues and separately with ideological conceptions of international economics.


          Domestic economic policy was narrowly concerned with four major goals to eliminate Germanys issues:


          
            	Elimination of unemployment.


            	Rapid and substantial rearmament.


            	Protection against the resurgence of hyper-inflation


            	Expansion of production of consumer goods to improve middle and lower-class living standards.

          


          All of these policy goals were intended to address the perceived shortcomings of the Weimar Republic and to solidify domestic support for the party. In this, the party was successful. Between 1933 and 1936 the German Gross National Product ( GNP) increased by an average annual rate of 9.5%, and the rate for industry alone rose by 17.2%.


          This expansion propelled the German economy out of a deep depression and into full employment in less than four years. Public consumption during the same period increased by 18.7%, while private consumption increased by 3.6% annually. According to the historian Richard Evans, prior to the outbreak of war the German economy had recovered from the Depression faster than its counterparts in other countries. Germanys foreign debt had been stabilized, interest rates had fallen to half their 1932 level, the stock exchange had recovered from the Depression, the gross national product had risen by 81 per cent over the same period. Inflation and unemployment had been conquered.


          German marriages increased from about 511,000 in 1932 to 611,000 in 1936, while births rose from 921,000 births in 1932 to 1,280,000 in 1936. Suicides committed by young people under 20 dropped by 80% between 1933 and 1939.


          Internationally, the Nazi Party believed that an international banking cabal was behind the global depression of the 1930s. Control of this cabal, which had grown to a position where it controlled both Europe and the United States, was identified with an elite and powerful group of Jews. Nevertheless, a number of people believed that this was part of an ongoing plot by the Jewish people, as a whole, to achieve global domination. The Protocols of the Elders of Zion, which began its circulation in Russia at the beginning of the 20th century, were said to have confirmed this, already showing evidence that the Bolshevik takeover in Russia was in accordance with one of the protocols. Broadly speaking, the existence of large international banking or merchant banking organizations was well known at this time. Many of these banking organizations were able to exert influence upon nation states by extension or withholding of credit. This influence is not limited to the small states that preceded the creation of the German Empire as a nation state in the 1870s, but is noted in most major histories of all European powers from the sixteenth century onward. Nevertheless, after the Great Depression, this libelous and unverified manuscript took on an important role in Nazi Germany, thus providing another link in the Nazis ideological motivation for the destruction of that group in the Holocaust.


          The Nazis viewed private property rights as conditional upon the mode of use. If the property was not being used to further Nazi goals, it could be nationalized. Government takeovers and threats of takeovers were used to encourage complance with government production plans, even if following these plans cost profits for companies. For example, the owner of the Junkers (aircraft) factory refused to follow the governments directives, whereupon the Nazis took over the plant, placed the owner Hugo Junkers under house arrest, then compensated him for his loss. Hitler extended state controls over prices, labor, materials, dividends and foreign trade, limiting competition and private ownership in attempt to direct all segments of economy towards "general welfare". From the 1930s state ownership increased in both war and non-war sectors of economy.


          Central planning of agriculture was a prominent feature. In order to tie farmers to the land, the selling of agricultural land was prohibited. Farm ownership was nominally private, but ownership in the sense of having discretion over operations and claims on residual income were taken away. This was achieved by granting monopoly rights to marketing boards to control production and prices through a quota system. Quotas were also set for industrial goods, including pig iron, steel, aluminium, magnesium, gunpowder, explosives, synthetic rubber, all kinds of fuel, and electricity. A compulsory cartel law was enacted in 1936 which allowed the Minister of Economics to make existing cartels compulsory and permanent and to force industries to form cartels where none existed, though these were eventually decreed out of existence by 1943 with the objective being to replace them with more authoritarian bodies.


          In place of ordinary profit incentive to guide the economy, investment was guided through regulation to accord to the needs of the State. The profit incentive for business owners was retained, though greatly modified through various profit-fixing schemes: Fixing of profits, not their suppression, was the official policy of the Nazi party. However the function of profit in automatically guiding allocation of investment and unconsciously directing the course of the economy was replaced with economic planning by Nazi government agencies. Government financing eventually came to dominate the investment process, which the proportion of private securities issued falling from over half of the total in 1933 and 1934 to approximately 10 percent in 19351938. Heavy taxes on business profits limited self-financing of firms. The largest firms were mostly exempt from taxes on profits, however government control of these were extensive enough to leave only the shell of private ownership.


          Taxes and subsidies were also used in order to direct the economy. Underlying economic policy was the use of terror as an incentive to agree and comply. Nazi language indicated death or concentration camp for any business owner who pursued his own self interest instead of the ends of the State.


          It is often regarded that businesses were private property in name but not in substance. Chritoph Buchheim and Jonas Scherner dissent, saying that despite controls by the state firms still had significant freedom in planning their own production and investment activities, though they admit that the economy was state directed.


          Many companies dealt with the Third Reich: Volkswagen was created by the German state and was heavily supported by the Nazis; Opel employed Jewish slave labour to run their industrial plants; Daimler-Benz used prisoners of war as slaves to run their industrial plants; Krupp made gas chambers; Bayer worked with the Nazis as a small part of the enormous IG Farben chemistry monopoly; and Hugo Boss designed the SS uniforms (and admitted to this in 1997). There has been some disagreement about whether IBM had dealt with the Nazis to create a cataloguing system, the Hollerith punch-card machines, which the Nazis used to file information on those who they killed. Some companies that dealt with the Third Reich claim to have not known the truth of what the Nazis were doing, and some foreign companies claimed to have lost control of their German branches when Hitler was in power.


          


          Nazism in popular culture


          The term Nazi has become a generic term of abuse in popular culture, as have other Third Reich terms such as Fhrer (often spelled differently in English-speaking countries). Related terms (such as fascist or Gestapo or Hitler) are sometimes used to describe any people or behaviours that are viewed as thuggish, authoritarian, or extremist. Phrases such as grammar Nazi, feminazi, open source Nazi, and parking enforcement Nazi, are sometimes used in the United States. These uses are offensive to some, as indicated by the controversy in the mainstream media over the Seinfeld  Soup Nazi episode. These types of terms are used frequently enough to inspire Godwin's Law.


          Some people strongly associate the blackletter typefaces (e.g. Fraktur or Schwabacher) with Nazi propaganda (although the typeface is much older, and its usage was banned by the Nazi German government in 1941). In films such as the Indiana Jones series, Nazis are often portrayed as villains, whom the heroes battle without mercy. Video game website IGN declared Nazis to be the most memorable video game villains ever. The main antagonists in the manga Hellsing are vampiric Nazis.
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              	Homo neanderthalensis

              King, 1864
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                Palaeoanthropus neanderthalensis

                H. s. neanderthalensis

              
            

          


          The Neanderthal (IPA: /niːˈndərɔːl/, also with /neɪ-/, and /-tɑːl/), or Neandertal, was a species of the Homo genus (Homo neanderthalensis or Homo sapiens neanderthalensis) which inhabited Europe and parts of western and central Asia. The first proto-Neanderthal traits appeared in Europe as early as 350-500 thousand years ago. Complete Neanderthal characteristics had appeared 130,000 years ago and disappeared from Asia by 50,000 years ago and from Europe by 30,000 years ago. The latest skeletal remains with Neanderthal traits were found in Lagar Velho in Southern Iberia and dated to 24,500 years ago, and the latest traces of Neanderthal culture date to 30,000-24,000 years ago on the southernmost tip of the Iberian Peninsuala (in this period in Europe evolved Mousterian, Chtelperronian, Aurignacian and Gravettian archeological cultures). Neanderthal coexisted with modern humans up to 15,000 years after Homo sapiens had migrated into Europe from east or south. Steven L. Kuhn and Mary C. Stiner believed that the population of Neanderthals was never much more than 10,000 individuals.


          Neanderthals had many adaptations to a cold climate: short, robust builds, and rather large noses  traits selected by evolution in cold climates. Their cranial capacity was larger than modern humans, indicating that their brains may have been larger. They were almost exclusively carnivorous and top predators. On average, the height of Neanderthals was comparable to contemporaneous homo sapiens. Neanderthal males stood about 165168 cm tall (about 5'5")(found 1.9 m tall) and were heavily built with robust bone structure. They were much stronger, having particularly strong arms and hands. Females stood about 152156 cm tall (about 5'1"). The characteristic style of stone tools in the Middle Paleolithic is called the Mousterian culture, after a prominent archaeological site where the tools were first found. The Mousterian culture is typified by the wide use of the Levallois technique. Mousterian tools were often produced using soft hammer percussion, with hammers made of materials like bones, antlers, and wood, rather than hard hammer percussion, using stone hammers. Near the end of the time of the Neanderthals, they created the Chtelperronian tool style, considered more advanced than that of the Mousterian. They either invented the Chtelperronian themselves or borrowed elements from the incoming modern humans who are thought to have created the Aurignacian.


          


          Etymology and classification
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          The Neandertal is a small valley of the river Dssel in the German Federal State of North Rhine-Westphalia, located about 12km (7.5mi) west of Dsseldorf, the capital city of North Rhine-Westphalia. Neanderthal is now spelled two ways: the old spelling of the German word Thal, meaning " valley or dale", was changed to Tal in 1901, but the former spelling is often retained in English and always in scientific names, while the modern spelling is used in German while referring to the valley itself.


          The Neander Valley was named after theologian Joachim Neander, who lived nearby in Dsseldorf in the late seventeenth century. In turn, Neanderthals were named after "Neander Valley", where the first Neanderthal remains were found. The term Neanderthal Man was coined in 1863 by Anglo-Irish geologist William King.


          The original German pronunciation (regardless of spelling) is with the sound /t/. (See German phonology.) In American English the term is commonly anglicised to // (th as in thin), though scientists frequently use /t/. "Neander" is a classicized form of the common German surname Neumann.


          For some time, professionals debated whether Neanderthals should be classified as Homo neanderthalensis or as Homo sapiens neanderthalensis, the latter placing Neanderthals as a subspecies of Homo sapiens. Genetic statistical calculation (2006 results) suggested that at least 5% of human modern gene pool can be attributed to ancient admixture, European contribution is the Neanderthal. Some morphological studies support that Homo neanderthalensis is a separate species and not a subspecies. Some suggests inherited addmixture. Others, for example University of Cambridge Professor Paul Mellars, say "no evidence has been found of cultural interaction" and evidence from mitochondrial DNA studies have been interpreted as evidence that Neanderthals were not a subspecies of H. sapiens. Homo sapiens mtDNA from Australia (Mungo Man 40ky ) is also not found in recent human genomic pool and mtDNA sequences for temporally comparative African specimens are not yet available.


          


          Discovery
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          Neanderthal skulls were first discovered in Engis, Belgium (1829) and in Forbes' Quarry, Gibraltar (1848), both prior to the "original" discovery in a limestone quarry of the Neander Valley in Erkrath near Dsseldorf in August, 1856, three years before Charles Darwin's On the Origin of Species was published.


          The type specimen, dubbed Neanderthal 1, consisted of a skull cap, two femora, three bones from the right arm, two from the left arm, part of the left ilium, fragments of a scapula, and ribs. The workers who recovered this material originally thought it to be the remains of a bear. They gave the material to amateur naturalist Johann Carl Fuhlrott, who turned the fossils over to anatomist Hermann Schaaffhausen. The discovery was jointly announced in 1857.


          The original Neanderthal discovery is now considered the beginning of paleoanthropology. These and other discoveries led to the idea that these remains were from ancient Europeans who had played an important role in modern human origins. The bones of over 400 Neanderthals have been found since.


          


          Notable fossils


          
            	La Ferrassie 1: A fossilized skull discovered in La Ferrassie, France by R. Capitan in 1909. It is estimated to be 70,000 years old. Its characteristics include a large occipital bun, low-vaulted cranium and heavily worn teeth.


            	Shanidar 1: Found in the Zagros Mountains in northern Iraq; a total of nine skeletons found believed to have lived in the Middle Paleolithic Period. One of the nine remains had an amputated arm. This is significant due to the fact that it shows that stone tools were present in that era. Also, another Neanderthal had been buried with flowers, showing that some type of burial ceremony may have occurred.


            	La Chapelle-aux-Saints 1: Called the Old Man, a fossilized skull discovered in La Chapelle-aux-Saints, France by A. and J. Bouyssonie, and L. Bardon in 1908. Characteristics include a low vaulted cranium and large browridge typical of Neanderthals. Estimated to be about 60,000 years old, the specimen was severely arthritic and had lost all his teeth, with evidence of healing. For him to have lived on would have required that someone process his food for him, one of the earliest examples of Neanderthal altruism (similar to Shanidar I.)


            	Le Moustier: A fossilized skull, discovered in 1909, at the archeological site in Peyzac-le-Moustier, Dordogne, France. The Mousterian tool culture is named after Le Moustier. The skull, estimated to be less than 45,000 years old, includes a large nasal cavity and a somewhat less developed brow ridge and occipital bun as might be expected in a juvenile.


            	Neanderthal 1: Initial Neanderthal specimen found during an archaeology dig in August 1856. Discovered in a limestone quarry at the Feldhofer grotto in Neanderthal, Germany. The find consisted of a skull cap, two femora, the three right arm bones, two of the left arm bones, ilium, and fragments of a scapula and ribs.


            	Kebara 2

          


          


          Chronology


          Bones with Neanderthal traits in chronological order.


          
            	200 kya: Atapuerca, Pontnewydd Cave, Vrtesszllos, Ehringsdorf, Casal de'Pazzi, Biache, La Chaise, Montmaurin, Prince, Lazaret, Fontchevade


            	135-45:Krapina, Saccopastore, Malarnaud, Altamura, Gnovce, Denisova, Okladnikov, Pech de l'Az, Tabun, Kebara, Rgourdou, Mt. Circeo, La Ferrassie, Combe Grenal, Erd, La Chapelle-aux Saints 1, Amud, Shanidar, Teshik-Tash, Feldhofer.


            	45-35 Le Moustier, La Quina, l'Horus, Hortus, Kulna, ipka, Saint Csaire, Bacho Kiro, El Castillo, Bnolas, Arcy-sur-Cure.


            	< 35 Chătelperron, Pestera cu Oase 35k, Figueria Brava, Zafaraya , Mladeč 31k, Vindija (Vi208, Vi207 29,28k-32400), Velika Pećina, Lagar Velho 24.5.

          


          


          Anatomy


          Compared to modern humans, Neanderthals were similar in height but with more robust bodies, and had distinct morphological features, especially of the cranium, which gradually accumulated more derived aspects, particularly in certain relatively isolated geographic regions. Evidence suggests that they were much stronger than modern humans; their relatively robust stature is thought to be an adaptation to the cold climate of Europe during the Pleistocene epoch.


          A 2007 study confirmed that some Neanderthals had red hair and pale skin colour; however, the mutation in the MC1R gene arose independently of the mutation which causes a similar pigmentation pattern in modern humans.


          


          Distinguishing physical traits
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          The following is a list of physical traits which distinguish Neanderthals from modern humans; however, not all of them can be used to distinguish specific Neanderthal populations, from various geographic areas or periods of evolution, from other extinct humans. Also, many of these traits occasionally manifest in modern humans, particularly among certain ethnic groups. Nothing is known about the shape of soft parts such as eyes, ears, and lips of Neanderthals.


          
            	
              Cranial

              
                	Suprainiac fossa, a groove above the inion


                	Occipital bun, a protuberance of the occipital bone which looks like a hair knot


                	Projecting mid-face


                	Low, flat, elongated skull


                	A flat basicranium


                	Supraorbital torus, a prominent, trabecular (spongy) browridge


                	1200-1750 cm skull capacity (10% greater than modern human average)


                	Lack of a protruding chin (mental protuberance; although later specimens possess a slight protuberance)


                	Crest on the mastoid process behind the ear opening


                	No groove on canine teeth


                	A retromolar space posterior to the third molar


                	Bony projections on the sides of the nasal opening


                	Distinctive shape of the bony labyrinth in the ear


                	Larger mental foramen in mandible for facial blood supply


                	Broad, projecting nose

              

            


            	
              Sub-cranial

              
                	Considerably more robust


                	Large round finger tips


                	Barrel-shaped rib cage


                	Large kneecaps


                	Long collar bones


                	Short, bowed shoulder blades


                	Thick, bowed shaft of the thigh bones


                	Short shinbones and calf bones


                	Long, gracile pelvic pubis (superior pubic ramus)


                	Bowed Femur

              

            

          


          


          Language


          The idea that Neanderthals lacked complex language was widespread, despite concerns about the accuracy of reconstructions of the Neanderthal vocal tract, until 1983, when a Neanderthal hyoid bone was found at the Kebara Cave in Israel. The hyoid is a small bone which connects the musculature of the tongue and the larynx, and by bracing these structures against each other, allows a wider range of tongue and laryngeal movements than would otherwise be possible. The presence of this bone implies that speech was anatomically possible. The bone which was found is virtually identical to that of modern humans.


          The morphology of the outer and middle ear of Neanderthal ancestors, Homo heidelbergensis, found in Spain, suggests they had an auditory sensitivity similar to modern humans and very different from chimpanzees. They were probably able to differentiate between many different sounds.


          Neurological evidence for potential speech in neanderthalensis exists in the form of the hypoglossal canal. The canal of neanderthalensis is the same size or larger than in modern humans, which are significantly larger than the canal of australopithecines and modern chimpanzees. The canal carries the hypoglossal nerve, which controls the muscles of the tongue. This indicates that neanderthalensis had vocal capabilities similar to modern humans. A research team from the University of California, Berkeley, led by David DeGusta, suggests that the size of the hypoglossal canal is not an indicator of speech. His team's research, which shows no correlation between canal size and speech potential, shows there are a number of extant non-human primates and fossilized australopithecines which have equal or larger hypoglossal canal.


          Another anatomical difference between Neanderthals and Modern humans is their lack of a mental protuberance (the point at the tip of the chin). This may be relevant to speech as the mentalis muscle, one of the muscles which move the lower lip, is attached to the tip of the chin. While some Neanderthal individuals do possess a mental protuberance, their chins never show the inverted T-shape of modern humans. In contrast, some Neanderthal individuals show inferior lateral mental tubercles (little bumps at the side of the chin).


          A recent extraction of DNA from Neanderthal bones indicates that Neanderthals had the same version of the FOXP2 gene as modern humans. This gene is known to play a role in human language.


          Steven Mithen (2006) proposes that the Neanderthals had an elaborate proto-linguistic system of communication which was more musical than modern human language, and which predated the separation of language and music into two separate modes of cognition.


          


          Tools
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          Neanderthal and Middle Paleolithic archaeological sites show a smaller and different toolkit than those which have been found in Upper Paleolithic sites, which were perhaps occupied by modern humans which superseded them. Fossil evidence indicating who may have made the tools found in Early Upper Paleolithic sites is still missing.


          Neanderthals are thought to have used tools of the Mousterian class, which were often produced using soft hammer percussion, with hammers made of materials like bones, antlers, and wood, rather than hard hammer percussion, using stone hammers. A result of this is that their bone industry was relatively simple. However, there is good evidence that they routinely constructed a variety of stone implements. Neanderthal ( Mousterian) tools most often consisted of sophisticated stone-flakes, task-specific hand axes, and spears. Many of these tools were very sharp. There is also good evidence that they used a lot of wood, objects which are unlikely to have been preserved until today.


          Also, while they had weapons, whether they had implements which were used as projectile weapons is controversial. They had spears, made of long wooden shafts with spearheads firmly attached, but they are thought by some to have been thrusting spears. Still, a Levallois point embedded in a vertebra shows an angle of impact suggesting that it entered by a "parabolic trajectory" suggesting that it was the tip of a projectile. Moreover, a number of 400,000 year old wooden projectile spears were found at Schningen in northern Germany. These are thought to have been made by the Neanderthal's ancestors, Homo erectus or Homo heidelbergensis. Generally, projectile weapons are more commonly associated with H. sapiens. The lack of projectile weaponry is an indication of different sustenance methods, rather than inferior technology or abilities. The situation is identical to that of native New Zealand Maori - modern Homo sapiens, who also rarely threw objects, but used spears and clubs instead.


          Although much has been made of the Neanderthal's burial of their dead, their burials were less elaborate than those of anatomically modern humans. The interpretation of the Shanidar IV burials as including flowers, and therefore being a form of ritual burial, has been questioned. On the other hand, five of the six flower pollens found with Shanidar IV are known to have had 'traditional' medical uses, even among relatively recent 'modern' populations. In some cases Neanderthal burials include grave goods, such as bison and aurochs bones, tools, and the pigment ochre.


          Neanderthals also performed many sophisticated tasks which are normally associated only with humans. For example, it is known that they controlled fire, constructed complex shelters, and skinned animals. A trap excavated at La Cotte de St Brelade in Jersey gives testament to their intelligence and success as hunters .


          Particularly intriguing is a hollowed-out bear femur with holes which may have been deliberately bored into it. This bone was found in western Slovenia in 1995, near a Mousterian fireplace, but its significance is still a matter of dispute. Some paleoanthropologists have hypothesized that it was a flute, while others believe it was created by accident through the chomping action of another bear. See: Divje Babe.


          Pendants and other jewelry showing traces of ochre dye and of deliberate grooving have also been found with later finds, particularly in France but whether or not they were created by Neaderthals or traded to them by Cro-Magnons is a matter of controversy.


          


          Habitat and range
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          Early Neanderthals lived in the Last Glacial age for a span of about 100,000 years. Because of the damaging effects which the glacial period had on the Neanderthal sites, not much is known about the early species. Places where their remains are known include Portugal, France and Spain, as well as Britain , Germany, Czech Republic, Slovakia, Croatia, Greece and Israel.


          Classic Neanderthal fossils have been found over a large area, from northern Germany to Israel and Mediterranean countries like Spain and Italy in the south and from England in the west to Uzbekistan in the east. This area probably was not occupied all at the same time; the northern border of their range in particular would have contracted frequently with the onset of cold periods. On the other hand, the northern border of their range as represented by fossils may not be the real northern border of the area they occupied, since Middle-Palaeolithic looking artifacts have been found even further north, up to 60 on the Russian plain. Recent evidence has extended the Neanderthal range by about 1,250miles (2,010km) east into southern Siberia's Altay Mountains.


          


          Cannibalism or Ritual defleshing?


          Neanderthals hunted large animals, such as the mammoth. Stone-tipped wooden spears were used for hunting and stone knives were used for butchering the animals. They are also believed to have gathered wild plants like their ancestors, Homo erectus. However, they are believed to have practiced ritual defleshing. This hypothesis has been represented after researchers found marks on Neanderthal bones similar to the bones of a dead deer eaten by Neanderthals.


          Intentional burial and the inclusion of grave goods are the most typical representations of ritual behaviour in the Neanderthals and denote a developing ideology. However, another much debated and controversial manifestation of this ritual treatment of the dead comes from the evidence of cut-marks on the bone which has historically been viewed as evidence of ritual defleshing.


          Neanderthal bones from various sites ( Combe-Grenal and Abri Moula in France, Krapina in Croatia and Grotta Guattari in Italy) have all been cited as bearing cut marks made by stone tools. However, results of technological tests reveal varied causes.


          Re-evaluation of these marks using high-powered microscopes, comparisons to contemporary butchered animal remains and recent ethnographic cases of excarnation mortuary practises have shown that perhaps this was a case of ritual defleshing.


          
            	At Grotta Guattari, the apparently purposefully widened base of the skull (for access to the brains) has been shown to be caused by carnivore action, with hyena tooth marks found on the skull and mandible.


            	According to some studies, fragments of bones from Krapina show marks which are similar to those seen on bones from secondary burials at a Michigan ossuary (14th century AD) and are indicative of removing the flesh of a partially decomposed body.


            	According to others, the marks on the bones found at Krapina are indicative of defleshing, although whether this was for nutritional or ritual purposes cannot be determined with certainty.


            	Analysis of bones from Abri Moula in France does seem to suggest cannibalism was practiced here. Cut-marks are concentrated in places expected in the case of butchery, instead of defleshing. Additionally the treatment of the bones was similar to that of roe deer bones, assumed to be food remains, found in the same shelter.

          


          The evidence indicating cannibalism would not distinguish Neanderthals from modern Homo sapiens. Ancient and existing Homo sapiens, including the Korowai, are known to have practiced cannibalism and/or mortuary defleshing.


          


          Pathology


          Within the west Asian and European record there are five broad groups of pathology or injury noted in Neanderthal skeletons.


          


          Fractures


          Neanderthals seemed to suffer a high frequency of fractures, especially common on the ribs ( Shanidar IV, La Chapelle-aux-Saints 1 Old Man), the femur ( La Ferrassie 1), fibulae (La Ferrassie 2 and Tabun 1), spine ( Kebara 2) and skull (Shanidar I, Krapina, Sala 1). These fractures are often healed and show little or no sign of infection, suggesting that injured individuals were cared for during times of incapacitation. The pattern of fractures, along with the absence of throwing weapons, suggests that they may have hunted by leaping onto their prey and stabbing or even wrestling it to the ground.


          


          Trauma


          Particularly related to fractures are cases of trauma seen on many skeletons of Neanderthals. These usually take the form of stab wounds, as seen on Shanidar III, whose lung was probably punctured by a stab wound to the chest between the 8th and 9th ribs. This may have been an intentional attack or merely a hunting accident; either way the man survived for some weeks after his injury before being killed by a rock fall in the Shanidar cave. Other signs of trauma include blows to the head (Shanidar I and IV, Krapina), all of which seemed to have healed, although traces of the scalp wounds are visible on the surface of the skulls.


          


          Degenerative disease


          Arthritis is particularly common in the older Neanderthal population, specifically targeting areas of articulation such as the ankle (Shanidar III), spine and hips (La Chapelle-aux-Saints Old Man), arms ( La Quina 5, Krapina, Feldhofer) knees, fingers and toes. This is closely related to degenerative joint disease, which can range from normal, use-related degeneration to painful, debilitating restriction of movement and deformity and is seen in varying degree in the Shanidar skeletons (I-IV).


          


          Hypoplastic disease


          Dental enamel hypoplasia is an indicator of stress during the development of teeth and records in the striations and grooves in the enamel periods of food scarcity, trauma or disease. A study of 669 Neanderthal dental crowns showed that 75% of individuals suffered some degree of hypoplasia and that nutritional deficiencies were the main cause of hypoplasia and eventual tooth loss. All particularly aged skeletons show evidence of hypoplasia and it is especially evident in the Old Man of La Chapelle-aux-Saints and La Ferrassie 1 teeth.


          


          Infection


          Evidence of infections on Neanderthal skeletons is usually visible in the form of lesions on the bone, which are created by systematic infection on areas closest to the bone. Shanidar I has evidence of the degenerative lesions as does La Ferrassie 1, whose lesions on both femora, tibiae and fibulae are indicative of a systemic infection or carcinoma (malignant tumour/cancer).
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          The fate of the Neanderthals


          Possible hypotheses for the fate of Neanderthals include the following:


          
            	Neanderthals evolved to a separate species which became extinct (see Neanderthal extinction hypotheses) and were replaced by early modern humans traveling from Africa.


            	Neanderthals was a contemporary subspecies which incidentally bred with Homo sapiens and disappeared through absorption (see Neanderthal interaction with Cro-Magnons)


            	Neanderthals never split from Homo sapiens and most of their populations transformed into anatomically modern humans between 50-30 kya (see Multiregional origin of modern humans).

          


          According to the oldest view (#1), modern humans (Homo sapiens) began replacing Neanderthals around 45,000 years ago, as the Cro-Magnon people appeared in Europe, pushing populations of Neanderthals into regional pockets, where they held on for thousands of years, such as modern-day Croatia, Iberia, and the Crimean peninsula. The last traces of Neanderthal culture have been found around a cave system on the remote south-facing coast of Gibraltar, from 30,000 to 24,000 years ago.


          The validity of such an extensive period of cornered Neanderthal groups is recently questioned. There is no longer certainty regarding the identity of the humans who produced the Aurignacian culture, even though the presumed westward spread of anatomically modern humans (AMHs) across Europe is still based on the controversial first dates of the Aurignacian. Currently, the oldest European anatomically modern Homo sapiens is represented by a robust modern human mandible discovered at Pestera cu Oase (south-west Romania), dated to 3436 kya (thousand years ago). Human skeletal remains from the German site of Vogelherd, so far regarded the best association between anatomically modern Homo sapiens and Aurignacian culture, were revealed to represent intrusive Neolithic burials into the Aurignacian levels and subsequently all the key Vogelherd fossils are now dated to 3.95.0 thousand years ago instead. As for now, the expansion of the first anatomically modern humans into Europe can't be located by diagnostic and well-dated anatomically modern human fossils "west of the Iron Gates of the Danube" before 32 kya. Moreover, researchers have recently found in Pestera Muierii, Romania, remains of European humans from 30 kya who possessed mostly diagnostic "modern" anatomical features, but also had distinct Neanderthal features not present in ancestral modern humans in Africa, including a large bulge at the back of the skull, a more prominent projection around the elbow joint, and a narrow socket at the shoulder joint. Analysis of one skeleton's shoulder showed that these humans, like Neanderthal, did not have the full capability for throwing spears.


          Consequently, the exact nature of biological and cultural interactions between Neanderthals and other human groups between 50 and 30 thousand years ago is currently hotly contested. A new proposal resolves the issue by taking the Gravettians rather than the Aurignacians as the anatomically modern humans which contributed to the post-30 kya Eurasian genetic pool. Correspondingly, the human skull fragment found at the Elbe River bank at Hahnfersand near Hamburg was once radiocarbon dated to 36,000 years ago and seen as possible evidence for the intermixing of Neanderthals and anatomically modern humans. It is now dated to the more recent Mesolithic.


          Modern human findings in Abrigo do Lagar Velho, Portugal of 24,500 years ago, allegedly featuring Neanderthal admixtures, have been published. The paleontological analysis of modern human emergence in Europe has been shifting from considerations of the Neanderthals to assessments of the biology and chronology of the earliest modern humans in western Eurasia. This focus, involving morphologically modern humans before 28,000 years ago shows accumulating evidence that they present a variable mosaic of derived modern human, archaic human, and Neanderthal features.


          On the other hand, a mtDNA analysis has shown no evidence for Neanderthal contributions to the gene pool of modern humans. The authors of the study concede that this does not exclude Neanderthal contributions of other genes. They nevertheless argue that other genetic and morphological data also suggest little or no Neanderthal contribution. A study of Cro-Magnon mitochondrial DNA published in 2008 found that it was radically different that of almost contemporary Neanderthals.


          


          Genome


          While previous investigations concentrated on mitochondrial DNA (mtDNA)  which, due to strictly matrilineal inheritance and subsequent vulnerability to genetic drift, is of limited value to disprove interbreeding  more recent investigations have access to growing strings of deciphered nuclear DNA (nDNA).


          In July 2006, the Max Planck Institute for Evolutionary Anthropology and 454 Life Sciences announced that they would be sequencing the Neanderthal genome over the next two years. The Neanderthal genome very likely is roughly the size of the human genome, three-billion base pairs, and probably shares most of its genes. It is thought that a comparison of the Neanderthal genome and human genome will expand understanding of Neanderthals as well as the evolution of humans and human brains.


          DNA researcher Svante Pbo has tested more than 70 Neanderthal specimens and found only one which had enough DNA to sample. Preliminary DNA sequencing from a 38,000-year-old bone fragment of a femur bone found at Vindija cave in Croatia in 1980 shows that Homo neanderthalensis and Homo sapiens share about 99.5% of their DNA. From mtDNA analysis estimates, the two species shared a common ancestor about 500,000 years ago. An article appearing in the journal Nature has calculated the species diverged about 516,000 years ago, whereas fossil records show a time of about 400,000 years ago. From DNA records, scientists hope to falsify or confirm the theory that there was interbreeding between the species. A 2007 study pushes the point of divergence back to around 800,000 years ago.


          Edward Rubin of the Lawrence Berkeley National Laboratory in Berkeley, California states that recent genome testing of Neanderthals suggests human and Neanderthal DNA are some 99.5 percent to nearly 99.9 percent identical.


          On November 16, 2006, Science Daily published scientific test results demonstrating that Neanderthals and ancient humans probably did not interbreed. Scientists with the U.S. Department of Energys Lawrence Berkeley National Laboratory (Berkeley Lab) and the Joint Genome Institute (JGI) sequenced genomic nuclear DNA (nDNA) from a fossilized Neanderthal femur. Their results more precisely indicate a common ancestor about 706,000 years ago, and a complete separation of the ancestors of the species about 376,000 years ago. Their results show that the genomes of modern humans and Neanderthals are at least 99.5% identical, but despite this genetic similarity, and despite the two species having cohabitated the same geographic region for thousands of years, there is no evidence of any significant crossbreeding between the two. Edward Rubin, director of both JGI and Berkeley Labs Genomics Division: While unable to definitively conclude that interbreeding between the two species of humans did not occur, analysis of the nuclear DNA from the Neanderthal suggests the low likelihood of it having occurred at any appreciable level.


          On the other hand, a 2006 investigation suggested that at least 5% of the genetic material of modern Europeans and West Africans has an archaic origin, due to interbreeding with Neanderthal and a hitherto unknown archaic African population. Plagnol and Wall arrived at this result by first calculating a "null model" of genetic characteristics which would fulfill the requirement of descendence from Homo sapiens sapiens in a straight line. Next they compared this model to the current distribution and characteristics of existing genetic polymorphisms, and concluded that this "null model" deviated considerably from what would be expected. Genetic simulations indicated this 5% of DNA not accounted for by the null model corresponds to a substantial contribution to the European gene pool of up to 25%. Future investigationincluding a full scale Neanderthal genome projectis expected to cast more light on the subject of genetic polymorphisms to supply more details. Contrary to the investigation of mtDNA, the study of polymorph mutations has the potential to answer the question whetherand to what extentHomo neanderthalensis and Homo sapiens interbred.


          A main proponent of the interbreeding hypothesis is Erik Trinkaus of Washington University. In a 2006 study published in Proceedings of the National Academy of Sciences, Trinkaus and his co-authors report a possibility that Neanderthals and humans did interbreed. The study claims to settle the extinction controversy; according to researchers, the human and neanderthal populations blended together through sexual reproduction. Trinkaus states, "Extinction through absorption is a common phenomenon." and "From my perspective, the replacement vs. continuity debate that raged through the 1990s is now dead".


          There is a possibility that Neanderthals and Cro-Magnons interbred but left little genetic evidence of that. That is because there is an ongoing debate about whether the hunter-gatherers of the middle stone age started farming when they came in contact with agriculture, or were completely replaced by the farmers moving in from the Middle East. If modern Europeans are mainly descendents of these farming people with little or no genetic input of the hunter gatherers of the middle stone age, then possible interbreeding between them and the Neanderthals would not have had a great effect on the modern gene-pool.


          The case for interbreeding recently revived by studies that claim signs of admixture ( introgression), finding unusually deep genealogies in highly divergent clades (genetic branches). The genetic variation at the microcephalin gene, a critical regulator of brain size whose loss-of-function by damaging mutations may also cause primary microcephaly, is claimed to be the most compelling evidence of admixture thus far. One type of the gene,dubbed haplogroup D having an exceptionally high worldwide frequency (~70%), was shown to have a remarkably young coalescence age to its most recent common ancestor ~37,000 years ago. The remaining types (non-D) coalesce to ~990,000 years ago, while the separation time between D and non-D was estimated at ~1,100,000 years ago. An evolutionary advance was assumed, even though positive selection was never as all-decisive as to wipe out the remaining 30% of non-D haplogroups (in which case no introgression could have been suggested) and as for now, a measurable genetic advance has not been attested. Both the worldwide frequency distribution of the D allele, exceptionally high outside of Africa but low in sub-Saharan Africa (29%) that suggests involvement of an archaic Eurasian population, and current estimates of the divergence time between modern humans and Neanderthals based on mitochondrial DNA (mtDNA), are in favour of the Neanderthal lineage as the most likely archaic Homo population from which introgression into the modern human gene pool took place.


          


          Key dates


          
            	1829: Neanderthal skulls were discovered in Engis, Belgium.


            	1848: Skull of an ancient human was found in Forbes' Quarry, Gibraltar. Its significance was not realised at the time.


            	1856: Johann Karl Fuhlrott first recognised the fossil called Neanderthal man, discovered in Neanderthal, a valley near Mettmann in what is now North Rhine-Westphalia, Germany.


            	1880: The mandible of a Neanderthal child was found in a secure context and associated with cultural debris, including hearths, Mousterian tools, and bones of extinct animals.


            	1899: Hundreds of Neanderthal bones were described in stratigraphic position in association with cultural remains and extinct animal bones.


            	1908: A nearly complete Neanderthal skeleton was discovered in association with Mousterian tools and bones of extinct animals.


            	1953-1957: Ralph Solecki uncovered nine Neanderthal skeletons in Shanidar Cave in northern Iraq.


            	1975: Erik Trinkauss study of Neanderthal feet confirmed that they walked like modern humans.


            	1987: Thermoluminescence results from Palestine fossils date Neanderthals at Kebara to 60,000 BP and modern humans at Qafzeh to 90,000 BP. These dates were confirmed by Electron Spin Resonance (ESR) dates for Qafzeh (90,000 BP) and Es Skhul (80,000 BP).


            	1991: ESR dates showed that the Tabun Neanderthal was contemporaneous with modern humans from Skhul and Qafzeh.


            	1997 Matthias Krings et al. are the first to amplify Neanderthal mitochondrial DNA (mtDNA) using a specimen from Feldhofer grotto in the Neander valley. Their work is published in the journal Cell.


            	2000: Igor Ovchinnikov, Kirsten Liden, William Goodman et al. retrieved DNA from a Late Neanderthal (29,000 BP) infant from Mezmaikaya Cave in the Caucausus.


            	2005: The Max Planck Institute for Evolutionary Anthropology launched a project to reconstruct the Neanderthal genome.


            	2006: The Max Planck Institute for Evolutionary Anthropology announced that it planned to work with Connecticut-based 454 Life Sciences to reconstruct the Neanderthal genome.

          


          


          Popular culture


          

          In popular idiom the word neanderthal is sometimes used as an insult, to suggest that a person combines a deficiency of intelligence and an attachment to brute force, as well as perhaps implying the person is old fashioned or attached to outdated ideas, much in the same way as "dinosaur" is also used. Counterbalancing this are sympathetic literary portrayals of Neanderthals, as in the novel The Inheritors by William Golding, Isaac Asimov's The Ugly Little Boy, and Jean M. Auel's Earth's Children series, though Auel repeatedly compares Neanderthals to modern humans unfavorably within the series, showing them to be less advanced in nearly every facet of their lives. Instead she gives them access to a 'race memory' and uses it to explain both their cultural richness and eventual stagnation. A more serious treatment is offered by Finnish palaeontologist Bjrn Kurtn, in several works including Dance of the Tiger, and British psychologist Stan Gooch in his hybrid-origin theory of humans. The Neanderthal Parallax, a trilogy of science fiction novels dealing with neanderthals, written by Robert J. Sawyer, explores a scenario where neanderthals are seen as a distinct species from humans and survive in a parallel universe version of earth. The novels explore what happens when they, having developed a sophisticated technological culture of their own, open a portal to this version of the earth. The three novels are titled Hominids, Humans, and Hybrids, respectively, and all form essentially one story.
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        Necktie


        
          

          
            [image: A necktie, worn casually]

            
              A necktie, worn casually
            

          


          The necktie (or tie) is a long piece of cloth worn around the neck. It rests under the shirt collar and is knotted at the throat. The modern necktie, ascot, and bow tie are descended from the cravat.


          Men and women wear neckties as part of regular office attire or formal wear. Neckties can also be worn as part of a uniform (e.g. military, school, waitstaff).


          Variants include the bow tie, ascot tie, bola tie, and the clip-on tie.


          


          History


          
            [image: French king Louis XIV with an early cravat in 1667]

            
              French king Louis XIV with an early cravat in 1667
            

          


          The necktie can be traced back to the time of the Thirty Years' War (1618-1648) when Croatian mercenaries in French service, wearing their traditional small, knotted neckerchiefs, aroused the interest of the Parisians. The new article of clothing started a fashion craze in Europe where both men and women wore pieces of fabric around their necks. In the late seventeenth century, the men wore lace cravats that took a large amount of time and effort to arrange. These cravats were often tied in place by cravat strings, arranged neatly and tied in a bow.


          [bookmark: 1650-1720:_the_Steinkirk]


          1650-1720: the Steinkirk


          The Battle of Steenkerque took place in 1692. In this battle, the princes, while hurriedly dressing for battle, just wound these cravats around their necks. They twisted the ends of the fabric together and passed the twisted ends through a jacket buttonhole. These cravats were generally referred to as Steinkirks.


          [bookmark: 1720-1800:_Stocks.2C_Solitaires.2C_Neckcloths.2C_Cravats]


          1720-1800: Stocks, Solitaires, Neckcloths, Cravats


          In 1715, another kind of neckwear, called "Stocks" made its appearance. Stocks were initially just a small piece of muslin folded into a narrow band wound a few times round the shirt collar and secured from behind with a pin. It was fashionable for the men to wear their hair long, past shoulder length. The ends were tucked into a black silk bag worn at the nape of the neck. This was known as the bag-wig hairstyle, and the neckwear worn with it was the stock.


          A variation of the bag wig would be the solitaire. This form had matching ribbons stitched around the bag. After the stock was in place, the ribbons would be brought forward and tied in a large bow in front of the wearer.


          Sometime in the late eighteenth century, cravats began to make an appearance again. This can be attributed to a group of young men called the maccaronis (of Yankee Doodle fame). These were young Englishmen who returned from Europe and brought with them new ideas about fashion from Italy. The French contemporaries of the maccaronis were the Incroyables.


          [bookmark: 1800-1850:_Cravat.2C_Stocks.2C_Scarves.2C_Bandannas]


          1800-1850: Cravat, Stocks, Scarves, Bandannas


          At this time, there was also much interest in the way to tie a proper cravat and this led to a series of publications. This began with Neckclothitania, which is a book that contained instructions and illustrations on how to tie 14 different cravats. It was also the first book to use the word tie in association with neckwear.


          It was about this time that black stocks made their appearance. Their popularity eclipsed the white Cravat, except for formal and evening wear. These remained popular through to the 1850s. At this time, another form of neckwear worn was the scarf. This was where a neckerchief or bandanna was held in place by slipping the ends through a finger or scarf ring at the neck instead of using a knot. This is the classic sailor neckwear and may have been adopted from them.


          [bookmark: 1860-1920s:_Bow_ties.2C_Scarf.2FNeckerchief.2C_the_Ascot.2C_the_Long_tie]


          1860-1920s: Bow ties, Scarf/Neckerchief, the Ascot, the Long tie


          
            [image: A Necktie from a 1913 Arrow Collar Ad. Before the Second World War ties were worn shorter as well as wider than they are today; although in Britain in the 1970's short and wide ties (known as 'Kipper ties') became fashionable for a few years.]

            
              A Necktie from a 1913 Arrow Collar Ad. Before the Second World War ties were worn shorter as well as wider than they are today; although in Britain in the 1970's short and wide ties (known as 'Kipper ties') became fashionable for a few years.
            

          


          The industrial revolution created a need for neckwear that was easy to put on, comfortable and would last an entire workday. The modern necktie, as is still worn by millions of men today, was born. It was long, thin and easy to knot and it didnt come undone.


          The English called it the  four in hand because the knot resembled the reins of the four horse carriage used by the British upper class. By this time, the sometimes complicated array of knots and styles of neckwear gave way to the neckties and bow ties, the latter a much smaller, more convenient version of the cravat. In formal dinner parties and when attending races, another type of neckwear was considered de rigueur; this was the Ascot tie, which had wide flaps that were crossed and pinned together on the chest.


          This was until a New York tie maker, Jesse Langsdorf came up with a method of cutting the fabric on the bias and sewing it in three segments. This technique improved elasticity and facilitated the fabric's return to its original shape. Since that time, most men have worn the  Langsdorf tie. Yet another development of that time was the method used to secure the lining and interlining once the tie had been folded into shape. Richard Atkinson and Company of Belfast claim to have introduced the slipstitch for this purpose in the late 1920s.


          [bookmark: 1920s-present_day]


          1920s-present day


          After the First World War, hand-painted ties became an accepted form of decoration in America. The widths of some of these ties went up to 4.5inches (110mm). These loud, flamboyant ties sold very well all the way through the 1950s.


          In Britain, Regimental stripes have been continuously used in tie designs since the 1920s. Traditionally, English stripes ran from the left shoulder down to the right side; however, when Brooks Brothers introduced the striped ties in the States a century ago, they had theirs cut in the opposite direction.


          The 1960s brought about an influx of pop art influenced designs. The first was designed by Michael Fish when he worked at Turnbull & Asser. The term kipper was a pun on his name. The exuberance of the styles of the late 1960s and early 1970s gradually gave way to more restrained designs. Ties became narrower, returning to their 2-3 inch width with subdued colors and motifs, traditional designs of the 1930s and 1950s reappeared, particularly Paisley patterns. Ties began to be sold along with shirts and designers slowly began to experiment with bolder colors.


          This continued in the 1980s, when very narrow ties approximately 1 inch wide became popular. Into the 1990s, increasingly unusual designs became common, such as joke ties or deliberately kitsch ties designed to make a statement. These included ties featuring cartoon characters or made of unusual materials such as plastic or wood.


          


          Types


          


          Cravat


          
            [image: A page from Neckclothitania showing different Cravat Knots.]

            
              A page from Neckclothitania showing different Cravat Knots.
            

          


          In 1660, in celebration of its hard-fought victory over Turkey, a crack regiment from Croatia visited Paris. There, the soldiers were presented as glorious heroes to Louis XIV, a monarch well known for his eye toward personal adornment. It so happened that the officers of this regiment were wearing brightly colored handkerchiefs fashioned of silk around their necks. These neck cloths struck the fancy of the king, and he soon made them an insignia of royalty as he created a regiment of Royal Cravattes. The word "cravat" is derived from the "a la croate" - like the Croats (wear them).


          


          Four-in-hand


          The four-in-hand necktie (as distinct from the four-in-hand knot) was fashionable in Great Britain in the 1850s. Early neckties were simple, rectangular cloth strips cut on the square, with square ends. The term "four-in-hand" originally described a carriage with four horses and a driver; later, it also was the name of a London gentlemen's club. Some etymologic reports are that carriage drivers knotted their reins with a four-in-hand knot (see below), whilst others claim the carriage drivers wore their scarves knotted 'four-in-hand', but, most likely, members of the club began wearing their neckties so knotted, thus making it fashionable. In the latter half of the 19th century, the four-in-hand knot and the four-in-hand necktie were synonymous. As fashion changed from stiff shirt collars to soft, turned-down collars, the four-in-hand necktie knot gained popularity; its sartorial dominance rendered the term "four-in-hand" redundant usage, shortened "long tie" and "tie".


          In 1926, Jesse Langsdorf from New York introduced ties cut on the bias (US) or cross-grain (UK), allowing the tie to evenly fall from the knot without twisting; this also caused any woven pattern such as stripes to appear diagonally across the tie.


          Today, four-in-hand ties are part of men's formal clothing in both Western and non-Western societies, particularly for business.


          Four-in-hand ties are generally made from silk, cotton, polyester or, common before World War II but not as popular nowadays, wool. They appear in a very wide variety of colours and patterns, notably striped (often diagonally), club ties (often with a small motif repeated regularly all over the tie) and solids. "Novelty ties" featuring icons from popular culture (such as cartoons, actors, holiday images), sometimes with flashing lights, have been quite prevalent since the 1990s, as have paisley ties.


          


          Six- and seven-fold tie


          The sevenfold tie is a construction variant of the four-in-hand necktie revived after the austerity of the Great Depression. A square yard of silk (usually two or more pieces sewn together) is folded to seven sections of silk between the folds. Its weight and body derive exclusively from the layering of silk. It can require an hour or more to construct.


          There are newly designed spinoffs to sevenfold ties, often referred to as four folds, or lined seven folds. These imposters frequently have the folds of the silk ending halfway through the middle of the inside of the tie. These ties, while very thick, are essentially the same as regular lined ties, with the exception of the decorative origami like folds at the ends of the tie. They are most easily identified by the bottom square, the part of the back of the tie that hangs in front of the belt, which is not one single sheet of silk-normally the introverted pattern is exposed-but is two pieces of the silk with the liner in between. In contrast to authentic sevenfolds, these ties' heft and body are derived by the weight of created by the folding of the silk upon itelf.

          These other "seven-fold ties" are also referred to as Six-fold ties. They are typically self-tipped and lined. These are historically Italian made, although they are increasingly being made elsewhere. For this reason, they are often referrd to as being "Italian style", while the sevenfold tie is usually untipped, unlined and is the "American style". The Talbott (Robert) Family is often credited with bringing back the sevenfold design which was almost lost as a result of the 1920's era depression. It was much more expensive to make a tie completely of silk, so the lined tie with other tiping fabric was born. The classic sevenfold tie has no interfacing (interlining) of any kind yet drapes beautifully due to the weight derived from the precise folding of the silk upon itself. Generally a medium weight, 25-30mm, silk is best used for creating one of these truely handmade ties.


          


          Clip-on tie


          The clip-on necktie is permanently knotted bow tie or four-in-hand style affixed with a metal clip to the front of the shirt collar. This 20th-century innovation is considered by some to be stylistically inferior, but may be considered appropriate by some for wear in occupations (e.g., law enforcement, service clerks, airline pilots, etc.) where a traditional necktie could pose a safety hazard. Clip-on ties are also the most common form of child-sized ties.


          


          Types of knots
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                There are four main knots used to knot neckties. The simplest, the four-in-hand knot, may be the most common. The others (in order of difficulty) are:


                
                  	the Pratt knot (the Shelby knot)


                  	the half-Windsor knot


                  	the Windsor knot (also erroneously called the "double-Windsor"). The Windsor knot is the thickest knot of the four, since its tying has the most steps.

                


                The Windsor knot is named after the Duke of Windsor, although he neither invented nor used it. The Duke did favour a voluminous knot; however, he achieved such by having neckties specially made of thicker cloths.


                In the late 1990s, two researchers, Thomas Fink and Yong Mao of Cambridge's Cavendish Laboratory, used mathematical modeling to discover that eighty-five (85) knots are possible with a conventional tie. (They limited the number of "moves" used to tie the knot to nine; longer sequences of moves result in too large a knot or leave the hanging ends of the tie too short.)


                Ties as signs of membership


                
                  [image: The two variants of the school tie for Phillips Academy. The striped version uses American-style stripes (high side of stripe on wearer's right).]
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                  [image: A cryptic motif on the official WE.177 project tie.]

                  
                    A cryptic motif on the official WE.177 project tie.
                  

                


                The use of coloured and patterned neckties indicating the wearer's membership in a club, military regiment, school, et cetera, dates only from late-nineteenth century England. The first definite occurrence was in 1880, when Exeter College, Oxford rowers took the College-colour ribbons from their straw boaters and wore them as neckties (knotted four-in-hand), and then went on to order a proper set of ties in the same colours, thus creating the first example of a college necktie.


                Soon other colleges followed suit, as well as schools, universities, and clubs. At about the same time, the British military moved from dressing in brightly and distinctively coloured uniforms to subdued and discreet uniforms, and they used neckties to retain regimental colours.


                Some secondary schools in the United Kingdom, Australia and New Zealand maintain the wearing of a tie as part of their school uniforms, with its design being specified. Some primary schools also permit pupils to wear ties.


                The most common pattern for such ties in the UK and most of Europe consists of diagonal stripes of alternating colours running down the tie from the wearer's left. Note that neckties are cut on the bias (diagonally), so the stripes on the source cloth are parallel or perpendicular to the selvage, not diagonal.


                The colours themselves may be particularly significant. The dark blue and red regimental tie of the Household Cavalry is said to represent the blue blood (i.e. nobility) of the Royal Family, and the red blood of the Guards.


                In the United States, diagonally striped ties are commonly worn with no connotation of group membership. Typically, American striped ties have the stripes running downward from the wearer's right (the opposite of the European style). However, when Americans wear striped ties as a sign of membership, the European stripe style may be used.


                An alternative membership tie pattern to diagonal stripes is either a single emblem or a crest centred and placed where a tie pin normally would be, or a repeated pattern of such motifs. Sometimes, both types are used by an organisation, either simply to offer a choice or to indicate a distinction among and levels of membership. Occasionally, a hybrid design is used, in which alternating stripes of colour are overlaid with repeated motif pattern.


                Many British schools use variations on their basic necktie to indicate the wearer's age, house, status (e.g. prefect), or participation in competition (especially sports). Usually, the Old Boys and Girls ( alumni) wear a different design.


                Opposition to and problems with neckties


                The debate between proponents and opponents of the necktie centre on social conformity, professional expectation, and personal, sartorial expression. Quoting architect Louis Sullivan, Frank Lloyd Wright said: " Form follows function". Applied sartorially, the necktie's decorative function is so criticized. In 2005, Arizona State University established to not discriminate by gender, however, it retained the rule requiring men to wear neckties and women to wear nylon stockings and high heeled shoes in the office of the president, and for ambassador visits and official meetings.


                Health issues


                Necktie opponents cite risks of wearing a necktie as argument for discontinuing it. Their cited risks are entanglement, infection, and vascular constriction. Entanglement when working with machinery or dangerous, possibly violent jobs such as policemen and prison guards, and certain medical fields. The answer is to avoid wearing neckties, or to wear pre-knotted neckties that easily detach from the wearer when grabbed; vascular constriction occurs with over-tight collars. Studies have shown increased intraocular pressure in such cases, which can aggravate the condition of people with weakened retinas. There may be additional risks for people with glaucoma Sensible precautions can mitigate the risk. Paramedics performing life support remove the injured man's necktie as a first step to ensure it does not block his airway. Neckties might also be a health risk for persons not the wearer; they are believed major vectors in disease transmission in hospitals; notwithstanding such fears, doctors and dentists wear neckties for a professional image. Hospitals take seriously the cross-infection of patients by doctors wearing infected neckties, because neckties are infrequently cleaned than most other clothes. On 17 September 2007, British hospitals published rules banning neckties. Doctors routinely lean across patients and ties frequently come into contact with patients  although this can be countered somewhat by a tie bar. As a result, bow ties have traditionally been popular with doctors. Medical professionals can mitigate this problem by changing into a newly washed tie each day.


                One possible benefit of wearing a tie might be that a wearer has a built-in item to serve as a tourniquet, should the wearer encounter someone at risk for losing a limb. Wearers also need to be careful when cooking to avoid the tie coming into contact with any flames. Consequently, blue collar workers are rarely required to wear ties. Instead, they may wear coveralls.


                In some UK schools a prank known as peanuting results in the tie being pulled by the front to make the knot become tight. This may seem harmless but can be dangerous.


                Anti-necktie sentiment


                In the early 20th century, the number of office workers began increasing. Many such men and women were required to wear neckties, because it was perceived as improving work attitudes, morale, and sales.


                Removing the necktie as a social and sartorial business requirement (and sometimes forbidding it) is a modern trend often attributed to the rise of popular culture. Although it was common as everyday wear as late as 1966, over the years 196769, the necktie fell out of fashion almost everywhere, except where required. There was a resurgence in the 1980s, but in the 1990s, ties again fell out of favour, with many Internet-based companies having very casual dress requirements.


                Casual Fridays has become a very popular tradition, in which employees were not required to wear ties on Fridays, and then  increasingly  on other, announced, special days. Some businesses extended casual-dress days to Thursday, and even Wednesday; others required neckties only on Monday (to start the work week). At the furniture company IKEA, neckties are not allowed.


                An extreme example of anti-necktie sentiment is found in Iran, whose theocratic rulers have denounced the accessory as a decadent symbol of Western oppression. In the late 1970s (at the time of the Islamic Revolution) members of the US press even metonymized Iran's hardliners as turbans and its moderates as neckties. To date, most Iranian men have retained the Western-style long-sleeved collared shirt and three-piece suit, while excluding the necktie.


                Designers of neckties


                Most designer labels release a collection of neckwear each season, however some popular UK designers are renowned for their neckties. Within the UK silk neck ties are available from John Lewis Partnership, House of Fraser, Selfridges, Liberty of London, Harrods and many other menswear stores.


                Many clubs, associations, schools, churches and businesses will have custom woven and printed ties manufactured in specific colors, patterns and designs to signify membership. They are available internationally from companies like Bowler & Blake and American fashion designer Marisol Deluna in addition to their own signature collections.


                For 60 years, designers and manufacturers of neckties were members of the Men's Dress Furnishings Association but the trade group shut down in 2008 due to declining membership due to the declining numbers of men wearing neckties.


                Use by women


                Neckties are sometimes part of uniforms worn by women, particularly at restaurants and hotels. Many secondary school students in countries requiring ties also require girls to wear them as part of the uniform. It can also be used by woman as a fashion statement. 
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        Negative and non-negative numbers


        
          

          A negative number is a number that is less than zero, such as 3. A positive number is a number that is greater than zero, such as 3. Zero itself is neither positive nor negative. The non-negative numbers are the real numbers that are not negative (they are positive or zero). The non-positive numbers are the real numbers that are not positive (they are negative or zero).


          In the context of complex numbers, positive implies real, but for clarity one may say "positive real number".


          


          Negative numbers


          Negative integers can be regarded as an extension of the natural numbers, such that the equation x  y = z has a meaningful solution for all values of x and y. The other sets of numbers are then derived as progressively more elaborate extensions and generalizations from the integers.


          Negative numbers are useful to describe values on a scale that goes below zero, such as temperature, and also in bookkeeping where they can be used to represent debts. In bookkeeping, debts are often represented by red numbers, or a number in parentheses.


          


          Non-negative numbers


          A number is non-negative if and only if it is greater than or equal to zero, i.e., positive or zero. Thus the nonnegative integers are all the integers from zero on upwards, and the nonnegative reals are all the real numbers from zero on upwards.


          A real matrix A is called nonnegative if every entry of A is nonnegative.


          A real matrix A is called totally nonnegative by matrix theorists or totally positive by computer scientists if the determinant of every square submatrix of A is nonnegative.


          


          The negative of a number is unique


          The negative of a number is unique, as is shown by the following proof.


          The proof is by contradiction.


          Let x be a number and let x be its negative. Let [image: y~\equiv -x]. Let [image: y \prime ] be another negative of x. Then it must be true that [image: y \prime~ \not = y]. By an axiom of the real number system


          
            	[image: x + y \prime = 0],


            	[image:  x + y = 0~].

          


          And so, [image: ~~x + y\prime = x + y]. Using the law of cancellation for addition, it is seen that [image: y\prime = y], which contradicts our assumption. Therefore [image: ~y~] is the same number as [image: y \prime] and is the unique negative of x.


          


          Signum function


          It is possible to define a function sgn(x) on the real numbers which is 1 for positive numbers, 1 for negative numbers and 0 for zero (sometimes called the signum function):


          
            	[image: \sgn(x)=\left\{\begin{matrix} -1 &�: x < 0 \\ \;0 &�: x = 0 \\ \;1 &�: x > 0 \end{matrix}\right. ]

          


          We then have (except for x=0):


          
            	[image: \sgn(x) = \frac{x}{|x|} = \frac{|x|}{x} = \frac{d{|x|}}{d{x}} = 2H(x)-1. ]

          


          Where |x| is the absolute value of x and H(x) is the Heaviside step function. See also derivative.


          


          Complex Signum function


          It is possible to define a function csgn(x) on the complex numbers which is 1 for positive numbers, 1 for negative numbers and 0 for zero (sometimes called the complex signum function):


          
            	[image: \operatorname{csgn}(x)=\left\{\begin{matrix} -1 &�: x < 0 \\ \;0 &�: x = 0 \\ \;1 &�: x > 0 \end{matrix}\right. ]

          


          Where the complex inequality should be interpreted as follows


          
            	[image:  \begin{cases} x>0 \iff \operatorname{Re}(x) > 0 \vee (\operatorname{Re}(x) = 0 \land \operatorname{Im}(x) > 0) \ x<0 \iff \operatorname{Re}(x) < 0 \vee (\operatorname{Re}(x) = 0 \land \operatorname{Im}(x) < 0) \ \end{cases} ]

          


          We then have (except for x=0):


          
            	[image: \operatorname{csgn}(x) = \frac{x}{\sqrt{x^2}} = \frac{\sqrt{x^2}}{x} = \frac{d{\sqrt{x^2}}}{d{x}} = 2H(x)-1. ]

          


          


          Arithmetic involving signed numbers


          


          Addition and subtraction


          For purposes of addition and subtraction, one can think of negative numbers as debts.


          Adding a negative number is the same as subtracting the corresponding positive number:


          
            	5 + (3) = 5  3 = 2


            	(if you have $5 and acquire a debt of $3, then you have a net worth of $2)


            	2 + (5) = 2  5 = 7

          


          (In order to avoid confusion between the concepts of subtraction and negation, often the negative sign is written as a superscript:


          
            	2 + 5 = 2  5 = 7)

          


          Subtracting a positive number from a smaller positive number yields a negative result:


          
            	4  6 = 2


            	(if you have $4 and spend $6 then you have a debt of $2).

          


          Subtracting a positive number from any negative number yields a negative result:


          
            	3  6 = 9


            	(if you have a debt of $3 and spend another $6, you have a debt of $9).

          


          Subtracting a negative is equivalent to adding the corresponding positive:


          
            	5  (2) = 5 + 2 = 7


            	(if you have a net worth of $5 and you get rid of a debt of $2, then your new net worth is $7).

          


          Also:


          
            	8  (3) = 5


            	(if you have a debt of $8 and get rid of a debt of $3, then you still have a debt of $5).

          


          


          Multiplication


          Brahmagupta stated in Brahmasputhasiddhanta "positive times positive is positive and negative times negative is positive". This notion was challenged by Lazare Carnot (1753 - 1823). He asked how could the square of a smaller number be larger than the square of a large number. In other words square of -3 is larger than the square of 2. Yet -3 is smaller than 2. This objection of Carnot to Brahmagupta's notion stood unchallenged for a century. Great mathematicians such as Euler, Laplace and Cauchy were unable to provide a complete answer. Hermann Hankel proved using complex numbers that Brahmagupta was right. (Reference Intuition in Science and Mathematics, Efrain Fischbein, Kluwer Academic Publishers, Springer, 1899). Multiplication of a negative number by a positive number yields a negative result: 2  3 = 6. Multiplication of two negative numbers yields a positive result: 4  3 = 12.


          One way of understanding this is to regard multiplication by a positive number as repeated addition. Think of 3 x 2 as 3 groups, with 2 in each group. Thus, 3  2 = 2 + 2 + 2 = 6 and so naturally 2  3 = (2) + (2) + (2) = 6.


          Multiplication by a negative number can be regarded as repeated addition as well. For instance, 3  -2 can be thought of as 3 groups, with -2 in each group. 3  2 = (-2) + (2) + (-2) = 6. Notice that this keeps multiplication commutative: 3  2 = 2  3 = 6.


          Applying the same interpretation of "multiplication by a negative number" for a value that is also negative, we have:


          
            
              	4  3

              	=   (4)  (4)  (4)
            


            
              	

              	= 4 + 4 + 4
            


            
              	

              	= 12
            

          


          However, from a formal viewpoint, multiplication between two negative numbers is directly received by means of the distributivity of multiplication over addition:


          
            
              	1  1
            


            
              	

              	= (1)  (1) + (2) + 2
            


            
              	

              	= (1)  (1) + (1)  2 + 2
            


            
              	

              	= (1)  (1 + 2) + 2
            


            
              	

              	= (1)  1 + 2
            


            
              	

              	= (1) + 2
            


            
              	

              	= 1
            

          


          


          Division


          Division is similar to multiplication. Brahmagupta stated for the first time that negative divided by negative to be positive. Positive divided by negative to be negative. (Reference: Arithmetic and mensuration of Brahmagupta by HT Colebrooke). Brahmagupta's convention has survived to date: if the dividend and divisor have different signs, then the result is negative.


          
            	8 / 2 = 4


            	10 / 2 = 5

          


          If dividend and divisor have the same sign, the result is positive, even if both are negative.


          
            	12 / 3 = 4

          


          


          Formal construction of negative and non-negative integers


          In a similar manner to rational numbers, we can extend the natural numbers N to the integers Z by defining integers as an ordered pair of natural numbers (a, b). We can extend addition and multiplication to these pairs with the following rules:


          
            	(a, b) + (c, d) = (a + c, b + d)


            	(a, b)  (c, d) = (a  c + b  d, a  d + b  c)

          


          We define an equivalence relation ~ upon these pairs with the following rule:


          
            	(a, b) ~ (c, d) if and only if a + d = b + c.

          


          This equivalence relation is compatible with the addition and multiplication defined above, and we may define Z to be the quotient set N/~, i.e. we identify two pairs (a, b) and (c, d) if they are equivalent in the above sense.


          We can also define a total order on Z by writing


          
            	(a, b)  (c, d) if and only if a + d  b + c.

          


          This will lead to an additive zero of the form (a, a), an additive inverse of (a, b) of the form (b, a), a multiplicative unit of the form (a + 1, a), and a definition of subtraction


          
            	(a, b)  (c, d) = (a + d, b + c).

          


          


          First use of negative numbers


          For a long time, negative solutions to problems were considered "false" because they could not be found in the real world (in the sense that one cannot, for example, have a negative number of seeds). The abstract concept was recognised as early as 100 B.C.  50 B.C. A Chinese work, Nine Chapters on the Mathematical Art (Jiu-zhang Suanshu), contains methods for finding the areas of figures; red counting rods were used to denote positive coefficients, black rods for negative. The Chinese were also able to solve simultaneous equations involving negative numbers. The ancient Indian Bakhshali Manuscript, which was written at some time between 200 B.C. and A.D. 300, carried out calculations with negative numbers, using "+" as a negative sign. These are the earliest known uses of negative numbers.


          In Hellenistic Egypt, Diophantus in the third century A.D. referred to an equation that was equivalent to 4x + 20 = 0 (which has a negative solution) in Arithmetica, saying that the equation was absurd. This indicates that no concept of negative numbers existed in the ancient Mediterranean.


          During the seventh century A.D., negative numbers were used in India to represent debts. The Indian mathematician Brahmagupta, in Brahma-Sphuta-Siddhanta (written in A.D. 628), discussed the use of negative numbers to produce the general form quadratic formula that remains in use today. He also found negative solutions of quadratic equations and gave rules regarding operations involving negative numbers and zero, such as "A debt cut off from nothingness becomes a credit; a credit cut off from nothingness becomes a debt. " He called positive numbers "fortunes," zero "a cipher," and negative numbers "debts."


          During the eighth century A.D., the Islamic world learned about negative numbers from Arabic translations of Brahmagupta's works, and by A.D. 1000 Arab mathematicians were using negative numbers for debts.


          In the twelfth century A.D. in India, Bhaskara also gave negative roots for quadratic equations but rejected them because they were inappropriate in the context of the problem. He stated that a negative value is "in this case not to be taken, for it is inadequate; people do not approve of negative roots."


          Knowledge of negative numbers eventually reached Europe through Latin translations of Arabic and Indian works.


          European mathematicians, for the most part, resisted the concept of negative numbers until the 17th century, although Fibonacci allowed negative solutions in financial problems where they could be interpreted as debits (chapter 13 of Liber Abaci, A.D. 1202) and later as losses (in Flos). At this time, the Chinese were indicating negative numbers by drawing a diagonal stroke through the right-most non-zero digit.


          In the 15th century, Nicolas Chuquet, a Frenchman, used negative numbers as exponents and referred to them as absurd numbers.


          In A.D. 1759, Francis Maseres, an English mathematician, wrote that negative numbers "darken the very whole doctrines of the equations and make dark of the things which are in their nature excessively obvious and simple". He came to the conclusion that negative numbers did not exist.


          Negative numbers were not well understood until modern times. As recently as the 18th century, the Swiss mathematician Leonhard Euler believed that negative numbers were greater than infinity, a viewpoint which was shared by John Wallis. It was common practice at that time to ignore any negative results derived from equations, on the assumption that they were meaningless.4 The argument that negative numbers are greater than infinity involved the quotient 1/x and considering what happens as x approaches and crosses the point x = 0 from the positive side.


          
            Retrieved from " http://en.wikipedia.org/wiki/Negative_and_non-negative_numbers"
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              	Province of Negros Oriental
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              Provincial seal of Negros Oriental
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              Map of the Philippines with Negros Oriental highlighted
            


            
              	Region

              	Central Visayas (Region VII)
            


            
              	Capital

              	Dumaguete City
            


            
              	Divisions

              	
            


            
              	- Highly urbanized cities

              	0
            


            
              	- Component cities

              	6
            


            
              	- Municipalities

              	19
            


            
              	- Barangays

              	557
            


            
              	- Congressional districts

              	3
            


            
              	Population

              	20th largest
            


            
              	- Total (2007)

              	1,126,061
            


            
              	- Density

              	208/km (41st highest)
            


            
              	Area

              	14th largest
            


            
              	- Total

              	5,402.3 km
            


            
              	Founded

              	March 10, 1917
            


            
              	Spoken languages

              	Cebuano
            


            
              	Governor

              	Emilio Macias M.D.
            

          


          Negros Oriental (also called Oriental Negros) is a province of the Philippines located in the Central Visayas region. It occupies the south-eastern half of the island of Negros, with Negros Occidental comprising the north-western half. It also includes Apo Island  a popular dive site for both local and foreign tourists. Negros Oriental faces Cebu to the east across the Taon Strait and Siquijor to the south east. The primary spoken language is Cebuano, and the predominant religion is Catholicism. Dumaguete City is the capital, seat of government, and most populous city.


          


          History


          
            
              	
            

          


          Negros Island, the fourth largest island in the Philippines, is believed to have once been part of the island of Mindanao, but was cut offeither by continental drift or the rising waters at the end of the ice age.


          Among the early inhabitants of the island were dark-skinned peoples belonging to the Negrito ethnic group, as well as Han Chinese and Malays. They called the island "Buglas", a native word which is believed to mean "cut off".


          Spanish explorers on the expedition of Miguel Lopez de Legaspi first came to the island in April 1565. Legaspi dropped anchor in Bohol and sent his men to scout the island. Because of the strong currents of the Tanon Strait between Cebu and Negros, they were carried for several days and forced to land on the western side of the island. They reported seeing many dark-skinned inhabitants, and they called the island "Negros" ("Negro" means "black" in Spanish). The island was sparsely settled at the time, except for a few coastal settlements including Ilog and Binalbagan. In 1571, Legaspi assigned encomiendas on the island to 13 of his men. Augustinian friars began the Christianization of the island the next year. The island was administered as part of the jurisdiction of Oton until 1734 when it became a military district, and Ilog became the capital of the island. The capital was transferred to Himamaylan in 1795. Negros became a politico-military province in 1856 and the capital was transferred to Bacolod.


          Due to its proximity to Mindanao, the south eastern coast of Negros was in constant threat from Moro marauders looking for slaves, and watchtowers were built to protect the Christian villages. The Moro raids and Negros Oriental's distance from the Negros capital in Bacolod induced 13 Recollectionist priests to petition for the division of the island in July 1876. The island of Negros was then divided into the provinces of Negros Oriental and Negros Occidental by a royal decree executed by Governor General Valeriano Weyler on January 1, 1890. Dumaguete City was made the first capital of Negros Oriental. In 1892, Siquijor became a part of Negros Oriental, having previously been administered by Spain under the politico-military province of Bohol.


          The Philippine Revolution reached the province in 1898, disrupting government functions but without bloodshed. Revolutionary troops in the province were composed mostly of farm laborers and other prominent people of the Negros Oriental province who were organized and led by Don Diego de la Via. The Spanish government in Dumaguete was overthrown on November 24, 1898. Later, the Negros Occidental area under the leadership of Gen. Araneta only, in contrast to the Negros Oriental area under the leadership of Don Diego de la Via, formed the Cantonal Republic of Negros,a separate government from the more familiar Malolos Republic established in Luzon. In 1901 the Negros Oriental province was reorganized by the United States and a civil government was established with Demetrio Larena as governor. The American government made Siquijor a "sub-province" of Negros Oriental. Negros Oriental became a province under the American civil government on March 10, 1917. In 1934 Negros Oriental became a corregimiento, a separate military district. Under the American colonial government, transportation infrastructure was developed with improvements of roads and new bridges.


          During World War II, the province was invaded by Japanese forces and many residents were forced to flee to the mountains to escape. Negros Island was taken back from the Filipino & American troops with the Allied Filipino guerillas attacked Japanese on August 6, 1945.


          On September 17, 1971, Siquijor finally became an independent province by virtue of Republic Act No. 6396. (See Province of Siquijor)


          


          Geography


          
            [image: The Dumaguete Belfry was built in 1760s and 1870s to warn townfolks of attacks by maurading pirates.]

            
              The Dumaguete Belfry was built in 1760s and 1870s to warn townfolks of attacks by maurading pirates.
            

          


          


          Topography


          Negros Oriental occupies the south-eastern half of the island of Negros, with Negros Occidental comprising the western half. It has a total land area of 5,402.30 km. A chain of rugged mountains separates Negros Oriental from Negros Occidental. Unlike its sister province, which belongs to the Western Visayas region, Negros Oriental belongs to the Central Visayas region. Negros Oriental faces Cebu to the east across the Taon Strait and Siquijor to the south-east. The Sulu Sea borders it to the south.


          The province's topography is characterized by low, grooved mountain ranges which mostly lie close to the shoreline. At the southern end of the province is the Cuernos de Negros (Horns of Negros) stratovolcano which rises to a height of 1864 meters. At the northern end of the province is Mount Canlaon, the highest peak in the island with a height of 2465 meters and an active volcano. There are a few plateaus in the interior to the west of the province. One of the landmarks of Dumaguete is the Dumaguete Bell Tower which stands next to the St Catherine of Alexandria Cathedral. It once used to warn the city of impending pirate attacks.


          


          Climate


          Negros Oriental has a tropical climate. Because of the mountain range running from the north to the south, the province has two types of climatic conditions. The eastern part of the province is characterized by unpronounced maximum rainfall with a short dry season lasting from one to three months. The western half of the province is characterized by a distinct wet season and dry season. Also because of the mountain range, the province is sheltered from the full impact of typhoons originating from the southwest. However, the northern part of the province (from Canlaon City to La Libertad) is in the path of typhoons from the east.


          


          Demographics
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              Silliman University.
            

          


          Negros Oriental's total population as of the 2000 census was 1,126,061, making it the 20th most populous province in the country. 34.5% of the population is concentrated in the six cities of Dumaguete, Bayawan, Tanjay, Bais, Canlaon, and Guihulngan. The province's average population density is 208 persons per km, lower than the national average of 276 persons per km. Population growth per year is about 2.11%, higher than the national average of 1.92%.


          Cebuano (sometimes known as Visayan is the main language of the province, spoken by 95% of the population. Hiligaynon is spoken by the remaining 5%, and is common in areas close to the border with Negros Occidental. Filipino and English are generally understood, and are used for official, literary, and educational purposes.


          Roman Catholicism is the predominant religion.


          


          Education


          Dumaguete City, the provincial capital, is known as a university town due to the existence of many universities and colleges in this city. Silliman University (established 1901), the only Protestant university in the country. The city is also the site of St. Paul University of Dumaguete City (SPUD), the first Paulinian school in the Philippines and founded in 1904. The other universities are Negros Oriental State University and Foundation University. The Colegio de Sta. Catalina De Alejandria (COSCA) and Don Bosco Schools can be also found in the city. There are also institutions and colleges inside (e.g. AMA Computer College) and outside the city.


          


          Culture


          Each town in Negros Oriental celebrates an annual town fiesta, usually dedicated to a saint who is the patron of the town. In some of the larger towns, there are particular fiestas for specific neighborhoods or barangays.


          Additionally, the Buglasan Festival, which was revived in 2001, is celebrated annually in October in the provincial capital of Dumaguete and is hailed as Negros Oriental's "festival of festivals".


          


          Economy


          With its vast fertile land resources, Negros Oriental's major industry is agriculture. The primary crops are sugarcane, corn, coconut and rice. In the coastal area, fishing is the main source of income. People are also involved in cattle ranches, fish ponds and logging. There are also mineral deposits like gold, silver and copper.


          Negros Oriental is emerging as a technological centre in Central Philippines with its growing business process outsourcing (BPO) and other technology-related industries. Negros Oriental is also becoming a notable tourist destination in the Visayas.


          


          Administration
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              Map of Negros Oriental (click for larger version).
            

          


          Negros Oriental is subdivided into 20 municipalities and 5 cities, which are further subdivided into 557 barangays.


          Dumaguete City is the provincial capital and seat of government. It is also the most populous city, despite having the smallest land area.


          
            
              	City

              	Population

              	Area ( km)

              	Pop. density (per km)
            


            
              	Bais City

              	68,115

              	319.64

              	213.1
            


            
              	Bayawan City

              	101,391

              	699.08

              	145.0
            


            
              	Canlaon City

              	46,548

              	170.93

              	273.3
            


            
              	Dumaguete City

              	102,265

              	33.62

              	3041.8
            


            
              	Tanjay City

              	70,169

              	276.05

              	254.2
            


            
              	Guihulngan City

              	83,448

              	388.56

              	214.8
            


            
              	Municipality

              	Population

              	Area ( km)

              	Pop. density (per km)
            


            
              	Amlan

              	19,227

              	111.85

              	171.9
            


            
              	Ayungon

              	40,744

              	265.10

              	153.7
            


            
              	Bacong

              	23,219

              	40.30

              	576.2
            


            
              	Basay

              	21,366

              	162.00

              	131.9
            


            
              	Bindoy

              	34,773

              	173.70

              	200.2
            


            
              	Dauin

              	21,077

              	114.10

              	184.7
            


            
              	Jimalalud

              	26,756

              	139.50

              	191.8
            


            
              	La Libertad

              	35,122

              	139.60

              	251.6
            


            
              	Mabinay

              	64,451

              	319.44

              	201.8
            


            
              	Manjuyod

              	37,863

              	264.60

              	143.1
            


            
              	Pamplona

              	32,790

              	202.20

              	162.2
            


            
              	San Jose

              	15,665

              	54.46

              	287.6
            


            
              	Santa Catalina

              	67,197

              	523.10

              	128.5
            


            
              	Siaton

              	64,258

              	335.90

              	191.3
            


            
              	Sibulan

              	37,523

              	163.00

              	230.2
            


            
              	Tayasan

              	30,477

              	154.20

              	197.6
            


            
              	Valencia

              	24,365

              	147.49

              	165.2
            


            
              	Vallehermoso

              	33,914

              	101.25

              	335.0
            


            
              	Zamboanguita

              	23,338

              	85.86

              	271.8
            

          


          For purposes of legislative representation, the cities and municipalities are grouped into three congressional districts, with each district electing a congressman to the House of Representatives of the Philippines.


          
            	1st District: Canlaon City, Vallehermoso, Guihulngan City, La Libertad, Jimalalud, Tayasan, Ayungon, Bindoy, Manjuyod


            	2nd District: Amlan, Bais City, Mabinay, Pamplona, San Jose, Sibulan, Tanjay City, Dumaguete City


            	3rd district: Bacong, Basay, Bayawan City, Dauin, Santa Catalina, Siaton, Valencia, Zamboanguita

          


          


          Transportation


          


          Negros Oriental has a network of roads, including a national road that spans the circumference of Negros Island. National and provincial roads in the province total more than 900 kilometers, though only about half of these are paved.


          A large portion of residents do not own private vehicles, and are totally reliant on public transport. The main form of public transport between the cities and municipalities of the province largely consists of privately operated jeepneys that link major towns to rural areas. For short distances within a town, motorized tricycles (locally known as pedicabs) are available.


          The Dumaguete Airport located in Sibulan is the province's only government-operated airport. It is a domestic airport with multiple daily flights to and from Manila, served by Air Philippines and Cebu Pacific. Based on 2002 statistics, an average of 5,800 outgoing passengers and 5,700 incoming passengers pass through the airport every month.


          The primary seaport of the province is located in Dumaguete City. Additionally, there are five other seaports in the province classified as tertiary.


          
            Retrieved from " http://en.wikipedia.org/wiki/Negros_Oriental"
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              	Neighbours
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              	Format

              	Soap opera
            


            
              	Created by

              	Reg Watson
            


            
              	Starring

              	See Cast section below
            


            
              	Theme music composer

              	Tony Hatch Theme music

              Jackie Trent Lyrics
            


            
              	Countryoforigin

              	[image: Flag of Australia]Australia
            


            
              	No.ofepisodes

              	5380 (as of February 1, 2008)
            


            
              	Production
            


            
              	Executive

              producer(s)

              	Reg Watson

              Peter Pinne

              Don Battye

              Ian Bradley

              Stanley Walsh

              Riccardo Pellizzeri

              Susan Bower
            


            
              	Producer(s)

              	John Holmes

              Philip East

              Marie Trevor

              Tony McDonald

              Margaret Slarke

              Mark Callan

              Alan Coleman

              Dave Worthington

              Sally-Anne Kerr

              Peter Dodds
            


            
              	Runningtime

              	Approx 22 minutes per episode
            


            
              	Broadcast
            


            
              	Original channel

              	Seven Network (1985)

              Network Ten (1986 - Present)
            


            
              	Pictureformat

              	PAL

              ( March 18, 1985 - May 12, 2000)

              576i ( SDTV)

              ( May 15, 2000 - December 14, 2007))

              1080i ( HDTV)

              ( January 14, 2008 - present)
            


            
              	Audioformat

              	Stereo
            


            
              	Original run

              	March 18, 1985  present
            


            
              	External links
            


            
              	Official website
            


            
              	IMDb profile
            


            
              	TV.com summary
            

          


          
            
              	Common rating
            


            
              	Australia

              	G
            

          


          Neighbours is a multiple Logie Award-winning long-running Australian soap opera, which began its run in March 1985. The series follows the daily lives of several families who live in the six houses at the end of Ramsay Street, a quiet cul-de-sac in the fictional, middle class suburb of Erinsborough. Storylines explore the romances, family problems, domestic squabbles, and other key life events affecting the various residents. More than most serials, Neighbours features a large proportion of young actors amongst its ever-rotating cast. Neighbours celebrated its twentieth anniversary in 2005 with some special episodes which featured appearances from several former members of the cast.


          The series is produced by FremantleMedia Australia, which was formed in January 2007 by the merger of Grundy Television with Crackerjack Productions.


          


          History and popularity


          Through its entire run, Neighbours has screened as five 22-minute (excluding advertisement breaks) episodes a week, shown each week night in an early-evening slot. The 1985 season was broadcast on the Seven Network, at 5.30 p.m. in Sydney and at 6.30 p.m. in Melbourne and other regions. The Melbourne-produced programme had underperformed in the crucial Sydney market leading to the Seven Network cancelling the series at the end of that year. Neighbours was immediately picked up by the rival Network Ten. On Ten, it initially attracted low ratings. The Network worked hard to publicise the series; they revamped the show, adding several new, younger cast members including Kylie Minogue and Jason Donovan as Scott and Charlene, while a concerted publicity drive largely focused on these new actors in a star-focused campaign recalling that of the Hollywood star system where stars were packaged to feed into a fan culture. This paid off for the series and by the end of 1987 it was attracting high ratings. Australian audiences waned considerably by the early 1990s, although viewing figures had recovered slightly by the end of the decade.


          In the 2000s rival soap opera Home and Away emerged as more popular than Neighbours in Australia. Home and Away is broadcast there on the Seven Network at 7.00 p.m. Monday to Friday. As of 2004 Neighbours was regularly attracting just under a million viewers per episode, low for Australian prime time television. In 2007 Home and Away was averaging 1.5 million viewers in Australia to Neighbours' 700,000.


          Neighbours is more popular in the UK, where it screens on BBC One usually attracting an average of 3 million viewers for its lunchtime showing and 2.6 million viewers for its evening repeat. It is frequently the highest-rating daytime programme in the UK, outside of news bulletins.


          [bookmark: 2007_revamp]


          2007 revamp


          A major revamp of Neighbours occurred in 2007. In Australia the show's viewing figures had in early 2007 dropped to fewer than 700,000 a night and the attitudes among long term fans of the show to storylines were negative.


          The revamp includes now recording the show in HDTV video, introducing a new family of characters, the departure of several existing characters, a new version of the show's familiar theme song, a new style of opening titles. In addition titles for individual episodes were ditched after being used for three years. Daniel Bennett, the new head of drama at Network Ten, announced that the crux of the Ramsay Street story would go "back to basics" and follow a less sensational path than of late with the emphasis on family relations and suburban reality. These changes came into effect over several months in 2007; July 23, 2007 saw the introduction of the new theme music and graphics. Ratings for that episode averaged 1.05 million viewers in the 18:30 slot. It was the first time the programme's viewing figures topped 1 million in 2007. Neighbours was also made available for viewers to watch online via Network Ten's website.


          By the end of 2007 it was reported that producers had hoped the Neighbours revamp would push the ratings up to 900,000 to 1 million an episode. It had, however, resulted in a more modest boost, with ratings hovering at about 800,000 a night. The same viewing period had shown an increase in the ratings for Home and Away, which was now averaging 1.7 million viewers.


          


          Broadcast schedule


          


          Australian broadcasts


          Through its entire run in Australia it has screened as five 22-minute episodes a week, shown each weeknight in an early-evening slot. The 1985 season was broadcast on the Seven Network, at 5.30pm in Sydney and at 6.30pm in Melbourne and other regions. From its second year the series switched to Network Ten. Between 1986 and 1991 the series was screened by Network Ten at 7.00pm, and from 1992 they have broadcast the show at 18.30 Neighbours is on air for approximately 49 weeks per year. It is broadcast from early January to late December, and goes off air for three weeks during the Christmas/New Year break.


          Repeat episodes of the series were broadcast between 2000 and 2003. The 1988-1991 episodes were shown in this run in the 3.30pm timeslot. The repeat run ceased in June 2003.


          


          United Kingdom broadcasts


          The show began broadcasting in the UK on Monday October 27, 1986 on BBC One, where it quickly gained a cult following.


          The BBC originally screened the programme from 1.25pm to 1.50pm, before moving it to 1.50pm and later to 1.40pm, with a repeat the next morning at 10.00am. The repeat episode was moved to 5.35pm on 4 January 1988 by controller Michael Grade on the advice of his daughter. In 1994 during Wimbledon, it was shown at 7.00pm. In the late 1980s it regularly had a UK audience of over 18 million and was watched by more people than the population of Australia.


          In the UK, episodes are currently shown around three months after their original Australian broadcast. The length of time between the broadcasts has decreased significantly from the original 18 months of 1986 due to Neighbours being taken off air at Christmas in Australia, whilst the series was originally broadcast every weekday year round on the BBC. As a result since October 2000 the BBC has frequently removed the show from its schedule during major sports tournaments such as Wimbledon, Bank Holidays and Christmas. On 26 November 2007 the afternoon showing of Neighbours was moved to 2.10pm..


          Taking into account the duplication of viewers across its two UK showings a day, the show rates on average over five million viewers a day, making it the highest rated Commonwealth import on British television and one of the most popular international acquisitions, rating higher than US programmes such as Desperate Housewives and Lost. Rumours circulated that the BBC planned to give 'first-look' Neighbours on the broadcaster's digital channel BBC Three in order to boost that channel's ratings. Many UK fans were disappointed and some angry that in late 2006 BBC were facing losing the show to rival channel Five.


          In April 2007, it was reported that ITV had made a bid of 80,000 per episode; an offer that valued Neighbours at over 20million a year. A contract between ITV and FremantleMedia was days away from completion, but could not be finalised due to issues regarding video on demand and broadband rights.. On 26 April 2007, it was reported that the BBC had told Broadcast magazine that an agreement would need to be reached in the "very, very near future" otherwise their offer would be withdrawn.. News of the possible change in broadcaster was poorly received by viewers of the programme, and an online petition against the show's move away from the BBC garnered very strong support.. On 5 May, it was reported that the BBC was set to drop out of bidding for the show, after Fremantle raised the price to 100,000 per episode following a bidding competition between ITV and Five..


          On 18 May, then BBC One controller Peter Fincham announced on the One O'Clock News that the BBC had pulled out of negotiations for Neighbours due to the asking price of 300 million over eight years (three times the price currently paid by the BBC) and that it would end on BBC One during early 2008. The same day it was announced that RTL Media company Five had won the UK rights to broadcast the show.


          On 1 December, the BBC confirmed that it would replace Neighbours with a new Sydney based soap from Southern Star Entertainment called Out of the Blue, of which it had ordered 130 episodes. From mid-November 2007, in anticipation of the loss of Neighbours, the BBC switched the internally produced soap Doctors to the post One O'Clock News slot schedule, and moved Neighbours to a later slot.


          Neighbours will end on BBC One on 8 February 2008, with episode 5330, and will begin broadcasting on Five on 11 February 2008, with episode 5331. Five will not be allowed to repeat episode 5330 as the rights to this episode will remain with the BBC and UKTV Gold.


          On 21 January 2008, Five confirmed that Neighbours will air from 1.45pm to 2.15pm and 5.30pm to 6.00pm each weekday and that an omnibus edition will be shown on Saturday afternoons from 12.30pm to 2.45pm , with a repeat airing the following day on digital channel Five Life. At the same time, it was confirmed that Weight Watchers would sponsor the programme on Five.


          As of 11 February 2008, the UK remains 11 weeks behind the Australian broadcasts.


          


          Other international broadcasts


          Neighbours is also broadcast on Republic of Ireland TV network RT at 1.55pm on RT One, and repeated on RT Two at 5.30pm. These episodes are at the same pace as the episodes shown on Five, but are not the Five version. RT purchases the show directly from Australia and broadcasts the unedited Australian version with full closing credits.


          The show has also been sold to television networks in many other countries. Episodes from 1999 were broadcast for a six-week trial basis on the American channel Oxygen in March 2004. At first, it was shown in the afternoon opposite higher-rated American soaps such as The Young and the Restless and All My Children, which gave the show anaemia ratings from the first broadcast; the people who would be most interested in the show were watching other, more established serials. After a couple of weeks, the show moved to a late-night time slot and eventually left the air entirely. It was not the first Australian soap opera to be broadcast in the United States: The Sullivans, Prisoner, Home and Away, The Young Doctors, Paradise Beach, and Pacific Drive had also been previously shown.


          The show was broadcast in Canada on regional television channel 47, Toronto-based CFMT (now part of the OMNI network owned by Rogers Communications Inc.), for a period of about five years in the early to mid- 1990s, starting in September 1990. The channel started the series right from the beginning and broadcast two episodes back to back for the first several months. It never achieved the audience that youth-oriented cable network YTV saw at the same time with Home and Away and was dropped.


          It has been long broadcast by Television New Zealand and screens twice daily at 11.30am and 5.00pm. It was initially broadcast by TVNZ when Neighbours started showing in New Zealand in 1988, but by 1996 it had been removed from the schedule. Canwest's TV4 (now C4) picked it up and broadcast it from 1997 to 2000. They dropped it in 2000, and it returned to TV2 in 2002, where it stayed till early 2007, until moving to TVOne in February 2007, and screens at the time of 3.50pm before reverting back to TV2 at 5.00pm.


          Neighbours was also broadcast in Cyprus, on the PIK network.


          Neighbours is broadcast in Belgium on the VRT at 5.30pm from Monday to Saturday. The show has been broadcast in Belgium since 1988; they are two years behind Australia. In Kenya, Neighbours is broadcast on the KTN network at 12.30pm, Monday to Friday with an omnibus on Sunday mornings. They are approximately three years behind Australia. Neighbours is also broadcast in Barbados on CBC8, Monday to Friday. They are approximately four years behind Australia. In Catalonia, the first 1518 episodes were dubbed into Catalan and broadcasted in the popular regional TV channel TV3 as Vens from 1989 to the mid-1990s. In Germany, episodes from the years 1985 through 1989 ran on the SAT.1 daytime schedule from October 1989 to August 1993.


          Cast


          


          Current cast members


          
            
              	Actor

              	Character

              	Duration
            


            
              	Aaron Aulsebrook-Walker

              	Charlie Hoyland

              	2006-
            


            
              	Steve Bastoni

              	Steve Parker

              	2007-
            


            
              	Pippa Black

              	Elle Robinson

              	2005-
            


            
              	Natalie Blair

              	Carmella Cammeniti

              	2006- (2003-2005; recurring)
            


            
              	Carla Bonner

              	Stephanie Scully

              	1999-
            


            
              	Sam Clark

              	Ringo Brown

              	2007-
            


            
              	Nikki Coghill

              	Miranda Parker

              	2007-
            


            
              	Stefan Dennis

              	Paul Robinson

              	1985-1992, 2004- (1993; guest)
            


            
              	Alan Fletcher

              	Karl Kennedy

              	1994-
            


            
              	Jane Hall

              	Rebecca Napier

              	2007-
            


            
              	David Hoflin

              	Oliver Barnes

              	2007-
            


            
              	Ben Lawson

              	Frazer Yeats

              	2006-2008
            


            
              	Sarah May

              	Chloe Cammeniti

              	2008-
            


            
              	Eloise Mignon

              	Bridget Parker

              	2007-
            


            
              	Ryan Moloney

              	Toadfish Rebecchi

              	1996- (1995; recurring)
            


            
              	Daniel O'Connor

              	Ned Parker

              	2005-
            


            
              	Blake O'Leary

              	Ben Kirk

              	2007-
            


            
              	Fletcher O'Leary

              	Mickey Gannon

              	2007-
            


            
              	Tom Oliver

              	Lou Carpenter

              	1992- (1988; guest)
            


            
              	Jesse Rosenfeld

              	Marco Silvani

              	2007-
            


            
              	Natalie Saleeba

              	Rosetta Cammeniti

              	2006-2008
            


            
              	Ian Smith

              	Harold Bishop

              	1987-1991, 1996-2008 (recurring thereafter)
            


            
              	James Sorensen

              	Declan Napier

              	2007-
            


            
              	Caitlin Stasey

              	Rachel Kinski

              	2005-
            


            
              	Joan Sydney

              	Valda Sheergold

              	2007- (2002-2005; recurring)
            


            
              	Eliza Taylor-Cotter

              	Janae Timmins

              	2005-2008
            


            
              	Brett Tucker

              	Daniel Fitzgerald

              	2007- (1999-2000; recurring)
            


            
              	Kym Valentine

              	Libby Kennedy

              	1994-2003, 2004, 2007- (2005; guest)
            


            
              	Matthew Werkmeister

              	Zeke Kinski

              	2005-
            


            
              	Jackie Woodburne

              	Susan Kinski

              	1994-
            


            
              	Sweeney Young

              	Riley Parker

              	2007-
            

          


          


          Recurring cast members


          
            
              	Actor

              	Character
            


            
              	Ben Anderson

              	Tim Collins
            


            
              	Nikola Dubois

              	Kirsten Gannon
            


            
              	Liam Hemsworth

              	Josh Taylor
            


            
              	Danielle Horvat

              	Taylah Jordan
            


            
              	Maria Mercedes

              	Lucia Cammeniti
            


            
              	Jonathan Wood

              	Angus Henderson
            


            
              	Petra Yared

              	Mia Silvani
            

          


          


          Coming and going


          


          Coming


          
            
              	Actor

              	Character

              	Status

              	Source
            


            
              	Dean Geyer

              	Ty Harper

              	Debuts March 2008

              	
            


            
              	Janet Andrewartha

              	Lyn Scully

              	Returns April 2008

              	
            


            
              	Erin McNaught

              	Sienna Cammeniti

              	Debuts April 2008

              	
            


            
              	Imogen Bailey

              	Nicola West

              	Debuts May 2008

              	
            


            
              	Georgina Andrews

              	Unknown

              	Debuts 2008

              	
            


            
              	Simone Buchanan

              	Unknown

              	Debuts 2008

              	
            

          


          


          Going


          
            
              	Actor

              	Character

              	Status

              	Source
            


            
              	Eliza Taylor-Cotter

              	Janae Timmins

              	Exits February 8, 2008

              	
            


            
              	Ian Smith

              	Harold Bishop

              	Exits March 2008; Recurring from July

              	
            


            
              	Ben Lawson

              	Frazer Yeats

              	Exits April 2008

              	
            


            
              	Natalie Saleeba

              	Rosetta Cammeniti

              	Exits April 2008

              	
            

          


          


          Notable cast members


          
            
              	Actor

              	Character

              	Duration
            


            
              	Alan Dale

              	Jim Robinson

              	1985-1993
            


            
              	Kylie Minogue

              	Charlene Robinson

              	1986-1988
            


            
              	Jason Donovan

              	Scott Robinson (#2)

              	1986-1989
            


            
              	Guy Pearce

              	Mike Young

              	1986-1989
            


            
              	Craig McLachlan

              	Henry Ramsay

              	1987-1989
            


            
              	Natalie Imbruglia

              	Beth Willis

              	1992-1993, 1994
            


            
              	Jesse Spencer

              	Billy Kennedy

              	1994-2000, 2005
            


            
              	Brooke Satchwell

              	Anne Wilkinson

              	1996-2000
            


            
              	Radha Mitchell

              	Catherine O'Brien

              	1996-1997
            


            
              	Daniel MacPherson

              	Joel Samuels

              	1998-2002
            


            
              	Holly Valance

              	Felicity Scully

              	1999-2002, 2005
            


            
              	Blair McDonough

              	Stuart Parker

              	2001-2006
            


            
              	Delta Goodrem

              	Nina Tucker

              	2002-2003, 2004, 2005
            


            
              	Stephanie McIntosh

              	Sky Mangel (#2)

              	2003-2007
            


            
              	Natalie Bassingthwaighte

              	Isabelle Hoyland

              	2003-2006, 2007
            

          


          


          Deceased cast members


          
            
              	Actor

              	Character

              	Duration

              	Date of death
            


            
              	Myra De Groot

              	Eileen Clarke

              	1985-1988

              	4 April 1988
            


            
              	Francis Bell

              	Max Ramsay

              	1985-1986

              	May 1994
            


            
              	Brian Blain

              	Michael Daniels

              	1991 (guest)

              	July 1994
            


            
              	Anne Haddy

              	Helen Daniels

              	1985-1997

              	6 June 1999
            


            
              	John Lee

              	Len Mangel

              	1994 (guest)

              	21 December 2000
            


            
              	June Salter

              	Bess Robinson

              	1985 (guest)

              	15 September 2001
            


            
              	Olivia Hamnett

              	Hilary Grant

              	1998 (guest)

              	November 2001
            


            
              	Gwen Plumb

              	Mrs. Forbes

              	1985 (guest)

              	5 June 2002
            


            
              	Stewart Adam

              	Aaron Barkley

              	2003-2004 (recurring)

              	21 June 2004
            


            
              	Esme Melville

              	Mrs. York

              Jean Halliday

              Moina Beresford

              Rose Belker

              	1986 (guest)

              1992 (guest)

              1994 (guest)

              2002-2006 (recurring)

              	14 September 2006
            


            
              	Richard Morgan

              	Damon Gaffney

              	2000 (guest)

              	23 December 2006
            


            
              	Lynne Randell

              	Herself

              	1986 (guest)

              	8 June 2007
            

          


          


          Shane Connor's dismissal


          After being fired from the series in 2003, former cast member Shane Connor ( Joe Scully) filed for wrongful dismissal. Evidence presented in court in October 2005 described alleged on-set problems such as arguments with the cast and crew, lateness and absenteeism. This behaviour has been connected to the actor's period of drug use, after the death of his brother. Connor admitted that he'd had problems in that period, prior to receiving a final warning in April 2003, but contested Grundy's claims that he had acted unprofessionally immediately before his dismissal in September 2003. He won the case and was awarded AUD $196,709 plus interest and costs. Connor is now living in the UK, where he is appearing in commercials and makes appearances at university students' unions.


          


          Celebrity guest appearances
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              Andrew G guest stars
            

          


          
            	Red Symons as Gordon Miller (1985)


            	Warwick Capper (1986)


            	Molly Meldrum (1986)


            	Grant Kenny (1986)


            	Derek Nimmo as Lord Ledgerwood (1990)


            	Darryl Cotton (1990)


            	Mike Whitney (1994)


            	Chris Lowe of The Pet Shop Boys (1995)


            	John Hinde (1995)


            	Iain Hewitson (1995)


            	Clive James as a postman (1996)


            	Barry Sheene (1997)


            	Dave Graney (1998)


            	Peter Chapman (1999)


            	Robert DiPierdomenico (1999)


            	Human Nature (2000-2001)


            	The Wiggles (2001)


            	Glenn Wheatley (2002)


            	Jude Bolton (2002)


            	Brett Kirk (2002)


            	Renton Millar (2002)


            	Steve McCann (2002)


            	Karl Kruszelnicki (2004)


            	Shane Warne (2006)


            	Rove McManus (2006)


            	Brodie Holland (2006)


            	Shane Warne (2006)


            	Andrew G (2007)


            	Emma Bunton (2007)


            	Michael Parkinson (2007)


            	Julian Clary (2007)


            	Neil Morrissey as a priest (2007)


            	Jo Whiley (2007)


            	Jonathan Coleman (2007)


            	Sinitta (2007)


            	Matt Lucas as Andy Pipkin (2007)


            	David Walliams as Lou Todd (2007)


            	Daryl Braithwaite (2007)


            	Robyn Loau (2007)


            	Marcia Hines (2007)


            	Damien Leith (2007)


            	Ian "Dicko" Dickson (2008)

          


          


          Theme Song


          The Neighbours theme music was written by Tony Hatch with lyrics by his then wife, Jackie Trent. Since 1985 there have been six distinctly different renditions of the theme broadcast on television. They were sung by the following artists:


          
            	Version One: Barry Crocker (1985-1989)


            	Version Two: Barry Crocker (1989-1992)


            	Version Three: Greg Hind (1992-1998)


            	Version Four: Paul Norton & Wendy Stapleton (1999-2001)


            	Version Five: Janine Maunder (2002-2007)


            	Version Six: Sandra de Jong (2007-present)

          


          The full closing theme of version one that was attached to Seven Network-commissioned episodes received a few edits following the # day #, # away #, # blend # and # friends # climaxes when it was shown on the BBC, but was left untouched in the rest of the world. When Network TEN episodes aired on the BBC the full uncut version was used.


          When version one was released in 1988 as a single it charted at a peak position of #84 and remained in the chart for 5 weeks. This version contained the full closing theme and the last verse being repeated twice. The opening also featured a guitar section, as well as additional piano chords (which was also heard in 1990 often during the pre-titles episode recap)


          The opening theme of version two changed frequently. From the introduction of the revised song until mid-way through 1990 there was a full length opening song, however, mid-way through 1990 this changed to a 10-second instrumental piece with two primary instruments, a Harmonica and an Electric Piano, used in the first episode shown on Channel 7. This was used for a few weeks before being replaced by a vocal version of the same short piece. This lasted until version three of the theme debuted in May 1992.


          Version three used a jazzy, funky 23 second opening song until 1998 when a slightly longer piece was implemented. Incidentally, this longer piece was used as a closing theme for BBC broadcasts from 1995 onwards, despite the original full closing version being retained elsewhere in the world. The full-length closing theme differed significantly from the previous two arrangements in that it concentrated solely on repeating the second verse of the song to make up the song's length, thus discarding such familiar lyrics as # Just a friendly wave each morning... # and # Next door is only a footstep away #.


          Version four debuted in 1999 essentially as a re-record of the 1992 theme with new singers Wendy Stapleton and Paul Norton. The opening theme reverted to 23 seconds and replaced # Everybody needs good neighbours # with # Should be there for one another #. Once again there was a shortened closing theme for UK transmission. The only changes made to the theme heard in Australia during this era was the removal of the repeated backing vocal # That's when good... # from mid-2000 onwards, although this remained on episodes broadcast outside of Australia and the UK.


          Version five was launched in 2002 and once again a shorter piece of closing music was edited for the UK market, with the rest of the world using the same 76 second variant. The opening and closing songs followed the same lyrical and verse arrangement introduced in 1992. In the show's 20th Anniversary episode broadcast, The song was reduced to an intrumental in the end credits so past characters who made cameos would be audible when they made parting messages.


          In 2006 a very slightly remixed version of the same closing theme debuted. The intention was for all territories to begin transmitting the same 45 second version at the end of their episodes, however UK broadcasts retained the previous 35 second arrangement for a few weeks until they received a newer batch of episodes with the revised theme attached. Despite a brief period of uniformity, by mid-2006 the BBC had requested further edits to be made to their version of the song to bring it back in line with the 35 seconds allowed by the BBC. Australia then reverted to an almost full length track, albeit with minor edits at various sections to keep running time to 55 seconds, whilst other markets, including New Zealand and the Republic of Ireland, continued to receive the original 45 second arrangement launched at the start of 2006. This meant that for over a year between 2006-2007 there were three different edits of the closing theme tune being broadcast around the world as well as three different closing credits designs to accompany them!.


          Despite the many edits made to the 2002-2007 closing song, the opening theme remained unchanged for the duration at 23 seconds.


          A new version of the theme tune sung by Sandra de Jong debuted on July 23, 2007 as part of a revamp of the show. The opening song was available for preview briefly on the official Neighbours website in the days leading up to the revamp, although it is believed that this was unintentional. The opening song is noticeably longer than in recent years at 29 seconds - largely to accommodate the additional new characters in the titles. It is also notable for re-introducing # Everybody needs good neighbours # to the opener after an eight year absence. The closing theme as broadcast outside of the United Kingdom continues to solely use the second verse of the Neighbours song, as has been the case since 1992. The new version does not repeat the verse however, using instead a repetitive technique applied to the # That's when good neighbours become good friends # line and an additional instrumental piece to make up the theme's length which remains unchanged at 55 seconds. The BBC broadcasts similar closing credits but accompanied by the 29 second opening song in order to comply with its guidelines. For the 2008 season onwards, Australian TEN episodes were followed by a shorter 18 second instrumental arrangement of the new theme tune, accompanying shortened closing credits on Monday-Thursday episodes. Friday episodes transmit with the full closing. It is currently unknown whether international territories will adopt the shorter sequence for part of the week or retain the full theme.


          A sombre piano version of theme is reserved to close episodes surrounding the death of long standing or original character. In the early years, it was often used for tender moments. This version accompanied a relevant photo montage during the closing credits, starting in 1992 with Todd Landers, in the episode after his death, and was used again for the deaths of Jim Robinson and Helen Daniels. Madge Bishop also received the sad theme tune over the regular 2000 season closing sequence. A montage of clips featuring Madge during her final year (since the show had started filming in 16:9 widescreen) were shown in the recap of the next episode.


          


          Locations
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          Neighbours is recorded in Melbourne. Interior scenes are taped at the Global Television studios in Forest Hill, Victoria in the eastern suburbs of Melbourne. These studios were previously the Network Ten Nunawading studios, used frequently by Fremantle (then Reg Grundy). External scenes of the building and its grounds have been used in several TV series, including Neighbours, but perhaps most notably as the fictional setting for Grundy's Prisoner. Ten moved to South Yarra selling their previous studios but continued to tape some of their programmes there, leasing the facilities from the new owners. Pin Oak Court in nearby Vermont South is used for outdoor taping to represent the fictional Ramsay Street. This location has been used since Neighbours began and is a popular tourist haunt. In the story Ramsay Street is situated in the fictional suburb of Erinsborough. Throughout most of the series' run it was not emphatically stated which city of Australia the suburb was set in. Occasionally evidence appears on screen and in dialogue that suggests that Erinsborough is a suburb of Melbourne. In 1996 much was made of a group of residents leaving for a day trip to attend the Melbourne Cup, and several of the characters show their support for AFL teams (a sport endemic to Melbourne), there have been several guest appearances by AFL players, and Melbourne landmarks and features can be identified in some scenes outside of Ramsay Street. In 2004, Libby Kennedy was seen travelling from Adelaide back to Melbourne, and she made reference to this fact when she bumped into Rocco Cammeniti in a country hospital. In a July 2007 episode where Janelle Timmins evaluates visits to her children now residing in Queensland she explicitly names her current residence as being in "Melbourne". Since the revamp episodes began airing in July 2007, several references have been made to the Parker family moving to Melbourne from Queensland. These episodes have also been presented with a new titles sequence which clearly makes use of the Melbourne city skyline and the Yarra River.


          In the story, Erinsborough is often contrasted with the neighbouring, and equally fictitious, suburb of Eden Hills. Other locations often mentioned (and sometimes seen) in the show include West Waratah, Waratah Heights, Elliot Park and Anson's Corner, as well as real towns in the state of Victoria (the capital of which is Melbourne) such as Colac and Shepparton, and other real Australian locations such as Oakey in Queensland.


          


          Filming in the United Kingdom


          Neighbours' second UK-shot storyline was broadcast in Australia during the weeks commencing 19 and 26 March 2007 and was broadcast in the UK in late May/early June 2007. In the story Susan and Karl visit the UK on holiday and accidentally meet Izzy, who had moved there after leaving Ramsay Street. Karl also proposes to Susan in the London Eye, and they were married for a third time, with Neil Morrissey acting as a priest. This story also featured many celebrity cameos such as Emma Bunton, Jo Whiley, Michael Parkinson, Jonathan Coleman, Julian Clary and Sinitta.


          


          DVD Releases


          Neighbours: Defining Moments - Released: 2002 by Rajon Distribution and re-released 2007 by MRA Entertainment Group


          Disc 1: 1986-1988


          
            	Episode 295: Des and Daphne's wedding (1986)


            	Episode 523: Scott and Charlene's wedding (1987)


            	Episode 544: Daphne's baby (1987)


            	Episode 690: Daphne's death (1988)


            	Episode 724: Harold and Madge's wedding (1988)

          


          Disc 2: 1991-2002


          
            	Episode 1563: Christina's baby (1991)


            	Episode 1721: Todd's death (1992)


            	Episode 1904: Jim's death (1993)


            	Episode 2068: Brad and Beth's wedding (1993)


            	Episode 2290: Mark and Annalise's wedding (1994)


            	Episode 2965: Helen's death (1997)


            	Episode 3708: Libby and Drew's wedding (2001)


            	Episode 3740: Madge's death (2001)


            	Episode 3920 and 3921: Libby's baby (2001 series finale and 2002 series premiere combined)

          


          Neighbours: The Iconic Episodes: Volume 1 - Released: September 2007 by Shock Records


          Disc 1: 1985-1989


          
            	Episode 1: Very first episode broadcast by Channel Seven - Des's Bachelor Party (1985)


            	Episode 171: First episode on Ten - Madge's, Mike's & Zoe's arrival (1986)


            	Episode 415: Harold's arrival (1987)


            	Episode 449: Ramsay St. Olympics (1987)


            	Episode 856: Naked Henry episode (1988)


            	Episode 1000: Milestone episode (1989)

              
                	Special Celebration footage: 1000th episode party - 45 minute programme (1989)

              

            

          


          Disc 2: 1990-1997


          
            	Episode 1285: Joe Mangel's life torn apart - Kerry shot (1990)


            	Episode 1286: Kerry dies (1990)


            	Episode 1520: Harold goes missing (1991)


            	Episode 1521: Search for Harold (1991)


            	Episode 1949: Waterhole explodes (1993)


            	Episode 1950: Waterhole explosion aftermath (1993)


            	Episode 2251: Kennedys move in (1994)


            	Episode 2995: Karl kisses Sarah / Ben's car crash (1997)

          


          Disc 3: 1998-2004


          
            	Episode 2996: Ben survives (1998)


            	Episode 3418: Scullys move into the Martins' old place (1999)


            	Episode 3419: Scullys unpack (1999)


            	Episode 4007: Marc and Stephanie's wedding (2002)


            	Episode 4008: Flick breaks up Marc and Stephanie's wedding (2002)


            	Episode 4292: Dee and Toadie's wedding ends tragically (2003)


            	Episode 4293: Toadie's nightmare continues (2003)


            	Episode 4500: Toadie finally moves on from Dee (2004)

          


          

          Neighbours: The Iconic Episodes: Volume 2 - Released: October 2007 by Shock Records


          Disc 1: Fires: 1992-2005


          
            	Episode 1825: Fire Behind Lassiter's (1992)


            	Episode 1826: Escape (1993)


            	Episode 3444: Getting Ready For End Of Millennium (1999)


            	Episode 3445: Finale To 1999 - Scullys' Fire (1999)


            	Episode 3446: Fire Still Burning (2000)


            	Episode 4630: Lassiter's On Fire (2004)


            	Episode 4631: Still Burning (2005)


            	Episode 4632: Aftermath (2005)

          


          Disc 2: Scott and Charlene: 1986-1987


          
            	Episode 234: Scott & Charlene's First Meeting (1986)


            	Episode 265: Scott & Charlene Almost Have Sex Episode In Hotel Room (1986)


            	Episode 391: Mike, Scott & Paul's Car Crash (1986)


            	Episode 392: Mike, Scott & Paul's Car Crash Aftermath (1986)


            	Episode 400: 1986 Finale, Dream Sequence (1986)


            	Episode 417: Charlene On Beach In Bikini Episode (1987)


            	Episode 508: Scott Proposes To Charlene (1987)


            	Episode 523: Scott & Charlene's Wedding (1987)

          


          Disc 3: Fan Faves: 1988-2001


          
            	Episode 776: Departure Of Charlene - Part 1 (1988)


            	Episode 777: Departure Of Charlene - Part 2 (1988)


            	Episode 2000: Milestone Episode, Helen's Birthday (1993)


            	Episode 2240: Murder Mystery Weekend (1994)


            	Episode 2710: Cheryl Stark Killed In Accident (1996)


            	Episode 2733: Harold Reappears (1996)


            	Episode 3670: Romance Between Joel & Flick Kicks Off (2000)


            	Episode 3671: Joe Delivers Baby In Bush (2000)

          


          


          Awards


          The programme is the third most successful series in the history of the Logie Awards, having won 22 Logies. It sits behind Home and Away (27 Logies) and Blue Heelers (25 Logies). Winners of the Logies are listed below:


          
            	1986: Peter O'Brien, for Most Popular New Talent.


            	1987: Peter O'Brien, for Most Popular Actor


            	1987: Kylie Minogue, for Most Popular Actress


            	1987: Most Popular Drama Series


            	1988: Kylie Minogue, for the Most Popular Personality ( Gold Logie)


            	1988: Peter O'Brien, for Most Popular Actor


            	1988: Kylie Minogue, for Most Popular Actress


            	1988: Most Popular Drama Series


            	1989: Craig McLachlan, for Most Popular Actor


            	1989: Annie Jones, for Most Popular Actress


            	1989: Most Popular Series


            	1990: Craig McLachlan, for Most Popular Personality ( Gold Logie)


            	1990: Craig McLachlan, for Most Popular Actor


            	1990: Rachel Friend, for Most Popular Actress


            	1990: Most Popular Series


            	1991: Richard Huggett, for Most Popular New Talent


            	1998: Brooke Satchwell, for Most Popular New Talent


            	1999: Daniel MacPherson, for Most Popular New Talent - Male


            	2003: Patrick Harvey, for Most Popular New Talent - Male


            	2003: Delta Goodrem, for Most Popular New Talent - Female


            	2005: Natalie Blair, for Most Popular New Talent - Female


            	2005: Hall of Fame (the series)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Neighbours"
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              	Neil Alden Armstrong
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              	(retired USN)/ NASA Astronaut
            


            
              	Nationality

              	American
            


            
              	Status

              	Retired astronaut
            


            
              	Born

              	August 5, 1930 (1930-08-05)

              Wapakoneta, Ohio, U.S.
            


            
              	Previous

              occupation

              	Test pilot
            


            
              	Spacetime

              	8 days, 14 hours and 12 minutes
            


            
              	Selection

              	1958 MISS; 1960 Dyna-Soar; 1962 NASA Astronaut Group 2
            


            
              	Missions

              	Gemini 8, Apollo 11
            


            
              	Mission

              insignia

              	
                [image: ]

              
            

          


          Neil Alden Armstrong (born August 5, 1930) is a former American astronaut, test pilot, university professor, and United States Naval Aviator. He is the first person to set foot on the Moon. His first spaceflight was aboard Gemini 8 in 1966, for which he was the command pilot. On this mission, he performed the first manned docking of two spacecraft together with pilot David Scott. Armstrong's second and last spaceflight was as mission commander of the Apollo 11 moon landing mission on July 20, 1969. On this mission, Armstrong and Buzz Aldrin descended to the lunar surface and spent 2.5 hours exploring while Michael Collins remained in orbit in the Command Module. Armstrong is a recipient of the Congressional Space Medal of Honour.


          Before becoming an astronaut, Armstrong was in the United States Navy and saw action in the Korean War. After the war, he served as a test pilot at the National Advisory Committee for Aeronautics (NACA) High-Speed Flight Station, now known as the Dryden Flight Research Centre, where he flew over 900 flights in a variety of aircraft. As a research pilot, Armstrong served as project pilot on the F-100 Super Sabre A and C aircraft, F-101 Voodoo, and the Lockheed F-104A Starfighter. He also flew the Bell X-1B, Bell X-5, North American X-15, F-105 Thunderchief, F-106 Delta Dart, B-47 Stratojet, KC-135 Stratotanker and Paresev. He graduated from Purdue University.


          


          Early years


          The second child of Stephen Koenig Armstrong and Viola Louise Engel, Neil Armstrong was born at 12:31:39 a.m. on August 5, 1930 in Wapakoneta, Ohio.. He is of Scots-Irish and German descent. Stephen Armstrong worked for the Ohio government, and the family moved around the state repeatedly for the next 15 years, living in 20 different towns. Armstrong had two siblings, June and Dean. His father's last forced move was to Wapakoneta in 1944. By this time, Armstrong was active in the Boy Scouts and he eventually earned the rank of Eagle Scout. As an adult, he would be recognized by the Boy Scouts of America with their Distinguished Eagle Scout Award and Silver Buffalo Award. In Wapakoneta, he attended Blume High School.


          In 1947, Armstrong began studying aerospace engineering at Purdue University. He was only the second person in his family to attend college. He was also accepted to the Massachusetts Institute of Technology (MIT), but the only engineer he knew (who had attended MIT) dissuaded him from attending, telling Armstrong that it was not necessary to go all the way to Cambridge, Massachusetts for a good education. His college tuition was paid for under the Holloway Plan; successful applicants committed to four years of study, followed by three years of service in the United States Navy, then completion of the final two years of the degree. At Purdue, he received average marks in his subjects, with a GPA that rose and fell over the eight semesters. He received Bachelor of Science degree in aeronautical engineering from Purdue University and a Master of Science degree in aerospace engineering from University of Southern California. He holds honorary doctorates from a number of universities.


          


          Navy service


          Armstrong's call-up from the Navy arrived on January 26, 1949, and required him to report to Naval Air Station Pensacola for flight training. This lasted almost 18 months, during which time he qualified for carrier landing aboard the USS Cabot and USS Wright. On August 12, 1950, he was informed by letter he was now a fully qualified Naval Aviator.


          His first assignment was to Fleet Aircraft Service Squadron 7 at NAS San Diego (now known as NAS North Island). Two months later he was assigned to Fighter Squadron 51 (VF-51), an all-jet squadron. He would make his first flight in a jet, a F9F-2B Panther on January 5, 1951. Six months later, he made his first jet carrier landing on the USS Essex. The same week he was promoted from midshipman to ensign. By the end of the month, the Essex had set sail with VF-51 aboard, bound for Korea, where they would act as ground-attack aircraft. He made over 600 flights in a variety of aircraft.


          Armstrong first saw action in the Korean War on August 29, 1951, as an escort for a photo reconnaissance plane over Songjin. Five days later, he was shot down for the first and only time. The principal targets for his armed reconnaissance flight were freight yards and a bridge on a narrow valley road south of the village of Majon-ni, west of Wonsan. While making a low bombing run at about 350 mph (560 km/h) in his F9F Panther, Armstrong's plane was hit by anti-aircraft gunfire. The plane took a nose dive, and sliced through a cable strung about 500 ft (150 m) up across the valley by the North Koreans. This sheared off an estimated six feet (2 m) of its right wing.
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          Armstrong was able to fly the plane back to friendly territory, but could not land the plane safely due to the loss of the aileron, which left ejection as his only option. He planned to eject over water and await rescue by navy helicopters, so he flew to an airfield near Pohang. Instead of a water rescue, winds forced his ejection seat back over land. Armstrong was picked up by a jeep driven by a roommate from flight school. It is unknown what happened to the wreckage of No. 125122 F9F-2.


          Over Korea, Armstrong flew 78 missions for a total of 121 hours in the air, most of which was in January 1952. He received the Air Medal for 20 combat missions, a Gold Star for the next 20, and the Korean Service Medal and Engagement Star. Armstrong left the navy on August 23, 1952, and became a Lieutenant, Junior Grade in the United States Naval Reserve. He resigned his commission in the Naval Reserve on October 20, 1960.


          Armstrong returned to Purdue after he separated from the Navy, and his best grades at the university came in the four semesters following his return from Korea. He pledged the Phi Delta Theta fraternity after his return, where he wrote and co-directed their musical as part of the all-student revue. His final GPA was 4.8 out of 6.0. He was also a member of Kappa Kappa Psi National Honorary Band Fraternity. Armstrong graduated with a bachelor's degree in aeronautical engineering in 1955.


          While at Purdue, he met Janet Elizabeth Shearon, who was majoring in home economics. According to the two there was no real courtship and neither can remember the exact circumstances of their engagement, except that it occurred while Armstrong was working at the NACA's Glenn Research Centre. They were married on January 28, 1956 at the Congregational Church in Wilmette, Illinois. When he moved to Edwards Air Force Base, he lived in the bachelor quarters of the base, while Janet lived in the Westwood district of Los Angeles. After one semester, they moved into a house in Antelope Valley. Janet never finished her degree, a fact she regretted later in life.


          The couple had three children together  Eric, Karen, and Mark. In June 1961, Karen was diagnosed with a malignant tumor of the middle part of her brain stem. X-ray treatment slowed its growth but her health deteriorated to the point where she could no longer walk or talk. Karen died of pneumonia, related to her weakened health, on January 28, 1962


          


          Test pilot


          After he graduated from Purdue, Armstrong decided to try to become an experimental, research test pilot. He applied at the National Advisory Committee for Aeronautics High-Speed Flight Station at Edwards Air Force Base, which had no open positions and forwarded the application to the Lewis Flight Propulsion Laboratory in Cleveland, Ohio. Armstrong began working at Lewis Field in February 1955.


          On his first day at Edwards, Armstrong flew his first assignments, piloting chase planes on drops of experimental aircraft from converted bombers. He also flew the converted bombers, and on one of these missions had his first flight incident at Edwards. Armstrong was in the right-hand seat of a B-29 Superfortress on March 22, 1956, which was to air-drop a Douglas Skyrocket D-558-2. As the right-hand seat pilot, Armstrong was in charge of the payload release, while the left-hand seat commander, Stan Butchart, flew the B-29.


          As they ascended to 30,000 ft (9 km), the number four engine stopped and the propeller began windmilling in the airstream. Hitting the switch that would stop the propeller spinning, Butchart found the propeller slowed but then started spinning again, this time even faster than the other engines; if it spun too fast, it would fly apart. Their aircraft needed to hold an airspeed of 210 mph (338 km/h) to launch its Skyrocket payload, and the B-29 could not land with the Skyrocket still attached to its belly. Armstrong and Butchart nosed the aircraft down to pick up speed, then launched the Skyrocket. At the very instant of launch, the number four engine propeller disintegrated. Pieces of it careened through part of the number three engine and hit the number two engine. Butchart and Armstrong were forced to shut down the number three engine, due to damage, and the number one engine, due to the torque it created. They made a slow, circling descent from 30,000ft (9,000m) using only the number two engine, and landed safely.


          Armstrong's first flight in a rocket plane was on August 15, 1957, in the Bell X-1B, to an altitude of 11.4 miles (18.3 km). He broke the nose landing gear when he landed, which had happened on about a dozen previous flights of the aircraft due to the aircraft's design. He first flew the North American X-15 on November 30, 1960, to a top altitude of 48,840 ft (14.9 km) and a top speed of Mach 1.75 (1,150 mph or 1,810 km/h).


          In November 1960 Armstrong was chosen as part of the pilot consultant group for the X-20 Dyna-Soar, a military space plane. On March 15, 1962 he was named as one of six pilot-engineers who would fly the space plane when it got off the design board.
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          Armstrong was involved in several incidents that went down in Edwards folklore and/or were chronicled in the memoirs of colleagues. The first was an X-15 flight on April 20, 1962, when Armstrong was testing a self-adjusting control system. He flew to a height of 207,000 ft (63 km), (the highest he flew before Gemini 8), but he held the aircraft nose up too long during descent, and the X-15 literally bounced off the atmosphere back up to 140,000 ft (43 km). At that altitude, the atmosphere is so thin that aerodynamic surfaces have no effect. He flew past the landing field at Mach 3 (2,000 mph, or 3,200 km/h) and over 100,000 ft (30.5 km) altitude. He ended up 45 miles (72 km) south of Edwards (legend has that he flew as far as the Rose Bowl). After sufficient descent, he turned back toward the landing area, and barely managed to land without striking Joshua trees at the south end. It was the longest X-15 flight in both time and distance of the ground track.


          A second incident happened when Armstrong flew for the first and only time with Chuck Yeager, four days after his X-15 adventure. Flying a T-33 Shooting Star, their job was to test out Smith Ranch Dry Lake for use as an emergency landing site for the X-15. In his autobiography, Yeager wrote that he knew the lake bed was unsuitable for landings after recent rains, but Armstrong insisted on flying out anyway. As they made a Touch-and-Go, the wheels became stuck and they had to wait for rescue. Armstrong tells a different version of events, where Yeager never tried to talk him out of it and they made a first successful landing on the east side of the lake. Then Yeager told him to try again, this time a bit slower. On the second landing they became stuck and according to Armstrong, Yeager was in fits of laughter.


          Many of the test pilots at Edwards highly rated Armstrong's engineering ability. Milt Thompson said he was "the most technically capable of the early X-15 pilots." Bruce Peterson said Armstrong "had a mind that absorbed things like a sponge." Those who flew for the Air Force tended to have a different opinion, especially people like Chuck Yeager and Pete Knight who did not have engineering degrees. Knight said that pilot-engineers flew in a way that was "more mechanical than it is flying", and gave this as the reason why some pilot-engineers got into trouble; their flying skills didn't come naturally.


          On May 21, 1962, Armstrong was involved in what Edwards' folklore called the "Nellis Affair." He was sent in a F-104 to inspect Delamar Lake, again for emergency landings. He misjudged his altitude, and also did not realize that the landing gear hadn't fully extended. As he touched down, the landing gear began to retract. Armstrong applied full power to abort the landing, but the ventral fin and landing gear door struck the ground, which damaged the radio and released hydraulic fluid. Without radio communication, Armstrong flew to Nellis Air Force Base, past the control tower, and waggled his tail, the signal for a no-radio approach. The loss of hydraulic fluid caused the tail-hook to release, and upon landing he caught the arresting wire attached to an anchor chain, and careened along the runway dragging chain. Thirty minutes were needed to clear the runway and rig an arresting cable. Meanwhile, Armstrong telephoned Edwards and asked for someone to pick him up. Milt Thompson was sent in a F-104B, the only two-seater available, but a plane Thompson had never flown. With great difficulty, Thompson made it to Nellis, but a strong crosswind caused a hard landing and the left main tire suffered a blowout. The runway was again closed to clear it. Bill Dana was sent to Nellis in a T-33 Shooting Star, but he almost landed long. The Nellis base operations office decided that it would be best to find the three NASA pilots some transport back to Edwards, to avoid any further problems.


          Armstrong made seven flights in the X-15. He reached a top altitude of 207,500 ft (63.2 km) in the X-15-3, and a top speed of Mach 5.74 (4,000 mph or 6,615 km/h) in the X-15-1, and he left the Dryden Flight Research Centre with a total of 2,450 flying hours in more than 50 types of aircraft.


          


          Astronaut selection and early training
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          There was no defining moment in Armstrong's decision to become an astronaut. In the months after the announcement that applications were being sought for the second group of astronauts, he became more and more excited about the prospect of the Apollo program and the prospect of investigating a new aeronautical environment. Many years later, it was disclosed that Armstrong's astronaut application had arrived about a week past the June 1, 1962 deadline. Dick Day, with whom Armstrong had worked closely at Edwards, worked at the Manned Spacecraft Centre, saw the late arrival of the application, and slipped it into the pile before anyone noticed. At Brooks City-Base at the end of June he underwent a medical exam that many of the applicants described as painful and at times seemingly pointless.


          Deke Slayton called Armstrong on September 13, 1962 and asked if he was interested in joining the astronaut corps as part of what the press dubbed "the New Nine". Without hesitation, Armstrong said yes. The selections were kept secret until three days later, although newspaper reports had been circulating since the middle of summer that year that he would be selected as the "first civilian astronaut".


          


          Gemini program


          


          Gemini 5


          The first Gemini crew assignment for Armstrong was as backup Command Pilot for Gemini 5, with Elliott See as the backup Pilot. This was an eight-day mission, longer than any spaceflight up until that time, with a prime crew of Gordon Cooper and Pete Conrad. The assignments were announced on February 8, 1965, and from then until the launch on August 21, 1965, Armstrong and See trained to fly the mission in case the prime crew could not. After watching the launch from Cape Canaveral, Armstrong and See flew in T-38s to Houston, and were even able to talk to Cooper and Conrad via VHF as they orbited above.


          


          Gemini 8
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          The crew assignments for Gemini 8 were announced on September 20, 1965, with Armstrong as Command Pilot with Pilot David Scott. Scott was the first member of the third group of astronauts to receive a prime crew assignment. The mission launched March 16, 1966. It was to be the most complex yet, with a rendezvous and docking with the unmanned Agena target vehicle, the second American (and third ever) extra-vehicular activity (EVA) (Armstrong himself dislikes the term "spacewalk") by Scott. In total the mission was planned to last 75 hours and 55 orbits. After the Agena lifted off at 10 a.m. EST, the Titan II carrying Armstrong and Scott ignited at 11:41:02 a.m. EST, putting them into an orbit from where they would chase the Agena.


          The rendezvous and first ever docking between two spacecraft was successfully completed after 6.5 hours in orbit. Contact with the crew was intermittent due to the lack of tracking stations covering their entire orbits. Out of contact with the ground, the docked spacecraft began to roll, which Armstrong attempted to correct with the Orbital Attitude and Maneuvering System (OAMS) of the Gemini spacecraft. Following the earlier advice of Mission Control, they undocked, but found that the roll increased dramatically to the point where they were turning about once per second, which meant the problem was in their Gemini's attitude control. Armstrong decided the only course of action was to engage the Reentry Control System (RCS) and turn off the OAMS. Mission rules dictated that once this system was turned on, the spacecraft would have to reenter at the next possible opportunity. It was later thought that damaged wiring made one of the thrusters become stuck on.


          Throughout the astronaut office, there were a few people, most notably Walter Cunningham, who publicly stated that Armstrong and Scott had ignored the malfunction procedures for such an incident, and that Armstrong could have salvaged the mission if he had turned on only one of the two RCS rings and saved the other for mission objectives. These criticisms were unfounded  no malfunction procedures were written and it was only possible to turn on both RCS rings, not one or the other. Gene Kranz wrote, "the crew reacted as they were trained, and they reacted wrong because we trained them wrong." The mission planners and controllers had failed to realize that when two spacecraft are docked together they must be considered to be one spacecraft.


          Armstrong himself was depressed and annoyed that the mission had been cut short, which cancelled most mission objectives and robbed Scott of his EVA. Armstrong did not hear the criticism of other astronauts, but he did speculate after the flight that RCS activation might not have been necessary had the Gemini capsule stayed docked to the Agena  the Agena's attitude control system possibly could have been used to regain control.


          


          Gemini 11


          The last crew assignment for Armstrong during the Gemini program was as backup Command Pilot for Gemini 11, announced two days after the landing of Gemini 8. Having already trained for two flights, Armstrong was quite knowledgeable about the systems and was more in a teaching role for the rookie backup Pilot, William Anders. The launch was on September 12, 1966 with Pete Conrad and Dick Gordon on board. The pair successfully completed the mission objectives, while Armstrong served as CAPCOM.


          Following the flight, President Lyndon B. Johnson asked Armstrong and his wife to take part in a 24-day goodwill tour of South America. Also on the tour were Dick Gordon, George Low, their wives, and other government officials. They traveled to 11 countries and 14 major cities. Armstrong impressed everyone involved when he greeted dignitaries in their local language. In Brazil he talked about the exploits of the Brazilian-born Alberto Santos-Dumont, regarded in the country as having beaten the Wright brothers with the first flying machine.


          


          Apollo program


          On January 27, 1967, Armstrong was in Washington, D.C. with Gordon Cooper, Dick Gordon, Jim Lovell and Scott Carpenter for the signing of the United Nations Outer Space Treaty. The astronauts chatted with the assembled dignitaries until 6:45 p.m. Carpenter went to the airport, and the others returned to the Georgetown Inn, where they each found messages to phone the Manned Spacecraft Centre. They learned of the deaths of Gus Grissom, Ed White and Roger Chaffee in the Apollo 1 fire during these telephone calls. Armstrong and the group spent the rest of the night drinking scotch and discussing what had happened.


          On April 5, 1967, the same day the Apollo 1 investigation released its report on the fire, Armstrong assembled with 17 other astronauts for a meeting with Deke Slayton. The first thing Slayton said was, "The guys who are going to fly the first lunar missions are the guys in this room." According to Eugene Cernan, Armstrong showed no reaction to the statement. To Armstrong it came as no surprise  the room was full of veterans of Project Gemini, the only people who could fly the lunar missions. Slayton talked about the planned missions and named Armstrong to the backup crew for Apollo 9, which at that stage was planned to be a high-Earth orbit test of the Lunar Module- Command/Service Module combination. After design and manufacturing delays in the Lunar Module (LM), Apollo 9 and Apollo 8 swapped crews. Based on the normal crew rotation scheme, Armstrong would command Apollo 11.


          To give the astronauts experience with the way the LM flew, Bell Aircraft built two Lunar Landing Research Vehicles, which were later converted to Lunar Landing Training Vehicles (LLTV). Nicknamed the 'Flying Bedsteads', they simulated the one-sixth g of the Moon by using a turbofan engine to cancel out most of the craft's weight. On May 6, 1968, about 100 feet (30 m) above the ground, Armstrong's controls started to degrade and the LLTV began banking. He ejected safely (later analysis would suggest if he had ejected 0.5 seconds later, his parachute would not have opened in time). His only injury was from biting his tongue. Even though he was nearly killed on one, Armstrong maintains that without the LLRV and LLTV, the lunar landings would not have been successful as they gave commanders valuable experience in the behaviour of lunar landing craft.


          


          Apollo 11
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          After Armstrong served as backup commander for Apollo 8, Slayton offered him the post of commander of Apollo 11 on December 23, 1968, as 8 orbited the Moon. In a meeting that was not made public until the publication of Armstrong's biography in 2005, Slayton told him that although the planned crew was Armstrong as commander, lunar module pilot Buzz Aldrin and command module pilot Michael Collins, he was offering the chance to replace Aldrin with Jim Lovell. After thinking it over for a day, Armstrong told Slayton he would stick with Aldrin, as he had no difficulty working with him and thought Lovell deserved his own command. Replacing Aldrin with Lovell would have made Lovell the Lunar Module Pilot, unofficially ranked as number three on the crew. Armstrong could not justify placing Lovell, the commander of Gemini 12, in the number 3 position of the crew.


          Initially, Aldrin thought that he would be first to walk on the Moon, based on the experience of Gemini; during that program, the pilot conducted the EVAs while the command pilot, who had greater responsibilities and less time to train for an EVA, stayed on board. However, when that actual procedure was tried with suited-up astronauts in an Apollo LM mockup, the LM was damaged  in order for Aldrin (LM Pilot) to get out first, he had to climb over Armstrong (commander) to get to the door.


          A March 1969 meeting between Slayton, George Low, Bob Gilruth, and Chris Kraft determined that Armstrong would be the first person on the Moon, in some part because NASA management saw Armstrong as a person who did not have a large ego. A press conference held on April 14, 1969 gave the design of the LM cabin as the reason for Armstrong being first; the hatch opened inwards and to the right, making it difficult for the lunar module pilot, on the right-hand side, to egress first. Slayton added, "Secondly, just on a pure protocol basis, I figured the commander ought to be the first guy out. . . . I changed it as soon as I found they had the time line that showed that. Bob Gilruth approved my decision." At the time of their meeting, the four men did not know about the hatch issue. The first knowledge of the meeting outside the small group came when Kraft wrote his 2001 autobiography.


          On July 16, 1969, Armstrong received a crescent moon carved out of Styrofoam from the pad leader, Guenter Wendt, who described it as a key to the Moon. In return, Armstrong gave Wendt a ticket for a "space taxi" "good between two planets".


          


          Voyage to the Moon


          During the Apollo 11 launch, Armstrong's heart reached a top rate of 109 beats per minute. He found the first stage to be the loudest  much noisier than the Gemini 8 Titan II launch  and the Apollo CSM was relatively roomy compared to the confinement of the Gemini capsule. This ability to move around was suspected to be the cause of space sickness that had hit members of previous crews, but none of the Apollo 11 crew suffered from it. Armstrong was especially happy, as he had been prone to motion sickness as a child and could experience nausea after doing long periods of aerobatics.


          The objective of Apollo 11 was to land safely rather than touch down with precision on a particular spot. Three minutes into the lunar descent burn he noted that craters were passing about two seconds too early, which meant the Eagle would likely land beyond the planned landing zone by several miles. As the Eagle's landing radar acquired the surface, several computer error alarms appeared. The first was a code 1202 alarm and even with their extensive training Armstrong or Aldrin weren't aware of what this code meant. However, they promptly received word from CAPCOM in Houston that the alarms were not a concern. The 1202 and 1201 alarms were caused by a processing overflow in the lunar module computer. As described by Buzz Aldrin in the documentary In the Shadow of the Moon, the overflow condition was caused by his own counter-checklist choice of leaving the docking radar on during the landing process. Aldrin stated that he did so with the objective of facilitating re-docking with the CM should an abort become necessary, not realizing that it would cause the overflow condition.
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          Armstrong took over manual control of the LM, found an area which to him seemed safe for a landing and touched down on the moon at 20:17:39 UTC on July 20, 1969. Some accounts of the Apollo 11 landing describe the LM's fuel situation as having been dire, with only a few seconds remaining when they touched down. Armstrong had landed the LLTV with less than 15 seconds left on several occasions and he was also confident the LM could survive a straight-down fall from 50 feet (15 m) if needed. Analysis after the mission showed that because of the moon's lower gravity, fuel had sloshed about in the tank more than anticipated, which led to a misleadingly low indication of the remaining propellant; at touchdown there were about 50 seconds of propellant burn time left.


          The first words Armstrong intentionally spoke to Mission Control and the world from the lunar surface were, "Houston, Tranquility Base here. The Eagle has landed", which briefly confused the flight controllers in Houston because he had changed the call-sign from Eagle to Tranquility Base, a name he had chosen himself. (The actual first words spoken on the moon were by the crew, either Aldrin's "Okay. Engine Stop" or Armstrong's "Shutdown.") Aldrin and Armstrong celebrated with only a handshake and pat on the back before quickly returning to the checklist of tasks which were needed in order to ready the lunar module for liftoff from the Moon should an emergency unfold during the first moments on the lunar surface.
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          First Moon walk


          Although the official NASA flight plan called for a crew rest period before extra-vehicular activity, Armstrong requested that the EVA be moved earlier in the evening, Houston time. Once Armstrong and Aldrin were ready to go outside, Eagle was depressurized, the hatch was opened and Armstrong made his way down the ladder first. He placed his left foot on the surface at 2:56 UTC July 21, 1969, then spoke the following words:


          
            
              	

              	That's one small step for [a] man, one giant leap for mankind.

              	
            

          


          It has long been assumed that Armstrong had mistakenly omitted the word "a" from his famous remark ("one small step for a man"), rendering the phrase a contradiction, as man in such use is synonymous with mankind. Armstrong is quoted as saying that he "would hope that history would grant me leeway for dropping the syllable and understand that it was certainly intended, even if it wasn't said  although it might actually have been."


          It has since been claimed that acoustic analysis of the recording reveals the presence of the missing "a". A digital audio analysis conducted by Peter Shann Ford, an Australia-based computer programmer, claims that Armstrong did, in fact, say "a man", but the "a" was inaudible due to the limitations of communications technology of the time. Ford and James R. Hansen, Armstrong's authorized biographer, presented these findings to Armstrong and NASA representatives, who conducted their own analysis. The article by Ford, however, is published on Ford's own web site rather than in a peer-reviewed scientific journal, and linguists David Beaver and Mark Liberman at Language Log were skeptical of Ford's claims. Armstrong has expressed his preference that written quotations include the "a" in parentheses.
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          Armstrong's first words were declared after he said "I'm going to step off the LM now." He then turned and set his boot on the surface. When Armstrong made his proclamation, Voice of America was rebroadcast live via the BBC and many other stations the world over. The global audience at that moment was estimated at 450 million listeners, out of a then estimated world population of 3.631 billion people. The simple "one small step..." statement came from a train of thought that Armstrong had after launch and during the hours after landing.


          About 15 minutes after the first step, Aldrin joined Armstrong on the surface and became the second human to set foot on the Moon. The duo began their tasks of investigating how easily a person could operate on the lunar surface. Early on they also unveiled a plaque commemorating their flight, and also planted the flag of the United States. The flag used on this mission had a metal rod to hold it horizontal from its pole. Since the rod did not fully extend, and the flag was tightly folded and packed during the journey, the flag ended up with a slightly wavy appearance, as if there were a breeze. On Earth there had been some discussion as to whether it was appropriate to plant the flag at all, something about which Armstrong did not care. He did think that any flag should have been left to drape as it would on Earth, but decided it wasn't worth making a big deal about. Slayton had warned Armstrong that they would receive a special communication, but did not tell him that President Richard Nixon would contact them just after the flag planting.
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          Aldrin later gave the flag planting and subsequent phone call from President Nixon as reasons why there were no intentional photographs of Armstrong. In the entire Apollo 11 photographic record, there are only five images of Armstrong partly shown or reflected. Aldrin said plans were to take a photo of Armstrong after the famous image of Aldrin was taken, but they were interrupted by the Nixon communication. There were just over five minutes between these two events. The mission was timelined to the minute, with the majority of photographic tasks to be performed by Armstrong with their single Hasselblad camera.


          After helping to set up the Early Apollo Scientific Experiment Package, Armstrong went for a walk to what is now known as East Crater, 65 yards (60 m) east of the LM, the greatest distance traveled from the LM on the mission. Armstrong's final task was to leave a small package of memorial items to deceased Soviet cosmonauts Yuri Gagarin and Vladimir Komarov, and Apollo 1 astronauts Gus Grissom, Ed White and Roger Chaffee. The time spent on EVA during Apollo 11 was about two and a half hours, the shortest of any of the six Apollo lunar landing missions. Each of the subsequent five landings were allotted gradually longer periods for EVA activities; the crew of Apollo 17, by comparison, spent over 21 hours exploring the lunar surface.


          


          Return to Earth


          After re-entering the LM, the hatch was closed and sealed. While preparing for the liftoff from the lunar surface, Armstrong and Aldrin discovered that in their bulky spacesuits, they had broken the ignition switch for the ascent engine. The ascent engine had no switch to fire. Using part of a pen, they pushed the circuit breaker in to activate the launch sequence. Aldrin still possesses the pen which they used to do this. The lunar module then continued to its rendezvous and docked with Columbia, the command and service module, and returned to Earth. The command module splashed down in the Pacific ocean and the Apollo 11 crew was picked up by the USSHornet(CV-12).
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          After being released from an 18-day quarantine to ensure that they had not picked up any infections or diseases from the Moon, the crew were feted across the United States and around the world as part of a 45-day "Giant Leap" tour. Armstrong then took part in Bob Hope's 1969 USO show, primarily to Vietnam, where some soldiers asked questions about how a man could be sent to the Moon while they were still stuck fighting the war. Tabloid newspapers printed stories that romantically linked Armstrong to Connie Stevens who was also on the tour, but the reports were unsubstantiated.


          In May 1970, Armstrong traveled to the Soviet Union to present a talk at the 13th annual conference of the International Committee on Space Research. Arriving in Leningrad from Poland, he traveled to Moscow where he met Premier Alexey Kosygin. He was the first westerner to see the supersonic Tupolev Tu-144 and was given a tour of the Yuri Gagarin Cosmonauts Training Centre, which Armstrong described as "a bit Victorian in nature." At the end of the day, he was surprised to view delayed video of the launch of Soyuz 9. It had not occurred to Armstrong that the mission was taking place, even though Valentina Tereshkova had been his host and her husband, Andriyan Nikolayev, was on board.


          


          Life after Apollo


          


          Teaching
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          Armstrong announced shortly after the Apollo 11 flight that he did not plan to fly in space again. He was appointed Deputy Associate Administrator for aeronautics for the Office of Advanced Research and Technology ( DARPA). He served in this position for only 13 months, and resigned from it and NASA as a whole in August 1971. He accepted a teaching position in the Department of Aerospace Engineering at the University of Cincinnati.


          He decided on Cincinnati over other universities, including his alma mater, Purdue University, because it had a small Aerospace department  he hoped that the faculty members would not be annoyed that he came straight into a professorship without a doctorate. His highest qualification was a Master's in aerospace engineering from the University of Southern California. He began the work while stationed at Edwards years before, and he finally completed it after Apollo 11 by presenting a report on various aspects of Apollo, instead of a thesis on simulation of hypersonic flight. The official job title he received at Cincinnati was University Professor of Aerospace Engineering. After teaching for eight years, he resigned in 1979 due to other commitments and changes in the university structure from independent municipal school to state-school.


          


          NASA accident investigations


          Armstrong served on two spaceflight accident investigations. The first was in 1970, after Apollo 13. As part of Edgar Cortwright's panel, he produced a detailed chronology of the flight. Armstrong personally opposed the report's recommendation to completely redesign the service module's oxygen tanks, the source of the explosion. In 1986 President Ronald Reagan appointed him to the Rogers Commission, which investigated the Space Shuttle Challenger disaster of that year. As vice-chairman, Armstrong was in charge of the operational side of the commission.


          


          Business activities


          After Armstrong retired from NASA in 1971, he avoided offers from businesses to act as a spokesman. The first company to successfully approach him was Chrysler, for whom he appeared in advertising starting in January 1979. Armstrong thought they had a strong engineering division, plus they were in financial difficulty. He acted as a spokesman for other companies, including General Time Corporation and the Bankers Association of America. He only acts as a spokesman for United States businesses.


          Along with spokesman duties, he also served on the board of directors of several companies, including Marathon Oil, Learjet, Cincinnati Gas & Electric Company, Taft Broadcasting, United Airlines, Eaton Corporation, AIL Systems, and Thiokol. He joined Thiokol's board after he served on the Rogers Commission; Challenger was destroyed due to a problem with the Thiokol-manufactured Solid Rocket Boosters. He retired as chairman of the board of EDO Corporation in 2002.


          


          Personal life


          The first man to walk on the Moon was also approached by political parties from both ends of the spectrum. Unlike former astronauts and United States Senators John Glenn and Harrison Schmitt, Armstrong has turned down all offers. Personally, he is in favour of states' rights and against the United States acting as the "world's policeman." In 1971, Armstrong was awarded the Sylvanus Thayer Award by the United States Military Academy at West Point for his service to the country.


          In 1972, Armstrong was welcomed into the town of Langholm, Scotland, the traditional seat of Clan Armstrong. The astronaut was made the first freeman of the burgh, and happily declared the town his home. The Justice of the Peace read from an unrepealed 400-year-old law that required him to hang any Armstrong found in the town.


          In the fall of 1979, Armstrong was working at his farm near Lebanon, Ohio. As he jumped off of the back of his grain truck, his wedding ring caught in the wheel, tearing off his ring finger. However, he calmly collected the severed digit, packed it in ice, and managed to have it reattached by microsurgeons at the Jewish Hospital in Louisville, Kentucky.


          While skiing with friends at Aspen, Colorado in February 1991, he suffered a mild heart attack. It came a year after his father had died and nine months after the death of his mother.


          He met his second wife, Carol Held Knight, in 1992 at a golf tournament. Seated together at the breakfast, she said little to Armstrong, but a couple of weeks later received a call from him asking what she was doing. She replied she was cutting down a cherry tree, and 35 minutes later Armstrong was at her house to help out. They were married on June 12, 1994 in Ohio, and then had a second ceremony at San Ysidro Ranch in California.


          Since 1994, Armstrong has refused all requests for autographs, after he found that his signed items were selling for large amounts of money and that many forgeries are in circulation. Often items reach prices of US$1,000 on auction sites like eBay. Signed photographs of the Apollo 11 crew can sell for $5,000. Any requests sent to him receive a form letter in reply saying that he has stopped signing. Although his no-autograph policy is well-known, author Andrew Smith observed people at the 2002 Reno Air Races still try to get signatures, with one person even claiming, "If you shove something close enough in front of his face, he'll sign." Along with autographs, he has stopped sending out congratulatory letters to new Eagle Scouts. The reason is that he thinks these letters should come from people who know the Scout personally.


          Usage of Armstrong's name, image, and famous quote has caused him problems over the years. He sued Hallmark Cards in 1994 after they used his name and a recording of "one small step" quote in a Christmas ornament without permission. The lawsuit was settled out of court for an undisclosed amount of money which Armstrong donated to Purdue. The case caused Armstrong and NASA to be more careful about the usage of astronaut names, photographs and recordings, and to whom he has granted permission. For non-profit and government public-service announcements, he will usually give permission.


          In May 2005 Armstrong became involved in an unusual legal battle with his barber of 20 years, Marx Sizemore. After cutting Armstrong's hair, Sizemore sold some of it to a collector for $3,000 without Armstrong's knowledge or permission. Armstrong threatened legal action unless the barber returned the hair or donated the proceeds to a charity of Armstrong's choosing. Sizemore, unable to get the hair back, decided to donate the proceeds to the charity of Armstrong's choice.


          


          Legacy
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          Armstrong has received many honours and awards, including the Presidential Medal of Freedom, the Congressional Space Medal of Honour, the Robert H. Goddard Memorial Trophy, the Sylvanus Thayer Award, and the Collier Trophy from the National Aeronautics Association. The lunar crater Armstrong, 50 km (31 miles) from the Apollo 11 landing site, and asteroid 6469 Armstrong are named in his honour. Armstrong was also inducted into the Aerospace Walk of Honour and the Astronaut Hall of Fame.


          Throughout the United States, there are more than a dozen elementary, middle and high schools named in his honour. Many places around the world have streets, buildings, schools, and other places named for Armstrong and/or Apollo. In 1969, folk songwriter and singer John Stewart recorded "Armstrong", a touching tribute to Armstrong and his first steps on the moon.


          Purdue University announced in October 2004 that their new engineering building would be named Neil Armstrong Hall of Engineering in his honour. The building cost $53.2 million and was dedicated on October 27, 2007. Armstrong was joined by fourteen other Purdue Astronauts at the ceremony. The Neil Armstrong Air and Space Museum is located in his hometown of Wapakoneta, Ohio, although it has no official ties to Armstrong, and the airport in New Knoxville where he took his first flying lessons is named for him.


          Armstrong's authorized biography, First Man: The Life of Neil A. Armstrong, was published in 2005. For many years, Armstrong turned down biography offers from authors such as Stephen Ambrose and James A. Michener. He agreed to work with James R. Hansen after reading one of Hansen's other biographies.


          The press often asks Armstrong for his views on the future of spaceflight. In 2005, Armstrong said that a manned mission to Mars will be easier than the lunar challenge of the 1960s: "I suspect that even though the various questions are difficult and many, they are not as difficult and many as those we faced when we started the Apollo (space program) in 1961." Armstrong also recalled his initial concerns about the Apollo 11 mission. He had believed there was only a 50 percent chance of landing on the moon. "I was elated, ecstatic and extremely surprised that we were successful", he said.
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              	Genre(s)
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              	Musician, Songwriter, Producer, Screenwriter
            


            
              	Instrument(s)
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              	1960present
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          Neil Percival Young OM (born November 12, 1945, Toronto, Ontario) is a Canadian singer-songwriter, guitarist, pianist and film director.


          Young's work is characterized by deeply personal lyrics, distinctive guitar work, and signature nasal tenor (and frequently alto) singing voice. Although he accompanies himself on several different instrumentsincluding piano and harmonicahis style of hammer-on acoustic guitar and often idiosyncratic soloing on electric guitar are the linchpins of a sometimes ragged, sometimes polished sound. Although Young has experimented widely with differing music styles, including swing, jazz, rockabilly, blues, and electronica throughout a varied career, his best known work usually falls into either of two distinct styles: folk-esque acoustic rock (as heard in songs such as " Heart of Gold" ( sample), "Harvest Moon" and " Old Man") and electric-charged hard rock (in songs like " Cinnamon Girl", " Rockin' in the Free World" and " Hey Hey, My My (Into the Black)"). In more recent years, Young has started to adopt elements from newer styles of music, such as industrial, alternative country and grunge, the latter of which was profoundly influenced by his own style of playing, often bringing him the title of "the godfather of grunge".


          Young has directed (or co-directed) a number of films using the pseudonym Bernard Shakey, including Journey Through the Past (1973), Rust Never Sleeps (1979), Human Highway (1982), and Greendale (2003).


          He is also an outspoken advocate for environmental issues and small farmers, having co-founded the benefit concert Farm Aid, and in 1986 helped found The Bridge School, and its annual supporting Bridge School Benefit concerts, together with his wife Pegi.


          Young remains a Canadian citizen and has never wanted to relinquish his Canadian citizenship, even though he has lived in the U.S. for "so long" and has stated, about U.S. elections, that he has "got just as much right to vote in them as anybody else."


          


          Biography


          


          Early years


          Neil Young was born in Toronto to sportswriter and novelist Scott Young and Rassy Ragland, who had moved to Toronto from their family home of Manitoba to pursue a sport journalism career. Neil spent his early years in the small country town of Omemee, in southern Ontario (130 km northeast of Toronto). He was diagnosed with diabetes as a child and a bout of polio at the age of 6 left him with a weakened left side; he still walks with a slight limp.


          


          Winnipeg bands


          His parents divorced when Young was 12, and he moved with his mother back to the family home of Winnipeg, Manitoba, where his music career began.


          When Neil Young arrived in Winnipeg from Ontario, he already knew what it was like to be uprooted, since his family had gone wherever his father's career in journalism had taken him. But after the break-up of his parents' marriage, Neil and his mother Rassy settled into the working class suburb of Fort Rouge where the shy, dry-humoured youth enrolled at Earl Grey Junior High School. It was there that he met Ken Koblun, later to join him in The Squires, and there that he formed his first band the Jades.


          While attending Kelvin High School in Winnipeg, he played in several instrumental rock bands. Young's first stable band was called the Squires, and they had a local hit called "The Sultan." Young dropped out of high school and also played in Fort William, where they recorded a series of demos produced by a local producer named Ray Dee, whom Young called, "...the original Briggs." While in Thunder Bay, Young first encountered Stephen Stills. In the 2006 film Heart of Gold Young relates how he used to spend time as a teenager at Falcon Lake, Manitoba where he would endlessly plug coins into the jukebox to hear Ian Tyson's " Four Strong Winds."


          After leaving the Squires, Neil worked folk clubs in Winnipeg, where he first met Joni Mitchell. Here he wrote some of his earliest and most enduring folk songs such as the classic "Sugar Mountain" about his lost youth. Mitchell wrote "The Circle Game" in response.


          In 1965 Young toured Canada as a solo artist and composing music for commercial advertisements. In 1966, he joined Rick James-fronted Mynah Birds. The band managed to secure a record deal with the Motown label. Unfortunately, as their first album was being recorded James was arrested for being AWOL from the army. After the Mynah Birds disbanded, Young and bass player Bruce Palmer relocated to Los Angeles. Young has admitted in an interview that he was in the United States illegally until receiving a green card in 1970.


          


          Buffalo Springfield


          Once they reached Los Angeles, Young and Palmer met up with Stephen Stills, Richie Furay, and Dewey Martin to form Buffalo Springfield. A mixture of folk, country, psychedelia, and rock lent a hard edge by the twin lead guitars of Stills and Young made Buffalo Springfield a critical success, and their first record Buffalo Springfield (1967) sold well after Stills' topical song " For What It's Worth" became a hit - aided by Young's melodic harmonics played on electric guitar.


          Distrust of their management and the arrest and deportation of Palmer exacerbated already strained relations among group members and led to Buffalo Springfield's demise. A second album, Buffalo Springfield Again, was released in late 1967, but two of Youngs three contributions were actually solo tracks recorded apart from the rest of the group.


          In many ways, these three songs on Buffalo Springfield Again are harbingers of much of Young's later work in that, although they all share deeply personal, almost idiosyncratic lyrics, they also present three very different musical approaches to the arrangement of what is essentially an original folk song. "Mr Soul," the only Young song of the three that all five members of the group perform together. In contrast, " Broken Arrow" was confessional folk rock of a kind that would characterize much of the music that emerged from the singer-songwriter movement. Youngs experimental production intersperses each verse with snippets of sound from other sources, including opening the song with a sound bite of Dewey Martin singing "Mr. Soul" and closing it with the thumping of a heartbeat. "Expecting to Fly" was a lushly produced ballad featuring a string arrangement that Young's co-producer for the track, Jack Nitzsche, would dub "symphonic pop."


          In May 1968, the band split up for good, but in order to fulfill a contractual obligation, a final album, Last Time Around, was recorded, primarily from recordings made earlier that year. Young contributed the songs "On the Way Home" and "I Am a Child", singing lead on the latter.


          


          Crosby, Stills, Nash and Young and solo success


          After the breakup of Buffalo Springfield, Young signed a solo deal with Reprise Records, home of his colleague and friend Joni Mitchell, with whom he shared a manager, Elliot Roberts. Young and Nitzsche immediately began work on Young's first solo record, Neil Young (November 1968), which received mixed reviews. In a 1970 interview, Young deprecated the album as being "overdubbed rather than played," and the quest for music that expresses the spontaneity of the moment has long been a feature of his career. Nevertheless, the album contains some tunes that remain a staple of his live shows, most notably "The Loner."


          For his next album, Young recruited three musicians from a band called The Rockets: Danny Whitten on guitar, Billy Talbot on bass guitar, and Ralph Molina on drums. These three took the name Crazy Horse (after the historical figure of the same name), and Everybody Knows This Is Nowhere (May 1969), is credited to "Neil Young with Crazy Horse." Recorded in just two weeks, the album opens with one of Young's most familiar songs, "Cinnamon Girl," and is dominated by two more, "Cowgirl in the Sand" and "Down by the River," that feature lengthy jams showcasing Young's idiosyncratic guitar soloing accompanied sympathetically by Crazy Horse. Young reportedly wrote all three songs on the same day, while nursing a high fever of 103 F (39.5 C) in bed.


          Shortly after the release of Everybody Knows This Is Nowhere, Young reunited with Stephen Stills by joining Crosby, Stills, & Nash, who had already released one album as a trio. Young was originally offered a position as a sideman, but agreed to join only if he received full membership, and the group was renamed Crosby, Stills, Nash & Young. The quartet debuted in Chicago on August 16, 1969, and later performed at the famous Woodstock Festival, during which Young skipped the acoustic set and refused to be filmed during the electric set, even telling the cameramen: "One of you fuckin' guys comes near me and I'm gonna hit you with my guitar". During the making of their first album, Dj Vu, the musicians frequently argued, particularly Young and Stills, who both fought for control.


          " Ohio" was written following the Kent State massacre on May 4, 1970, and was a staple of anti-war rallies in the 1970s. The song was quickly recorded by CSNY and immediately released as a single, even though CSNY's "Teach Your Children" was still climbing the singles charts. Many believe that the release "Ohio" as a single cut into the sales of "Teach Your Children" and prevented that song from reaching the top ten. In the late 1970s and for much of the 1980s, Young refrained from performing "Ohio" live, as he considered the song to be dated. In the wake of the 1989 Tiananmen Square massacre, however, Young revived the song in concert, often dedicating it to the Chinese students who were killed in the massacre. Interestingly, Crosby, Stills & Nash, as a trio, also returned the song to their live repertoire around the same time, even though Young had provided the lead vocals on the original recording.


          Also that year, Young released his third solo album, After the Gold Rush (1970), which featured, among others, a young Nils Lofgren, Stephen Stills, and CSNY bassist Greg Reeves. Young also recorded some tracks with Crazy Horse, but dismissed them early in the sessions. Aided by his newfound fame with CSNY, the album was a commercial breakthrough for Young and contains some of his best known work. Notable tracks include the title track, with dream-like lyrics that run a gamut of subjects from drugs and interpersonal relationships to environmental concerns, as well as Youngs controversial and acerbic condemnation of racism in " Southern Man," which, along with a later song entitled "Alabama," later prompted Lynyrd Skynyrd to decry Young by name in the lyrics to " Sweet Home Alabama."


          With CSNY splitting up and Crazy Horse having signed their own record deal, Young began the year 1971 with a solo tour entitled "Journey Through the Past." Later, he recruited a new group of country-music session musicians, whom he christened The Stray Gators, to record much of the new material that had been premiered on tour for the album Harvest (1972). Harvest was a massive hit (especially with the country-music crowd) and "Heart of Gold" became a US number one single. Another notable song was " The Needle and the Damage Done," a lament for talented artists who died because of heroin addiction; inspired in part by the heroin use of Crazy Horse member Danny Whitten, who would eventually die of an overdose.


          The album's success, however, caught Young off guard, and his first instinct was to back away from stardom. In the handwritten liner notes to the Decade compilation, Young described 'Heart of Gold' as the song that "put me in the middle of the road. Travelling there soon became a bore, so I headed for the ditch. A rougher ride but I saw more interesting people there."


          On September 8, 1972, the Academy Award-nominated actress Carrie Snodgress, with whom he had been living, gave birth to Neil Young's first child. The boy, Zeke, was later diagnosed with cerebral palsy.


          


          The Ditch Trilogy


          Although a new tour had been planned to follow up on the success of Harvest, it became apparent during rehearsals that Danny Whitten could not function due to drug abuse. On November 18, 1972, shortly after he was fired from the tour preparations, Whitten was found dead of an overdose. Young described the incident to Rolling Stones Cameron Crowe in 1975, "[We] were rehearsing with him and he just couldn't cut it. He couldn't remember anything. He was too out of it. Too far gone. I had to tell him to go back to L.A. 'It's not happening, man. You're not together enough.' He just said, 'I've got nowhere else to go, man. How am I gonna tell my friends?' And he split. That night the coroner called me from L.A. and told me he'd ODed. That blew my mind. blew my mind. I loved Danny. I felt responsible. And from there, I had to go right out on this huge tour of huge arenas. I was very nervous and . . . insecure."


          The album made in the aftermath of this incident, Time Fades Away (1973), has often been described by Young as "my least favourite record," and it is, in fact, one of only two of Youngs early recordings that has yet to be re-released on CD (The other being the soundtrack album Journey Through the Past). The album was recorded live over a tour where Neil struggled with his voice and called David Crosby and Graham Nash to help perform the music. The tour was also notable as Linda Ronstadt began touring as the opening act for the Time Fades Away tour. Time Fades Away occupies a unique position in Youngs discography as the first of three albums known collectively as the " Ditch Trilogy," and has also been referred to as the "Doom Trilogy" by some writers.


          In the second half of 1973, Young formed The Santa Monica Flyers, with Crazy Horse's rhythm section augmented by Nils Lofgren on guitar. Deeply affected by the drug-induced deaths of Whitten and roadie Bruce Berry, Young recorded Tonight's the Night. The album's dark tone and rawness caused Reprise to delay the release until two years later and only after being pressured by Young to do so. The album received mixed reviews at the time, but is now regarded by some as a precursor to punk rock. In Young's own opinion, it was the closest he ever came to art.


          While his record company delayed the release of Tonight's the Night, Young recorded On the Beach (1974), which dealt with themes such as the downside of fame and the Californian lifestyle. Like Time Fades Away and Tonight's the Night, it sold poorly but would eventually become a critical favourite, presenting some of Young's most original work. In a review of the 2003 re-release on CD of On the Beach Derek Svennungsen described the music as "mesmerizing, harrowing, lucid, and bleary," a characterization that many would say is an apt description of the entire Ditch Trilogy.


          


          Return to prominence


          After completing On the Beach, Young reunited with Harvest producer Elliot Mazer to record another acoustic album, Homegrown. Most of the songs were written after Young's breakup with Snodgress, and thus the tone of the album was somewhat dark. Though the album was entirely completed, Young decided to drop the album and release Tonight's the Night instead, at the suggestion of The Band bassist Rick Danko. Young further explained his move by saying: "It was a little too personal... it scared me".


          Young reformed Crazy Horse with Frank Sampedro on guitar as his backup band for Zuma (1975). Many of the songs are overtly concerned with failed relationships, and even the epic " Cortez the Killer," outwardly a retelling of the Spanish conquest of Mexico from the viewpoint of the Aztecs, can be seen as an allegory of love lostsomething that didnt save it, however, from being banned in Franco's Spain.


          The following year, Young reunited with Stephen Stills for the album Long May You Run (1976), credited to The Stills-Young Band; the follow-up tour was ended midway through by Young, who sent Stills a telegram that read: "Funny how some things that start spontaneously end that way. Eat a peach, Neil."


          In 1976, Young performed with The Band, Joni Mitchell, and other rock musicians in the high profile all-star concert The Last Waltz. The release of Martin Scorsese's movie of the concert was delayed while Scorsese unwillingly re-edited it to deemphasize the lump of cocaine that was clearly visible hanging from Young's nose during his performance of "Helpless." Young later said, "I'm not proud of that," according to one of his biographers.


          American Stars 'N Bars (1977) contained two songs originally recorded for Homegrown album, "Homegrown" and "Star of Bethelehem," as well as newer material. Performers included Linda Ronstadt, Emmylou Harris and Young protg Nicolette Larson along with Crazy Horse. Also in 1977, Young released Decade: a personally selected career summary of material spanning every aspect of his various interests and affiliations, including a handful of unreleased songs. Comes a Time (1978) also featured Nicolette Larson and Crazy Horse and became Young's most commercially accessible album in quite some time, marked by a return to his folk roots.


          Young next set out on the lengthy "Rust Never Sleeps" tour, in which each concert was divided into a solo acoustic set and an electric set with Crazy Horse. Much of the electric set was later seen as a response to punk rock's burgeoning popularity. "Hey Hey, My My (Into the Black)" compared the changing public perception of Johnny Rotten with that of the recently deceased Elvis Presley, who himself had once been disparaged as a dangerous influence only to later become an icon. Rotten, meanwhile, returned the favour by playing one of Young's records on a London radio show. The accompanying albums Rust Never Sleeps (new material, culled from live recordings, but featuring studio overdubs) and Live Rust (a mixture of old and new, and a genuine concert recording) captured the two sides of the concerts, with solo acoustic songs on side A, and fierce, uptempo, electric songs on side B. A movie version of the concerts, also called Rust Never Sleeps (1979), was directed by Young under the pseudonym Bernard Shakey.


          Young was suddenly hip again, and the readers and critics of Rolling Stone voted him Artist Of The Year for 1979 (along with The Who), selected Rust Never Sleeps as Album Of The Year, and voted him Male Vocalist Of The Year as well.
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          1980s - Experimental years


          The 1980s were a lean time for Young both critically and commercially. After providing the incidental music to a biopic of Hunter S. Thompson entitled Where the Buffalo Roam, he recorded Hawks & Doves (1980), a folk/country record. Re-ac-tor (1981), once again with Crazy Horse, was a faade of distortion and feedback obscuring a relatively weak selection of songs, but his strangest record of the decade came with Trans (1982). Recorded partially with vocoders, synthesizers, and other devices that modified instruments and vocals with electronic effects, it is sometimes considered an experiment related to finding a technology that would become a means to communicate for Youngs son (with his wife Pegi), Ben, who has severe cerebral palsy and cannot speak. Many fans were baffled by the radical forms of this album and rockabilly-styled Everybody's Rockin' (1983), and record company head David Geffen even sued Young for making "unrepresentative" music - i.e. music that did not sound like Neil Young. Young later stated that he would have preferred to release the songs featuring the synclavier and vocoder as an EP, and that their inclusion with the Hawaiian-themed rockabilly was a mistake. Also premiered at this time though little seen was an eclectic full-length comedy film Human Highway starring, co-directed and co-written by Young.


          In 1983, Young worked with British video director Tim Pope, making two videos - "Wonderin'" and "Cry, Cry, Cry."


          In 1985, he reunited with Crosby, Stills and Nash at Live Aid at Philadelphia's John F. Kennedy Stadium. The two songs that they played, "Only Love Can Break Your Heart" and " Daylight Again/Find The Cost of Freedom," were the first songs they had played as a quartet in front of a paying audience since 1974.


          Old Ways (1985) saw a return to country music, recorded with a group of friends and session musicians. Landing on Water (1986) is entertaining for the blending of synthesizers and other instruments related to the 80's into Youngs own style, with lyrics that take pot shots at some favourite targets, including CSN in "Hippie Dream," with a chorus that goes: "But the wooden ships/Were just a hippie dream," and David Geffen in "Drifter," with the line: "Dont try to tell me what I gotta do to fit." The resumption of his partnership with Crazy Horse on Life (1987) fulfilled his contract with Geffen, and Young was finally able to switch labels.


          Signing with Warner Brothers (which distributed Geffen at the time) and returning to Reprise Records, Young produced This Note's For You (1988) with a new band, The Bluenotes, whose name rights were owned by musician Harold Melvin. Neil named his band after a cafe called the Blue Note on Main Street in Winnipeg Manitoba, where he had played. The addition of a brass section provided a new jazzier sound and the title track became his first hit single of the decade. Accompanied by a witty video which parodied corporate rock, the pretensions of advertising and Michael Jackson in particular, the song was initially banned by MTV (although the Canadian music channel, MuchMusic ran it immediately) before being put into heavy rotation and finally given the MTV Video Music Award for Best Video of the Year for 1989. After Melvin sued over the use of the Bluenotes name, Young renamed his back-up group "Ten Men Workin'" for the balance of the concert tour.


          Young also contributed to that year's CSNY reunion American Dream (1988) and CSNY played a few benefit concerts. Young, however, refused to book a full tour with CSN and the foursome would not embark upon a nationwide tour until 2000.


          [bookmark: 1990s_-_Return_to_country-rock_roots]


          1990s - Return to country-rock roots


          Freedom was a mixture of acoustic and electric rock dealing with the state of the U.S. and the world in 1989, alongside a set of love songs and a version of the standard "On Broadway." " Rockin' in the Free World", two versions of which bookended the album, again caught the mood. Some say it became a de facto anthem during the fall of the Berlin Wall, a few months after the record's release. However, most Germans don't remember the song being related to the reunification, understandably so, since the lyrics are not about political repression. Like Bruce Springsteen's " Born in the U.S.A.", the anthemic use of this song was based on largely ignoring the verses, which evoke social problems and implicitly criticize American government policies. In the summer of 1989, record executive Terry Tolkin conceived and produced a tribute album to Young's songs called "The Bridge: A Tribute To Neil Young," released on his No.6 Records label. It featured cover versions of 15 of Young's songs by the cream of the up and coming Alternative Music and Grunge music bands including Sonic Youth, Nick Cave, Soul Asylum, dinosaur jr,and The Pixies. By 1990, grunge music was beginning to make its first inroads in the charts and many of its prime movers, including Nirvana's Kurt Cobain and Pearl Jam's Eddie Vedder, cited Young as a major influence.


          Using a barn on his Northern California ranch as a studio, he rapidly recorded Ragged Glory with Crazy Horse, whose guitar riffs and feedback driven sound showed his new admirers that he could still cut it. Young then headed back out on the road with LA punk band Social Distortion and alternative rock elder statesmen Sonic Youth as support, much to the consternation of many of his old fans. Yet the influence of Sonic Youth could be clearly heard on the accompanying home video and live album, Weld, which also included a bonus CD entitled Arc, a single 35-minute-long collage of feedback and guitar noise that Neil included, evidently at the suggestion of Sonic Youth's Thurston Moore. Arc was later sold separately.


          Young's next move was another return to country music. Harvest Moon (1992) was the long awaited sequel to Harvest and reunited him with some of the musicians from that session, as well as singers Linda Ronstadt and James Taylor. The title track was a minor hit and the record was reviewed and sold equally well, containing songs such as "From Hank to Hendrix" and "Unknown Legend", a tribute to his wife. His resurgent popularity saw him booked on MTV Unplugged in 1993. In 1992 he accompanied fellow Winnipegger Randy Bachman on "Prairie Town," a song that recounts their days in the Winnipeg music scene of the 1960s. That year, he contributed music to the soundtrack of the Jonathan Demme movie Philadelphia, and his song "Philadelphia" was nominated for the Academy Award for Best Song, losing out to Bruce Springsteen's contribution to the same film. A summer tour covering both Europe and North America with Booker T. and the MGs (with whom he played two songs at a 1992 Bob Dylan tribute concert at Madison Square Garden) was widely praised as a triumph. On a few of these dates, the show ended with a rendition of "Rockin' in the Free World" played with Pearl Jam.


          Young was back with Crazy Horse for 1994's Sleeps with Angels, a much darker record. The title track told the story of Kurt Cobain's death; Young had reportedly made repeated attempts to contact Cobain prior to this event. Cobain had quoted Young's "It's better to burn out than fade away" (a line from " My My, Hey Hey (Out of the Blue)") in his alleged suicide note, causing Young to emphasize the line "'cause once you're gone you can't come back" in live performances at the time. Other songs dealt with drive-by shootings ("Driveby"), environmentalism ("Piece of Crap") and Young's own vision of America (the archetypal car metaphor of "Trans Am"). Young was inspired to make the record after viewing Cobain's performance on MTV Unplugged. Still admired by the prime movers of grunge, Young eventually performed with Pearl Jam at the MTV Music Awards during what was described as the highlight of a lackluster show. Their collaboration led to a joint tour, with the band and producer Brendan O'Brien backing Young. The accompanying album, Mirror Ball (1995), recorded as live in the studio captured their loose rock sound, and featured the standout track "I'm the Ocean". The year of 1995 also featured Young's entry into the Rock and Roll Hall of Fame.


          After composing an abstract, distorted feedback-led guitar instrumental soundtrack to Jim Jarmusch's acid western film Dead Man Young recorded a series of loose jams with Crazy Horse that eventually appeared as the critically denigrated Broken Arrow. The return to Crazy Horse was prompted by the death of mentor, friend, and longtime producer David Briggs in late 1995. The subsequent tours of Europe and North America in 1996 resulted in both a live album and a tour documentary directed by Jim Jarmusch. Both releases took the name Year of the Horse.


          In 1997, Young participated in the H.O.R.D.E. Festival's sixth annual tour.


          In 1998, Young shared the stage with the rock band Phish at the annual Farm Aid concert, and later offered them an opportunity to headline both nights of the Bridge School Benefit concert. Phish passed on Young's offer and also declined Young's later invitation to be his backing band on a 1999 tour.


          The decade ended with Looking Forward, another reunion with Crosby, Stills and Nash. The subsequent tour of the United States and Canada with the reformed super quartet was a huge success and brought in earnings of $42.1 million, making it the eighth largest grossing tour of 2000.


          Young's next album, Silver & Gold (2000), contained a number of understated songs with personal lyrics, which was promoted through a mini-tour of solo acoustic shows. This style was continued in Are You Passionate? (2002), an album of love songs dedicated to his wife, Pegi.


          


          In the aftermath of 9/11


          Young's 2001 single " Let's Roll", was a tribute to the victims of the September 11 terrorist attacks, and the passengers and crew on Flight 93 in particular. At the " America: A Tribute to Heroes" concert he performed a cover version of John Lennon's " Imagine". In 2002, Q magazine named Neil Young in their list of the "50 Bands To See Before You Die."


          Young hauled out his concept album Greendale in 2003 -- about an extended family in a small town called Greendale, and how they are torn apart by a murder. Greendale was recorded with Crazy Horse members Billy Talbot and Ralph Molina. This tale of the Green family also resulted in a movie called Greendale, written and directed by Young (again using his "Bernard Shakey" pseudonym) and starring a few of his friends, who act out and lip sync the songs from the album. The film was indeed thoroughly experimental, from Young's rambling on-stage between-song narratives, to his reading apparent transcriptions of these ramblings in the liner notes. "When I was writing this I had no idea what I was doing, so I was just as surprised as you are," Young said later. Young toured extensively with the Greendale material throughout 2003 and 2004, first with a solo, acoustic version in Europe, then with a full-cast stage show in North America, Japan, and Australia. While audience reaction was sometimes mixed (drunken requests for "Southern Man" being an aesthetic impediment at most Young performances), the live stage version of Greendale was for many critics the most satisfying incarnation of the material, and bootlegs of the shows have been widely traded. The second half of each concert consisted of high-decibel renditions of Young classics such as "Hey Hey, My My," "Cinnamon Girl," "Powderfinger," and Rockin' in the Free World, as well as rarities such as "The Losing End," "The Old Country Waltz," and "Danger Bird."


          Young spent the latter portion of 2004 giving a series of intimate acoustic concerts in various cities with his wife, Pegi, who is a trained vocalist.


          


          Recent events


          


          On March 31, 2005, Young was admitted to a hospital in New York for treatment for a brain aneurysm. He was treated successfully by a minimally invasive neuroradiological procedure. Prior to undergoing the procedure, he wrote the first eight songs of a new album, Prairie Wind, in Nashville, with session musicians that included regular Young sideman Ben Keith on lap and pedal steel guitars. The last two songs on the album were written after his aneurysm procedure. Many of the songs, such as "Fallin' Off the Face of the Earth," seem to be inspired by Young's brush with mortality, the recent death of his father (who suffered senile dementia), as well as a connection with his Manitoba roots. Two days after the procedure, Young was forced to cancel a scheduled appearance on the Juno Awards telecast in Winnipeg when the area where the surgeons did his procedure (via the femoral artery) suddenly began to bleed. Young finally was able to return to Winnipeg in 2006 with Crosby, Stills and Nash.


          He next performed on July 2, 2005, at the close of the Live 8 concert in Barrie, Ontario. He presented a new song, a soft hymn called "When God Made Me," and ended with " Rockin' in the Free World". He began his set with a cover of the Canadian folk classic " Four Strong Winds" by Ian & Sylvia Tyson. (He had recorded this song on his Comes a Time album)


          On September 28, 2005, Prairie Wind was released as a regular CD, a special limited-edition CD and DVD package, and on vinyl. In an interview given to Time magazine, Young revealed that he had planned to keep the news of his aneurysm private until he had the bleeding scare, after which he decided to make news of his condition public.


          In 2006, Neil Young: Heart of Gold, a film made by Jonathan Demme, premiered at the Sundance Film Festival. Filmed over two nights at the Ryman Auditorium in Nashville, Tennessee during the premiere of Prairie Wind, it includes both new and old songs as well as behind-the scenes-commentary by Young, his wife Pegi and others.


          In April 2006, Young confirmed on his website that he was going to release an album full of protest songs, titled Living with War, one of whose songs is titled " Let's Impeach the President." Recorded using his famous Les Paul electric guitar, " Old Black," along with Chad Cromwell (drums), Rick Rosas (bass), and Tommy Brea (trumpet), it was intended to be a stinging rebuke of President George W. Bush and the War in Iraq. The album was recorded in a two week period in April, and was then made available over the internet from 28 April 2006 before being released as a CD on 5 May. Living with War was Young's most talked about release for years, creating heated political debate and a return to form with perhaps his most critically-acclaimed album since the early 1990s "Godfather of Grunge" era when he was hailed as major influences on grunge pioneers Pearl Jam and seminal indie band Sonic Youth among others.
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          In April 2006, it was announced that Crosby, Stills, Nash & Young would embark on their "Freedom Of Speech Tour '06" with Chad Cromwell and Rick Rosas making up the rhythm section. The tour would see them play dates all across North America. The entire Living with War album was performed on the tour, in addition to other CSN and Neil Young classics such as " Ohio" and " Rockin' in the Free World."


          In September 2006, the first release from his long awaited Archives project was announced. Live at the Fillmore East features a live set with Crazy Horse including Danny Whitten from 1970. Young had stated in interviews that the release would be followed by a much larger box set of recordings from his early career.


          In October 2006, it was announced that a rough-mix version of Living with War, titled Living with War - Raw, would be made available for digital download on November 7. It was also announced that a CD/DVD set of this early version of the album would be released on December 19. The DVD includes videos directed by Young of every song on the album, and contain footage of the Iraq War, demonstrations in the US, and Al Gore's An Inconvenient Truth. However, when the CD was released, it was titled Living with War: In the Beginning.


          It was announced January 16, 2007 that the next release in the Archives Performance Series project would be from January 19, 1971 where Neil performed at Toronto's Massey Hall. The new release, titled Live at Massey Hall 1971 was released March 13.


          The first installment of Young's oft-delayed box set The Archives Vol.01 1963-1972 was officially announced with a trailer and website The box set will feature 8 CDs and 2 DVDs comprising unreleased studio and live recordings, film footage, photographs and personal letters. Also accompanying the release is a 150-page book.


          It was announced in August 2007 that Neil Young's Greendale will be made into a graphic novel. A release date has yet to be confirmed.


          On August 15, 2007, Young played a new album for 100 people at Reprise Records entitled Chrome Dreams II. ( Chrome Dreams was an album he scrapped in 1977, and the name of two different bootlegs.) The new album includes two long songs that time in at 18:13 ("Ordinary People") and 14:31 ("No Hidden Path"), respectively. The album consists of three songs written previously and seven new songs, all by Young. The album was released on October 23, 2007, timed to coincide with a seven-week tour that had kicked off in Boise, Idaho, ten days earlier. The album and tour is cited as one of the reasons for the delay of Archives Vol. 1, which is scheduled for release on February 14, 2008, according to Rolling Stone magazine.


          Young currently lives on a 1500-acre (6 km) ranch in La Honda, California, called Broken Arrow. He also owns property in Fort Lauderdale, Florida, and on the islands of Hawaii.


          


          Influence, importance and inspiration


          Neil Young has undeniably been an important artist in the history of American popular music and remains a distinct influence upon other recording artists. Lynyrd Skynyrds  Sweet Home Alabama was written in response to two of Neil Youngs songs, Southern Man and Alabama. Ohio which Young recorded with Crosby, Stills, Nash and Young, was a recollection of the tragic events that transpired at Kent State University in May, 1970. Young's willingness to be politically outspoken and socially conscious allowed him to influence such important artists such as Phish, Pearl Jam and Nirvana. Neil Young is referred to as the Godfather of Grunge because of the influence he had on Kurt Cobain and Eddie Vedder and the entire grunge movement. Kurt Cobain quoted Neil Young in his suicide note, using the line Its better to burn out, than to fade away from Youngs song "Hey Hey, My My". Because of this, Young decided not to play the song live anymore. Eddie Vedder, of Pearl Jam, inducted Neil Young into the Rock and Roll Hall of Fame in 1995, citing him as a huge influence. He has also been a big influence on experimental rock acts like Sonic Youth and Radiohead. Youngs influence, importance and inspiration within the music scene derive in part from his longevity, a career spanning more than four decades. His first album was released in 1966 and his latest in 2007.


          The Australian rock group Powderfinger attribute their group name to their love of Young.


          


          Achievements


          Young was inducted into the Canadian Music Hall of Fame in 1982. He has been inducted into the Rock and Roll Hall of Fame twice: first in 1995 for his solo work, with an induction speech given by Eddie Vedder, and again in 1997 as a member of Buffalo Springfield.


          He has also directed four movies under his pseudonym Bernard Shakey, and released them through his own Shakey Pictures imprint: Journey Through the Past (1973), Rust Never Sleeps (1979) Human Highway (1982) (starring new wave band Devo), and Greendale (2003). The bonus DVDs included in both versions of Greendale and in Prairie Wind are also directed by Young under the Bernard Shakey alias, and all of Young's home video and DVD releases have been co-released under the Shakey Pictures imprint.


          As one of the founders of Farm Aid, he remains on their board of directors. For one weekend each October, in Mountain View, California, he and his wife host the Bridge School Concerts, which have been drawing international talent and sell-out crowds for nearly two decades with some of the biggest names in rock having performed at the event including Bruce Springsteen, David Bowie, The Who, Trent Reznor of Nine Inch Nails, Pearl Jam, Sonic Youth and Sir Paul McCartney. The concerts are a benefit for the Bridge School, which develops and uses advanced technologies to aid in the instruction of children with disabilities. Young's involvement stems at least partially from the fact that both of his sons have cerebral palsy and his daughter, like Young himself, has epilepsy.


          Young was nominated for an Oscar in 1994 for his song "Philadelphia" from the film Philadelphia (Bruce Springsteen ended up winning the award for his song " Streets of Philadelphia" from the same film). In his acceptance speech, Springsteen said that "the award really deserved to be shared by the other nominee's song." That same night, Tom Hanks accepted the Oscar for Best Actor and gave credit for his inspiration to the song "Philadelphia".


          He is part owner of Lionel, LLC, a company that makes toy trains and railroads. Young is also an inventor, and has been named as co-inventor of seven U.S. Patents related to model trains: Nos. 7,264,208; 7,211,976; 6,765,356; 5,749,547; 5,555,815; 5,441,223; and 5,251,856.


          Young has twice received honorary doctorates. First in 1992, an Honorary Doctorate of Music from Lakehead University in Thunder Bay, Ontario and secondly in 2006, an Honorary Doctorate of Humane Letters from San Francisco State University. The latter honour was shared with his wife Pegi for their creation of the Bridge School.


          In a "100 Greatest Guitarists of All Time" list in the June 1996 issue of Mojo magazine, Young was ranked number 9.


          In 2000, Young was inducted into Canada's Walk of Fame. He ranked #39 on VH1's 100 Greatest Artist of Hard Rock that same year.


          In 2001, Young was awarded the Spirit of Liberty award from the civil liberties group People for the American Way.


          In 2004, Rolling Stone Magazine ranked Neil Young #34 on their list of the 100 Greatest Artists of All Time.


          In a "Greatest Living Songwriters" list in 2006 by Paste Magazine Young was ranked number 2 behind Bob Dylan.


          


          Instruments


          Neil Young is a collector of second-hand guitars, but in recording and performing, he frequently uses just a few instruments. As explained by his longtime guitar technician Larry Cragg in the film Neil Young: Heart of Gold, they include:


          
            	1953 Gibson Les Paul GoldtopNicknamed " Old Black", this is Young's primary electric guitar and is featured on Rust Never Sleeps and most other albums. Old Black got its name from a purely amateur paintjob applied to the originally-gold body of the instrument, sometime before Neil acquired the guitar in the late 1960s. In 1972, a mini- humbucker pickup from a Gibson Firebird guitar was installed into the lead/treble position, replacing a P-90 as standard on Les Paul guitars from that era. This pickup, severely microphonic, is considered a crucial component of Neil's sound. A Bigsby vibrato unit was installed as early as 1969 on the guitar, and can be heard clearly during the opening of "Cowgirl in the Sand" from Everybody Knows This Is Nowhere. This guitar also features a mini-switch that is used to send the signal from the mini-humbucker direct to the amp, without going through the volume or tone controls. A Les Paul Gold Top of the same year as Old Black was assembled by Neil's guitar tech, using same style Firebird pick up in the guitar as well as the same model Bigsby Vib; but, according to Young, was just not the same as the original.


            	Martin D-45His primary steel-string acoustic guitar; used to write "Old Man" and many other hit songs.


            	Martin D-28Nicknamed "Hank" after its previous owner, Hank Williams. The guitar came into Young's possession after Hank Williams, Jr. had traded it to another owner for some shotguns and it went through a succession of other owners until it was located by Young's longtime friend Grant Boatwright. The guitar was purchased by Young from Tut Taylor. Young has toured with it for over 30 years. A story about the guitar and inspired song known as "This Old Guitar" can be seen about 50 minutes into the film Neil Young: Heart of Gold. It is Young's primary guitar for the album, Prairie Wind.


            	Neil Young can be seen playing a Vagabond Travel Guitar as he sings "Let's Impeach the President" on The Colbert Report on Comedy Central.


            	1927 Gibson MastertoneA six-string banjo, tuned like a guitar. It has been used on many recordings and was played by James Taylor on "Old Man".


            	Various vintage Fender Deluxe amplifiers Young's preferred amplifier for electric guitar is the diminutive Fender Deluxe, specifically a Tweed-era model from 1959. Neil purchased his first vintage Deluxe in 1967 for $50 from the drummer of Crazy Horse, Ralph Molina, and has since acquired nearly 450 different examples, all from the same era, but he maintains that it's the original model that sounds superior, and is a crucial component to his trademark sound. A notable and unique accessory to Young's Deluxe is the Whizzer, a device created specifically for Young, which physically changes the amplifier's settings to pre-set combinations. It has gone through many incarnations, and now includes effects pedals hardwired into its circuitry.


            	Gretsch 6120 (Chet Atkins)Before Young bought Old Black, this was his primary electric guitar used during his Buffalo Springfield days.


            	Gretsch White Falcon  Late '50s hollow body that Young purchased near the end of the Buffalo Springfield era; in 1969 Young acquired a stereo version of the same vintage guitar from Stills, and this instrument is featured prominently during Young's early '70s period, and can be heard on tracks like "Ohio," "Southern Man," "Alabama," "L.A.," others. It is Neil's primary electric guitar during the Harvest era.

          


          In a large garage underneath his Woodside ranch, Young also maintains a large private collection of classic Detroit-made American cars.


          


          Popular culture


          
            	Two of the domesticated buffalo used in the production of the film Dances with Wolves were borrowed from Neil Young.


            	An edited version of Young's song "Rockin' in the Free World" plays in the ending credits of the Michael Moore documentary Fahrenheit 9/11.


            	In a sketch of Saturday Night Live, guest host Kevin Spacey portrayed Young with his upcoming fictional album entitled "I Do Not Agree with Many of this Administration's Policies". Featured songs included: "George W. Liar", "I'm Just Going to Go Ahead and Say It, I Don't Think Iraq is Going Well", "Donald Rumsfeld is a Straight-Up Murderer", and "Dick Cheney is Overweight".


            	In the Futurama episode, " Bendin' in the Wind", when Beck and his entourage chase after Bender they get on to Beck's tour bus. As Beck's bus pulls away Neil Young's head is in a jar looking out the window. Behind Young is the head of his Los Angeles scene peer and fellow Canadian Joni Mitchell.


            	In his song ' Williamsburg Will Oldham Horror', Anti-folk singer Jeffrey Lewis describes Neil Young as a standard of songwriter that both he and Will Oldham can only fail to reach - a reason for him to abandon his hopes of being a famous artist.


            	The film Canadian Bacon includes the line "Canadians are always trying to figure out a lot of ways to ruin our lives. The metric system, for the love of God! Celsius! Neil Young!"


            	In the Canadian Television Series What It's Like Being Alone, Princess Lucy mistakes a guy with a guitar for Neil Young.


            	In the Gilmore Girls episode, " Presenting Lorelai Gilmore", Dean and Rory watch a tape of Neil Young's Rock and Roll Hall of Fame induction and Rory points out that Neil Young is wearing a tux, but Dean says "Neil Young looks cool because he's Neil Young, not because he's wearing a tux." Later on Christopher makes the same point.

          


          


          Discography


          


          Biographies


          
            	Don't Be Denied: the Canadian Years, John Einarson, published by Quarry Press in 1992, ISBN 1-55082-044-3


            	Neil Young, the Rolling Stones Files: the Ultimate Compendium of Interviews, Articles, Facts, and Opinions from the Files of Rolling Stone, published by Rolling Stone Press in 1994, ISBN 0-7868-8043-0


            	A Dreamer of Pictures, David Downing, published by Bloomsbury in 1994, ISBN 0-7475-1881-5


            	Neil and Me, Scott Young, published by McClelland and Stewart in 1997, ISBN 0-7710-9099-4


            	Neil Young: Zero to Sixty: A Critical Biography, Johnny Rogan, published by Omnibus Press in 2000, ISBN 0-9529540-4-4


            	Neil Young: reflections in broken glass, Sylvie Simmons, published by MOJO Books in 2001, ISBN 1-84195-084-X


            	Shakey: Neil Young's Biography, Jimmy McDonough, published by Random House in 2002, ISBN 0-679-42772-4
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          Nelson Rolihlahla Mandela (IPA: [xolɬaɬa mandːla]; born 18 July 1918) is a former President of South Africa, the first to be elected in fully representative democratic elections. Before his presidency, Mandela was an anti-apartheid activist and leader of the African National Congress and its armed wing Umkhonto we Sizwe. He spent 27years in prison, much of it on Robben Island, on convictions for crimes that included sabotage committed while he spearheaded the struggle against apartheid.


          Among opponents of apartheid in South Africa and internationally, he became a symbol of freedom and equality, while the apartheid government and nations sympathetic to it condemned him and the ANC as communists and terrorists.


          Following his release from prison on 11 February 1990, his switch to a policy of reconciliation and negotiation helped lead the transition to multi-racial democracy in South Africa. Since the end of apartheid, he has been widely praised, even by former opponents.


          Mandela has received more than one hundred awards over four decades, most notably the Nobel Peace Prize in 1993. He is currently a celebrated elder statesman who continues to voice his opinion on topical issues. In South Africa he is often known as Madiba, an honorary title adopted by elders of Mandela's clan. The title has come to be synonymous with Nelson Mandela.


          Mandela has frequently credited Mahatma Gandhi for being a major source of inspiration in his life, both for the philosophy of non-violence and for facing adversity with dignity.


          


          Early life


          


          Birth and lineage


          


          Mandela belongs to a cadet branch of the Thembu dynasty which (nominally) reigns in the Transkeian Territories of the Union of South Africa's Cape Province. He was born in the small village of Mvezo in the district of Umtata, the Transkei capital. His great-grandfather was Ngubengcuka (died 1832), the Inkosi Enkhulu or King of the Thembu people, who were eventually subjected to British colonial rule. One of the king's sons, named Mandela, became Nelson's grandfather and the source of his surname. However, being only the Inkosi's child by a wife of the Ixhiba clan (the so-called "Left-Hand House"), the descendants of his branch of the royal family were not eligible to succeed to the Thembu throne. His father, Gadla Henry Mphakanyiswa (18801928), was nonetheless designated chief of the town of Mvezo. Upon alienating the colonial authorities, however, he was deprived of his position, and moved his family to Qunu. Gadla remained, however, a member of the Inkosi's Privy Council, and was instrumental in the ascension to the Thembu throne of Jongintaba Dalindyebo, who would later return this favour by informally adopting Mandela upon Gadla's death. Mandela's father had four wives, with whom he fathered a total of thirteen children (four boys and nine girls). Mandela was born to Gadla's third wife ('third' by a complex royal ranking system), Nosekeni Fanny, daughter of Nkedama of the Mpemvu Xhosa clan, the dynastic Right Hand House, in whose umzi or homestead Mandela spent much of his childhood. His given name Rolihlahla means "to pull a branch of a tree", or more colloquially, "troublemaker".


          


          Education


          At seven years of age, Rolihlahla Mandela became the first member of his family to attend a school, where he was given the name "Nelson", after the Admiral Horatio Nelson of the Royal Navy, by a Methodist teacher who found his native name difficult to pronounce.


          His father died of tuberculosis when Rolihlahla was nine, and the Regent, Jongintaba, became his guardian. Mandela attended a Wesleyan mission school next door to the palace of the Regent. Following Thembu custom, he was initiated at age sixteen, and attended Clarkebury Boarding Institute. He completed his Junior Certificate in two years, instead of the usual three. Destined to inherit his father's position as a privy councillor, in 1937 Mandela moved to Healdtown, the Wesleyan college in Fort Beaufort which most Thembu royalty attended. Aged nineteen, he took an interest in boxing and running.


          After matriculating, he started to study for a B.A. at the Fort Hare University, where he met Oliver Tambo, and the two became lifelong friends and colleagues. He also became close friends with his kinsman, Kaiser ("K.D.") Matanzima who, however, as royal scion of the Thembu Right Hand House, was destined for the throne of Transkei, a role that later led him to embrace Bantustan policies which made him and Mandela political enemies. At the end of Nelson's first year, he became involved in a boycott by the Students' Representative Council against the university policies, and was asked to leave Fort Hare.


          Later, while imprisoned, Mandela studied for a Bachelor of Laws from the University of London External Programme (see below).


          


          Move to Johannesburg


          Shortly after leaving Fort Hare, Jongintaba announced to Mandela and Justice (the Regent's own son and heir to the throne) that he had arranged marriages for both of them. Both young men were displeased by this and rather than marry, they elected to flee the comforts of the Regent's estate to go to Johannesburg. Upon his arrival, Mandela initially found employment as a guard at a mine. However, this was quickly terminated after the employer learned that Mandela was the Regent's runaway adopted son. He later started work as an articled clerk at a law firm thanks to connections with his friend and mentor, realtor Walter Sisulu. While working there, he completed his B.A. degree at the University of South Africa via correspondence, after which he started with his law studies at the University of Witwatersrand, where he first befriended fellow students and future anti-apartheid political activists Joe Slovo, Harry Schwarz and Ruth First. During this time Mandela lived in Alexandra township, north of Johannesburg.


          


          Political activity


          After the 1948 election victory of the Afrikaner-dominated National Party with its apartheid policy of racial segregation, Mandela was prominent in the ANC's 1952 Defiance Campaign and the 1955 Congress of the People, whose adoption of the Freedom Charter provided the fundamental program of the anti-apartheid cause. During this time, Mandela and fellow lawyer Oliver Tambo operated the law firm of Mandela and Tambo, providing free or low-cost legal counsel to many blacks who would otherwise have been without representation.


          Mandela's approach was influenced by Mahatma Gandhi, who inspired him and succeeding generations of South African anti-apartheid activists. Indeed, Mandela took part in the 29 January  30 January 2007 conference in New Delhi which marked the 100th anniversary of Gandhi's introduction of satyagraha in South Africa.


          Initially committed to non-violent mass struggle, Mandela was arrested with 150 others on 5 December 1956 and charged with treason. The marathon Treason Trial of 195661 followed, and all were acquitted. From 195259 the ANC experienced disruption as a new class of Black activists (Africanists) emerged in the townships demanding more drastic steps against the National Party regime. The ANC leadership of Albert Luthuli, Oliver Tambo and Walter Sisulu felt not only that events were moving too fast, but also that their leadership was challenged. They consequently bolstered their position by alliances with small White, Coloured and Indian political parties in an attempt to appear to have a wider appeal than the Africanists. The 1955 Freedom Charter Kliptown Conference was ridiculed by the Africanists for allowing the 100,000-strong ANC to be relegated to a single vote in a Congress alliance, in which four secretaries-general of the five participating parties were members of the secretly reconstituted South African Communist Party (SACP), strongly adhering to the Moscow line.


          In 1959 the ANC lost its most militant support when most of the Africanists, with financial support from Ghana and significant political support from the Transvaal-based Basotho, broke away to form the Pan Africanist Congress (PAC) under Robert Sobukwe and Potlako Leballo.


          


          Guerrilla activities


          In 1961, Mandela became the leader of the ANC's armed wing, Umkhonto we Sizwe (translated as Spear of the Nation, also abbreviated as MK), which he co-founded. He coordinated a sabotage campaign against military and government targets, and made plans for a possible guerrilla war if sabotage failed to end apartheid. Mandela also raised funds for MK abroad, and arranged for paramilitary training, visiting various African governments.


          Fellow ANC member Wolfie Kadesh describes the bombing campaign led by Mandela: "When we knew that we going to start on December 16, 1961, to blast the symbolic places of apartheid, like pass offices, native magistrates courts, and things like that ... post offices and ... the government offices. But we were to do it in such a way that nobody would be hurt, nobody would get killed." Mandela said of Wolfie: "His knowledge of warfare and his first hand battle experience were extremely helpful to me."


          Mandela explains the move to embark on armed struggle as a last resort, when increasing repression and violence from the state convinced him that many years of non-violent protest against apartheid had achieved nothing and could not succeed.


          A few decades later, MK did wage a guerrilla war against the regime, especially during the 1980s, in which many civilians were killed. Mandela later admitted that the ANC, in its struggle against apartheid, also violated human rights, and has sharply criticised attempts by parts of his party to remove statements supporting this fact from the reports of the Truth and Reconciliation Commission.


          Up until July 2008, Mandela and ANC party members were barred from entering the United States except the United Nations headquarters in Manhattan without a special waiver from the US Secretary of State, due to their designation as terrorists by the former South African apartheid regime.


          


          Arrest and Rivonia trial


          On 5 August 1962 Mandela was arrested after living on the run for seventeen months, and was imprisoned in the Johannesburg Fort. The arrest was made possible because the U.S. Central Intelligence Agency (CIA) tipped off the security police as to Mandela's whereabouts and disguise. Three days later, the charges of leading workers to strike in 1961 and leaving the country illegally were read to him during a court appearance. On 25 October 1962, Mandela was sentenced to five years in prison. Two years later on 11 June 1964, a verdict had been reached concerning his previous engagement in the African National Congress (ANC).


          While Mandela was imprisoned, police arrested prominent ANC leaders on 11 July 1963, at Liliesleaf Farm, Rivonia, north of Johannesburg. Mandela was brought in, and at the Rivonia Trial, they were charged by the chief prosecutor Dr. Percy Yutar with the capital crimes of sabotage (which Mandela admitted) and crimes which were equivalent to treason, but easier for the government to prove. The second charge accused the defendants of plotting a foreign invasion of South Africa, which Mandela denied.


          In his statement from the dock at the opening of the defence case in the trial on 20 April 1964 at Pretoria Supreme Court, Mandela laid out the clarity of reasoning in the ANC's choice to use violence as a tactic. His statement revealed how the ANC had used peaceful means to resist apartheid for years until the Sharpeville Massacre. That event coupled with the referendum establishing the Republic of South Africa and the declaration of a state of emergency along with the banning of the ANC made it clear that their only choice was to resist through acts of sabotage. Doing otherwise would have been tantamount to unconditional surrender. Mandela went on to explain how they developed the Manifesto of Umkhonto we Sizwe on 16 December 1961 intent on exposing the failure of the National Party's policies after the economy would be threatened by foreigners' unwillingness to risk investing in the country. He closed his statement with these words:


          
            
              	

              	During my lifetime I have dedicated myself to the struggle of the African people. I have fought against white domination, and I have fought against black domination. I have cherished the ideal of a democratic and free society in which all persons live together in harmony and with equal opportunities. It is an ideal which I hope to live for and to achieve. But if needs be, it is an ideal for which I am prepared to die.

              	
            

          


          Bram Fischer, Vernon Berrange, Harry Schwarz, Joel Joffe, Arthur Chaskalson and George Bizos were part of the defence team that represented the accused. Harold Hanson was brought in at the end of the case to plead mitigation. All except Rusty Bernstein were found guilty, but they escaped the gallows and were sentenced to life imprisonment on 12 June 1964. Charges included involvement in planning armed action, in particular four charges of sabotage, which Mandela admitted to, and a conspiracy to help other countries invade South Africa, which Mandela denied.


          


          Imprisonment
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          Nelson Mandela was imprisoned on Robben Island where he remained for the next eighteen of his twenty-seven years in prison. On the island, he and others performed hard labour in a lime quarry. Prison conditions were very basic. Prisoners were segregated by race, with black prisoners receiving the fewest rations. Political prisoners were kept separate from ordinary criminals and received fewer privileges. Mandela describes how, as a D-group prisoner (the lowest classification) he was allowed one visitor and one letter every six months. Letters, when they came, were often delayed for long periods and made unreadable by the prison censors.


          Whilst in prison Mandela undertook study with the University of London by correspondence through its External Programme and received the degree of Bachelor of Laws. He was subsequently nominated for the position of Chancellor of the University of London in the 1981 election, but lost to Princess Anne.


          In his 1981 memoir Inside BOSS secret agent Gordon Winter describes his involvement in a plot to rescue Mandela from prison in 1969: this plot was infiltrated by Winter on behalf of South African intelligence, who wanted Mandela to escape so they could shoot him during recapture. The plot was foiled by British Intelligence.


          In March 1982 Mandela was transferred from Robben Island to Pollsmoor Prison, along with other senior ANC leaders Walter Sisulu, Andrew Mlangeni, Ahmed Kathrada and Raymond Mhlaba. It was speculated that this was to remove the influence of these senior leaders on the new generation of young black activists imprisoned on Robben Island, the so-called "Mandela University". However, National Party minister Kobie Coetsee says that the move was to enable discreet contact between them and the South African government.


          In February 1985 President P.W. Botha offered Mandela conditional release in return for renouncing armed struggle. Coetzee and other ministers had advised Botha against this, saying that Mandela would never commit his organisation to giving up the armed struggle in exchange for personal freedom. Mandela indeed spurned the offer, releasing a statement via his daughter Zindzi saying "What freedom am I being offered while the organisation of the people remains banned? Only free men can negotiate. A prisoner cannot enter into contracts."


          The first meeting between Mandela and the National Party government came in November 1985 when Kobie Coetsee met Mandela in Volks Hospital in Cape Town where Mandela was being treated for prostate surgery. Over the next four years, a series of tentative meetings took place, laying the groundwork for further contact and future negotiations, but little real progress was made.


          Throughout Mandela's imprisonment, local and international pressure mounted on the South African government to release him, under the resounding slogan Free Nelson Mandela! In 1989, South Africa reached a crossroads when Botha suffered a stroke and was replaced as president by Frederik Willem de Klerk. De Klerk announced Mandela's release in February 1990.


          


          Release


          On 2 February 1990, State President F.W. de Klerk reversed the ban on the ANC and other anti-apartheid organisations, and announced that Mandela would shortly be released from prison. Mandela was released from Victor Verster Prison in Paarl on 11 February 1990. The event was broadcast live all over the world.


          On the day of his release, Mandela made a speech to the nation. He declared his commitment to peace and reconciliation with the country's white minority, but made it clear that the ANC's armed struggle was not yet over:


          
            
              	

              	Our resort to the armed struggle in 1960 with the formation of the military wing of the ANC ( Umkhonto we Sizwe) was a purely defensive action against the violence of apartheid. The factors which necessitated the armed struggle still exist today. We have no option but to continue. We express the hope that a climate conducive to a negotiated settlement would be created soon, so that there may no longer be the need for the armed struggle.

              	
            

          


          He also said his main focus was to bring peace to the black majority and give them the right to vote in both national and local elections.


          


          Negotiations


          Following his release from prison, Mandela returned to the leadership of the ANC and, between 1990 and 1994, led the party in the multi-party negotiations that led to the country's first multi-racial elections.


          In 1991, the ANC held its first national conference in South Africa after its unbanning, electing Mandela as President of the organisation. His old friend and colleague Oliver Tambo, who had led the organisation in exile during Mandela's imprisonment, became National Chairperson.


          Mandela's leadership through the negotiations, as well as his relationship with President F.W. de Klerk, was recognised when they were jointly awarded the Nobel Peace Prize in 1993. However, the relationship was sometimes strained, particularly so in a sharp exchange in 1991 when he furiously referred to De Klerk as the head of "an illegitimate, discredited, minority regime". The talks broke down following the Boipatong massacre in June 1992 when Mandela took the ANC out of the negotiations, accusing De Klerk's government of complicity in the killings. However, talks resumed following the Bisho massacre in September 1992, when the spectre of violent confrontation made it clear that negotiations were the only way forward.


          Following the assassination of senior ANC leader Chris Hani in April 1993, there were renewed fears that the country would erupt in violence. Mandela addressed the nation appealing for calm, in a speech regarded as 'presidential' even though he was not yet president of the country at that time:


          
            
              	

              	Tonight I am reaching out to every single South African, black and white, from the very depths of my being. A white man, full of prejudice and hate, came to our country and committed a deed so foul that our whole nation now teeters on the brink of disaster. A white woman, of Afrikaner origin, risked her life so that we may know, and bring to justice, this assassin. The cold-blooded murder of Chris Hani has sent shock waves throughout the country and the world. ...Now is the time for all South Africans to stand together against those who, from any quarter, wish to destroy what Chris Hani gave his life for  the freedom of all of us.

              	
            

          


          While some riots did follow the assassination, the negotiators were galvanised into action, and soon agreed that democratic elections should take place on 27 April 1994, just over a year after Hani's assassination. 


          Autobiography


          Mandela's autobiography, Long Walk to Freedom, was published in 1994. Mandela had begun work on it secretly while in prison. In that book Mandela did not reveal anything about the alleged complicity of F.W. de Klerk in the violence of the eighties and nineties, or the role of his ex-wife Winnie Mandela in that bloodshed. However, he later co-operated with his friend, journalist Anthony Sampson who discussed those issues in Mandela: The Authorised Biography. Another detail that Mandela omitted was the allegedly fraudulent book, Goodbye Bafana. Its author, Robben Island warder James Gregory, claimed to have been Mandela's confidant in prison and published details of the prisoner's family affairs. Sampson maintained that Mandela had not known Gregory well, but that Gregory censored the letters sent to the future president and thus discovered the details of Mandela's personal life. Sampson also averred that other warders suspected Gregory of spying for the government and that Mandela considered suing Gregory.


          


          Presidency of South Africa


          South Africa's first multi-racial elections in which full enfranchisement was granted were held on 27 April 1994. The ANC won 62% of the votes in the election, and Mandela, as leader of the ANC, was inaugurated on 10 May 1994 as the country's first black President, with the National Party's de Klerk as his first deputy and Thabo Mbeki as the second in the Government of National Unity.


          


          Policy of reconciliation


          As President from May 1994 until June 1999, Mandela presided over the transition from minority rule and apartheid, winning international respect for his advocacy of national and international reconciliation.


          Mandela encouraged black South Africans to get behind the previously hated Springboks (the South African national rugby team) as South Africa hosted the 1995 Rugby World Cup. After the Springboks won an epic final over New Zealand, Mandela, wearing a Springbok shirt, presented the trophy to captain Francois Pienaar, an Afrikaner. This was widely seen as a major step in the reconciliation of white and black South Africans.


          After assuming the presidency, one of Mandela's trademarks was his use of Batik shirts, known as " Madiba shirts", even on formal occasions.


          


          Invasion of Lesotho


          In South Africa's first post-apartheid military operation, Mandela ordered troops into Lesotho in September 1998 to protect the government of Prime Minister Pakalitha Mosisili. This came after a disputed election prompted fierce opposition threatening the unstable government.


          


          Criticism of AIDS response


          Commentators and critics including AIDS activists such as Edwin Cameron have criticised Mandela for his government's ineffectiveness in stemming the AIDS crisis. After his retirement, Mandela admitted that he may have failed his country by not paying more attention to the HIV/AIDS epidemic. He has since taken many opportunities to highlight this South African and international tragedy.


          


          Lockerbie trial


          President Mandela took a particular interest in helping to resolve the long-running dispute between Gaddafi's Libya, on the one hand, and the United States and Britain on the other, over bringing to trial the two Libyans who were indicted in November 1991 and accused of sabotaging Pan Am Flight 103, which crashed at the Scottish town of Lockerbie on 21 December 1988, with the loss of 270 lives. As early as 1992, Mandela informally approached President George Bush with a proposal to have the two indicted Libyans tried in a third country. Bush reacted favourably to the proposal, as did President Mitterrand of France and King Juan Carlos of Spain. In November 1994  six months after his election as president  Mandela formally proposed that South Africa should be the venue for the Pan Am Flight 103 bombing trial.


          However, British Prime Minister, John Major, flatly rejected the idea saying the British government did not have confidence in foreign courts. A further three years elapsed until Mandela's offer was repeated to Major's successor, Tony Blair, when the president visited London in July 1997. Later the same year, at the Commonwealth Heads of Government Meeting (CHOGM) at Edinburgh in October 1997, Mandela warned:


          
            
              No one nation should be complainant, prosecutor and judge.

            


            
              Nelson Mandela
            

          


          


          A compromise solution was then agreed for a trial to be held at Camp Zeist in the Netherlands, governed by Scots law, and President Mandela began negotiations with Colonel Gaddafi for the handover of the two accused ( Megrahi and Fhimah) in April 1999. At the end of their nine-month trial, the verdict was announced on 31 January 2001. Fhimah was acquitted but Megrahi was convicted and sentenced to 27years in a Scottish jail. Megrahi's initial appeal was turned down in March 2002, and former president Mandela went to visit him in Barlinnie prison on 10 June 2002.


          
            
              'Megrahi is all alone', Mandela told a packed press conference in the prison's visitors room. 'He has nobody he can talk to. It is psychological persecution that a man must stay for the length of his long sentence all alone. It would be fair if he were transferred to a Muslim country  and there are Muslim countries which are trusted by the West. It will make it easier for his family to visit him if he is in a place like the kingdom of Morocco, Tunisia or Egypt.'

            

          


          Megrahi was subsequently moved to Greenock jail and is no longer in solitary confinement. On 28 June 2007, the Scottish Criminal Cases Review Commission concluded its three-year review of Megrahi's conviction and, believing that a miscarriage of justice may have occurred, referred the case to the Court of Criminal Appeal for a second appeal.


          


          Marriage and family


          Mandela has been married three times, has fathered six children, has twenty grandchildren, and a growing number of great-grandchildren. His grandson is Chief Mandla Mandela.


          


          First marriage


          Mandela's first marriage was to Evelyn Ntoko Mase who, like Mandela, was also from what later became the Transkei area of South Africa, although they actually met in Johannesburg. The couple had two sons, Madiba Thembekile (Thembi) (born 1946) and Makgatho Lewanika (born 1950), and two daughters, both named Makaziwe (known as Maki; born 1947 and 1953). Their first daughter died aged nine months, and they named their second daughter in her honour.


          The couple broke up in 1957 after 13 years, divorcing under the multiple strains of his constant absences, devotion to revolutionary agitation, and the fact she was a Jehovah's Witness, a religion which requires political neutrality.


          Thembi was killed in a car crash in 1969 at the age of 25, while Mandela was imprisoned on Robben Island. All their children were educated at the Waterford Kamhlaba.


          Evelyn Mase died in 2004.


          


          Second marriage


          Mandela's second wife, Winnie Madikizela-Mandela, also came from the Transkei area, although they, too, met in Johannesburg, where she was the city's first black social worker. They had two daughters, Zenani (Zeni), born 4 February 1958, and Zindziswa (Zindzi), born 1960. Later, Winnie would be deeply torn by family discord which mirrored the country's political strife; while her husband was serving a life sentence on the Robben Island prison, her father became the agriculture minister in the Transkei. The marriage ended in separation (April 1992) and divorce (March 1996), fuelled by political estrangement.


          Mandela still languished in prison when his daughter Zenani was married to Prince Thumbumuzi Dlamini in 1973, elder brother of King Mswati III of Swaziland. As a member by marriage of a reigning foreign dynasty, she was able to visit her father during his South African imprisonment while other family members were denied access. The Dlamini couple live and run a business in Boston. One of their sons, Prince Cedza Dlamini (born 1976), educated in the United States, has followed in his grandfather's footsteps as an international advocate for human rights and humanitarian aid. Thumbumuzi and Mswati's sister, Princess Mantfombi Dlamini, is the chief consort to King Goodwill Zwelithini of KwaZulu-Natal, who "reigns but does not rule" over South Africa's largest ethnic group under the auspices of South Africa's government. One of Queen Mantfombi's sons is expected to eventually succeed Goodwill as monarch of the Zulus, whose Inkatha Party leader, Mangosuthu Buthelezi, was one of the political rivals of Mandela, before and during his presidency.


          


          Third marriage


          Mandela remarried, once again, in 1998 on his 80th birthday, to Graa Machel ne Simbine, widow of Samora Machel, the former Mozambican president and ANC ally who was killed in an air crash 12years earlier. The wedding followed months of international negotiations to set the unprecedented bride-price to be remitted to Machel's clan. Said negotiations were conducted on Mandela's behalf by his traditional sovereign, King Buyelekhaya Zwelibanzi Dalindyebo, born 1964. Ironically, it was this paramount chief's grandfather, the Regent Jongintaba, whose selection of a bride for him prompted Mandela to flee to Johannesburg as a young man.


          Mandela still maintains a home at Qunu in the realm of his royal nephew (second cousin thrice-removed in Western reckoning), whose university expenses he defrayed and whose privy councillor he remains.


          


          Retirement


          Mandela became the oldest elected President of South Africa when he took office at the age of 77 in 1994. He decided not to stand for a second term as President, and instead retired in 1999, to be succeeded by Thabo Mbeki.


          


          Health


          In July 2001 Mandela was diagnosed and treated for prostate cancer. He was treated with a seven-week course of radiation. In June 2004, at age 85, Mandela announced that he would be retiring from public life. His health had been declining, and he wanted to enjoy more time with his family. Mandela said that he did not intend to hide away totally from the public, but wanted to be in a position "of calling you to ask whether I would be welcome, rather than being called upon to do things and participate in events. My appeal therefore is: Don't call me, I will call you." Since 2003, he has appeared in public less often and has been less vocal on topical issues. He is white-haired and walks slowly with the support of a stick.


          In 2003 Mandela's death was incorrectly announced by CNN when his pre-written obituary (along with those of several other famous figures) was inadvertently published on CNN's web site due to a fault in password protection. In 2007 a fringe right-wing group distributed hoax email and SMS messages claiming that the authorities had covered up Mandela's death and that white South Africans would be massacred after his funeral. Mandela was on holiday in Mozambique at the time.


          Mandela's 90th birthday was marked across the country on 18 July 2008, with the main celebrations held at his home town of Qunu. A concert in his honour was also held in Hyde Park, London. In a speech to mark his birthday, Mandela called for the rich people to help poor people across the world.


          


          Public activities


          After his retirement as President, Mandela went on to become an advocate for a variety of social and human rights organisations. He has expressed his support for the international Make Poverty History movement of which the ONE Campaign is a part.


          Mandela appeared in a televised advertisement for the 2006 Winter Olympics, and was quoted for the International Olympic Committee's Celebrate Humanity campaign:


          
            
              For seventeen days, they are roommates. For seventeen days, they are soulmates. And for twenty-two seconds, they are competitors. Seventeen days as equals. Twenty-two seconds as adversaries. What a wonderful world that would be. That's the hope I see in the Olympic Games.

            

          


          The Nelson Mandela Invitational charity golf tournament, hosted by Gary Player, has raised over twenty million rands for children's charities since its inception in 2000. This annual special event has become South Africa's most successful charitable sports gathering and benefits both the Nelson Mandela Children's Fund and Gary Player Foundation equally for various children's causes around the world.


          


          The Elders


          On 18 July 2007, Nelson Mandela, Graa Machel, and Desmond Tutu convened a group of world leaders in Johannesburg to contribute their wisdom and independent leadership to address the world's toughest problems. Nelson Mandela announced the formation of this new group, The Elders, in a speech he delivered on the occasion of his 89th birthday.


          Archbishop Tutu serves as the chair of The Elders. The founding members of this group also include Graa Machel, Kofi Annan, Ela Bhatt, Gro Harlem Brundtland, Jimmy Carter, Li Zhaoxing, Mary Robinson and Muhammad Yunus.


          "This group can speak freely and boldly, working both publicly and behind the scenes on whatever actions need to be taken", Mandela commented. "Together we will work to support courage where there is fear, foster agreement where there is conflict, and inspire hope where there is despair."


          


          AIDS engagement


          Since his retirement, one of Mandela's primary commitments has been to the fight against AIDS. In 2003, he had already lent his support to the 46664 AIDS fundraising campaign, named after his prison number. In July 2004, he flew to Bangkok to speak at the XV International AIDS Conference. His son, Makgatho Mandela, died of AIDS on 6 January 2005.


          


          Iraq invasion views


          In 2003 Mandela criticised the foreign policy of the administration of U.S. president George W. Bush in a number of speeches. Criticising the lack of UN involvement in the decision to begin the War in Iraq, he said, "It is a tragedy, what is happening, what Bush is doing. But Bush is now undermining the United Nations." Mandela stated he would support action against Iraq only if it is ordered by the UN. Mandela also insinuated that Bush may have been motivated by racism in not following the UN and its secretary-general Kofi Annan on the issue of the war. "Is it because the secretary-general of the United Nations is now a black man? They never did that when secretary-generals were white".


          He urged the people of the U.S. to join massive protests against Bush and called on world leaders, especially those with vetoes in the UN Security Council, to oppose him. "What I am condemning is that one power, with a president who has no foresight, who cannot think properly, is now wanting to plunge the world into a holocaust." He attacked the United States for its record on human rights and for dropping atomic bombs on Japan during World War II. "If there is a country that has committed unspeakable atrocities in the world, it is the United States of America. They don't care."


          As a member of the United States House of Representatives in 1986, Dick Cheney had voted against a congressional resolution calling for Mandela's release from prison. In 2002, Mandela called Cheney a "dinosaur."


          


          Ismail Ayob controversy


          Ismail Ayob was a trusted friend and personal attorney of Mandela for over 30years. In May 2005, Ayob was asked by Mandela to stop selling prints signed by Mandela and to account for the proceeds of their sale. This bitter dispute led to an extensive application to the High Court of South Africa by Mandela that year. Ayob denied any wrongdoing, and claimed that he was the victim of a smear campaign orchestrated by Mandela's advisors, in particular, lawyer George Bizos.


          In 2005, and 2006 Ayob, his wife, and son were subject to an attack by Mandela's advisors. The dispute was widely reported in the media, with Ayob being portrayed in a negative light, culminating in the action by Mandela to the High Court. There were public meetings at which Mandela associates attacked Ayob and there were calls for Ayob and his family to be ostracised by society. The defence of Ismail and Zamila Ayob (his wife, and a fellow respondent) included documents signed by Mandela and witnessed by his secretaries, that, they claimed, refuted many of the allegations made by Nelson Mandela and his advisors.


          The dispute again made headlines in February 2007 when, during a hearing in the Johannesburg High Court, Ayob promised to pay R700 000 to Mandela, which Ayob had transferred into trusts for Mandela's children, and apologised, although he later claimed that he was the victim of a " vendetta", by Mandela. Some media commentators expressed sympathy for Ayob's position, pointing out that Mandela's iconic status would make it difficult for Ayob to be treated fairly.


          


          Allegations


          Ayob, George Bizos and Wim Trengrove were trustees of the Nelson Mandela Trust, which was set up to hold millions of rands donated to Nelson Mandela by prominent business figures, including the Oppenheimer family, for the benefit of his children and grandchildren.Ayob later resigned from the Trust. In 2006, the two remaining trustees of the Nelson Mandela Trust launched an application against Ayob for disbursing money from the trust without their consent. Ayob claimed that this money was paid to the South African Revenue Service, to Mandela's children and grandchildren, to Mandela himself, and to an accounting company for four years of accounting work.


          Bizos and Trengrove refused to ratify the payments to the children and grandchildren of Nelson Mandela and the payments to the accounting firm. A court settlement was reached in which this money, totalling over R700,000 was paid by Ismail Ayob to the trust on the grounds that Ayob had not sought the express consent of the other two trustees before disbursing the money. It was alleged that Ayob made defamatory remarks about Mandela in his affidavit, for which the court order stated that Ayob should apologise. It was pointed out that these remarks, which centred on Nelson Mandela holding foreign bank accounts and not paying tax on these, had not originated from Ayob's affidavit but from Nelson Mandela's and George Bizos's own affidavits.


          


          Blood Diamond controversy


          In a The New Republic article in December 2006, Nelson Mandela was criticised for a number of positive comments he had made about the diamond industry, specifically regarding blood diamonds. In a letter to Edward Zwick, the director of the motion picture Blood Diamond, Mandela had noted that:


          
            
              ...it would be deeply regrettable if the making of the film inadvertently obscured the truth, and, as a result, led the world to believe that an appropriate response might be to cease buying mined diamonds from Africa. ... We hope that the desire to tell a gripping and important real life historical story will not result in the destabilization of African diamond producing countries, and ultimately their peoples.

            

          


          The New Republic article claims that this comment, as well as various pro-diamond-industry initiatives and statements during his life and during his time as a president of South Africa, were influenced by both his friendship with Harry Oppenheimer, former chairman of De Beers, as well as an outlook for 'narrow national interests' of South Africa (which is a major diamond producer).


          


          Zimbabwe and Robert Mugabe


          Robert Mugabe, the president of Zimbabwe who has led the country since independence in 1980, has been widely criticised internationally for the 1980s slaughter of 20,000 Matabele people as well as corruption, incompetent administration, political oppression and cronyism that has ultimately led to the economic collapse of the country.


          Despite their common background as national liberators, Mandela and Mugabe were seldom seen as close. Mandela criticised Mugabe in 2000, referring to African leaders who had liberated their countries but had then overstayed their welcome. In his retirement, Mandela spoke out less often on Zimbabwe and other international and domestic issues, sometimes leading to criticism for not using his influence to greater effect to persuade Mugabe to moderate his policies. His lawyer George Bizos revealed that Mandela has been advised on medical grounds to avoid engaging in stressful activity such as political controversy. Nonetheless, in 2007, Mandela attempted to persuade Mugabe to leave office "sooner than later", with "a modicum of dignity", before he was hounded out like Augusto Pinochet. Mugabe did not respond to this approach. In June 2008, at the height of the crisis over the Zimbabwean presidential election, Mandela condemned the "tragic failure of leadership" in Zimbabwe.


          


          Acclaim
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          Orders and decorations


          Mandela has received many South African, foreign and international honours, including the Nobel Peace Prize in 1993 (which was shared with Frederik Willem de Klerk), the Order of Merit and the Order of St. John from Queen Elizabeth II and the Presidential Medal of Freedom from George W. Bush. In July 2004, the city of Johannesburg bestowed its highest honour on Mandela by granting him the freedom of the city at a ceremony in Orlando, Soweto.


          As an example of his popular foreign acclaim, during his tour of Canada in 1998, 45,000 school children greeted him with adulation at a speaking engagement in the SkyDome in the city of Toronto. In 2001, he was the first living person to be made an honorary Canadian citizen (the only previous recipient, Raoul Wallenberg, was awarded honorary citizenship posthumously). While in Canada, he was also made an honorary Companion of the Order of Canada, one of the few foreigners to receive Canada's highest honour.


          In 1990 he received the Bharat Ratna Award from the government of India.


          In 1992 he was awarded the Atatrk Peace Award by Turkey. He refused the award citing human rights violations committed by Turkey at the time, but later accepted the award in 1999.


          


          Musical tributes


          Many artists have dedicated songs to Mandela. One of the most popular was from the The Specials who recorded the song Nelson Mandela in 1983. Stevie Wonder dedicated his 1985 Oscar for the song I Just Called to Say I Love You to Mandela, resulting in his music being banned by the South African Broadcasting Corporation. In 1985, Youssou N'Dour's album Nelson Mandela was the Senegalese artist's first United States release.


          In 1988, the Nelson Mandela 70th Birthday Tribute concert at London's Wembley Stadium was a focal point of the anti-apartheid movement, with many musicians voicing their support for Mandela. Jerry Dammers, the author of Nelson Mandela, was one of the organisers. Simple Minds recorded the song Mandela Day for the concert, Santana recorded the instrumental Mandela, and Tracy Chapman performed Freedom Now, dedicated to Mandela and released on her album Crossroads. Salif Keita from Mali, who played at the concert, later visited South Africa and in 1995 recorded the song Mandela on his album Folon.


          In South Africa, Asimbonanga (Mandela) (we have not seen him) became one of Johnny Clegg's most famous songs, appearing on his Third World Child album in 1987. Hugh Masekela, in exile in the UK, sang Bring Him Back Home (Nelson Mandela) in 1987. Brenda Fassie's 1989 song Black President, a tribute to Mandela, was hugely popular even though it was banned in South Africa.


          In 1990, Hong Kong Cantopop band Beyond released a popular Cantonese song, "Days of Glory". The anti-apartheid song featured lyrics referring to Mandela's heroic struggle for racial equality.


          In 2003, Mandela lent his weight to the 46664 campaign against AIDS, named after his prison number. Many prominent musicians performed in concerts as part of this campaign.


          A summary of Mandela's life story is featured in the 2006 music video If Everyone Cared by Nickelback.


          Raffi's song "Turn this world around" is based on a speech given by Mandela where he explained the world needs to be "turned around, for the children".


          A tribute concert for Mandela's 90th birthday took place in Hyde Park, London on 27 June 2008.


          


          Cinema


          The film Mandela and De Klerk told the story of Mandela's release from prison. Mandela was played by Sidney Poitier. Goodbye Bafana, a feature film that focuses on Mandela's life, had its world premiere at the Berlin film festival on 11 February 2007. The film starred Dennis Haysbert as Mandela and chronicled Mandela's relationship with prison guard James Gregory.


          In the final scene of the 1992 movie Malcolm X, Mandela  recently released after 27years of political imprisonment  appears as a schoolteacher in a Soweto classroom. He recites a portion of one of Malcolm X's most famous speeches, including the following sentence: "We declare our right on this earth to be a human being, to be respected as a human being, to be given the rights of a human being in this society, on this earth, in this day, which we intend to bring into existence..." The famous final phrase of that sentence is " by any means necessary." Mandela informed director Spike Lee that he could not utter the phrase on camera fearing that the apartheid government would use it against him if he did. Lee obliged, and the final seconds of the film feature black-and-white footage of Malcolm X himself delivering the phrase.
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          Statues


          On 31 March 2004, Sandton Square was renamed Nelson Mandela Square, after a 6-metre statue of Nelson Mandela was installed on the square to honour the famous South African statesman.


          On 29 August 2007, a statue of Nelson Mandela was unveiled at Parliament Square in London by Richard Attenborough, Ken Livingstone, Wendy Woods, and Gordon Brown. The campaign to erect the statue was started in 2000 by the late Donald Woods, a South African journalist driven into exile because of his anti-apartheid activities. Mandela stated that it represented not just him, but all those who have resisted oppression, especially those in South Africa. He also said, "The history of the struggle in South Africa is rich with the stories of heroes and heroines, some of them leaders, some of them followers. All of them deserve to be remembered."


          


          Other


          In 2004, zoologists Brent E. Hendrixson and Jason E. Bond named a South African species of trapdoor spider in the family Ctenizidae as Stasimopus mandelai, "honoring Nelson Mandela, the former president of South Africa and one of the great moral leaders of our time."
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          The nematodes or roundworms ( Phylum Nematoda from Greek ῆ (nema): "thread" + -ώ -ode "like") are one of the most common phyla of animals, with over 80,000 different described species (of which over 15,000 are parasitic). They are ubiquitous in freshwater, marine, and terrestrial environments, where they often outnumber other animals in both individual and species counts, and are found in locations as diverse as Antarctica and oceanic trenches. Further, there are a great many parasitic forms, including pathogens in most plants, animals, and also in humans.


          The nematodes were originally named nematoidea by Rudolphi (1808). They were renamed nematodes by Burmeister 1837 (as a family; Leuckart 1848 and von Siebold 1848 both promoted them to the rank of order), then nematoda ( Diesing 1861), though Nathan Cobb (1919) argued that they should be called nemata or nemates (and in English 'nemas' rather than 'nematodes'). After some confusion which saw the nematodes placed (often together with the horsehair worms, nematomorpha) as a class or order in various groups such as Aschelminthes, Lankester (1877) definitively promoted them to the level of phylum.


          


          Morphology


          Roundworms are unsegmented, bilaterally symmetric and triploblastic protostomes with a complete digestive system. Roundworms have no circulatory or respiratory systems so they use diffusion to breathe. Although they lack a circulatory system, nutrients are transported throughout the body via fluid in the pseudocoelom. They are thin and are round in cross section. Nematodes are one of the simplest animal groups to have a complete digestive system, with a separate orifice for food intake and waste excretion, a pattern followed by all subsequent, more complex animals. The body cavity is a pseudocoelom (persistent blastula), which lacks the muscles of coelomate animals that protects the body from drying out, from digestive juices, or from other harsh environments. Although this cuticle allows movement and shape changes via a hydrostatic skeletal system, it is very inelastic so does not allow the volume of the worm to increase. Therefore, as the worm grows, it has to molt and form new cuticles. The cuticles don't allow volume to increase so as to keep hydrostatic pressure inside the organism very high. For this reason, the roundworms do not possess circular muscles (just longitudinal ones) as they're not required. This hydrostatic pressure is the reason the roundworms are round.


          Nematodes have a simple nervous system, with a main ventral nerve cord and a smaller dorsal nerve cord. Sensory structures at the anterior end are called amphids, while sensory structures at the posterior end are called phasmids.


          Most free-living nematodes are microscopic, though a few parasitic forms can grow to over a meter in length (typically as parasites of very large animals such as whales). There are no circular muscles, so the body can only undulate from side to side. Contact with solid objects is necessary for locomotion; its thrashing motions vary from mostly to completely ineffective at swimming.


          Nematodes generally eat bacteria, fungi and protozoans, although some are filter feeders. Excretion is through a separate excretory pore. Nematodes also contract bacterial infections within excretion pores.


          


          Reproduction


          Reproduction is usually sexual. Males are usually smaller than females (often much smaller) and often have a characteristically bent tail for holding the female for copulation. During copulation, one or more chitinized spicules move out of the cloaca and are inserted into genital pore of the female. Amoeboid sperm crawl along the spicule into the female worm. Nematode sperm is thought to be the only eukaryotic cell without the globular protein G-actin.


          Eggs may be embryonated or unembryonated when passed by the female, meaning that their fertilized eggs may not yet be developed. In free-living roundworms, the eggs hatch into larva, which eventually grow into adults; in parasitic roundworms, the life cycle is often much more complicated.


          Some nematodes, specifically Heterorhabditis spp., undergo a process called endotokia matricida; intrauterine birth causing maternal death. The hermaphroditic nematode keeps its self-fertilized eggs inside its uterus until they hatch. The juvenile nematodes will then ingest the parent nematode. This process is significantly promoted in environments with a low or reducing food supply.


          


          Free-living species


          In free-living species, development usually consists of four molts of the cuticle during growth. Different species feed on materials as varied as algae, fungi, small animals, fecal matter, dead organisms and living tissues. Free-living marine nematodes are important and abundant members of the meiobenthos. They play an important role in the decomposition process, aid in recycling of nutrients in marine environments and are sensitive to changes in the environment caused by pollution. One roundworm of note is Caenorhabditis elegans, which lives in the soil and has found much use as a model organism. C. elegans has had its entire genome sequenced, as well as the developmental fate of every cell determined, and every neuron mapped.


          Some nematodes can undergo cryptobiosis.


          


          Abundance


          The nematode species are very difficult to distinguish. Of the pseudocoelomates, the nematodes are the most common. Nematodes have successfully adapted to nearly every niche from marine to fresh water, from the polar regions to the tropics, as well as the highest to the lowest of elevations. They represent, for example, 90% of all life on the seafloor of the Earth. Though 20,000 species have been classified it is estimated that this number might be upwards of 500,000 if all were known.. In certain fertile areas the topsoil is estimated to contain in the billions of nematodes per acre. In the 1914 edition of the Yearbook of the United States Department of Agriculture N.A.Cobb wrote on the abundance of nematodes:


          
            
              	

              	If all the matter in the universe except the nematodes were swept away, our world would still be dimly recognizable, and if, as disembodied spirits, we could then investigate it, we should find its mountains, hills, vales, rivers, lakes and oceans represented by a thin film of nematodes. The location of towns would be decipherable, since for every massing of human beings there would be a corresponding massing of certain nematodes. Trees would still stand in ghostly rows representing our streets and highways. The location of the various plants and animals would still be decipherable, and, had we sufficient knowledge, in many cases even their species could be determined by an examination of their erstwhile nematode parasites.
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          Parasitic species


          Nematodes commonly parasitic on humans include whipworms, hookworms, pinworms, ascarids, and filarids. The species Trichinella spiralis, commonly known as the trichina worm, occurs in rats, pigs, and humans, and is responsible for the disease trichinosis. Baylisascaris usually infests wild animals but can be deadly to humans as well. Haemonchus contortus is one of the most abundant infectious agents in sheep around the world, causing great economic damage to sheep farms. In contrast, entomopathogenic nematodes parasitize insects and are considered by humans to be beneficial.


          One form of nematode is entirely dependent upon the wasps which are the sole source of fig fertilization. They prey upon the wasps, riding them from the ripe fig of the wasp's birth to the fig flower of its death, where they kill the wasp, and their offspring await the birth of the next generation of wasps as the fig ripens.


          Plant parasitic nematodes include several groups causing severe crop losses. The most common genera are: Aphelenchoides ( foliar nematodes), Meloidogyne (root-knot nematodes), Heterodera, Globodera (cyst nematodes) such as the potato cyst nematode, Nacobbus, Pratylenchus (lesion nematodes), Ditylenchus, Xiphinema, Longidorus, Trichodorus. Several phytoparasitic nematode species cause histological damages to roots, including the formation of visible galls (Meloidogyne) which are useful characters for their diagnostic in the field. Some nematode species transmit plant viruses through their feeding activity on roots. One of them is Xiphinema index, vector of GFLV (Grapevine Fanleaf Virus), an important disease of grapes.


          Other nematodes attack bark and forest trees. The most important representative of this group is Bursaphelenchus xylophilus, the pine wood nematode, present in Asia and America and recently discovered in Europe.


          The largest nematode ever recorded, Placentonema gigantissima, was discovered parasitizing the placenta of a sperm whale, measuring 8.5 m in length with a diameter of 0.3 mm, and containing 32 ovaries.


          Other large nematodes include: Dioctophyma renale, the giant kidney worm, a parasite most commonly found in mink but also in dogs and humans, that can reach up to 103 cm in length.


          


          Nematodes in Agriculture
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          Depending on the species, a nematode may be beneficial or detrimental to plant health.


          From an agricultural perspective, there are two categories of nematode: predatory ones, which will kill garden pests like cutworms, and pest nematodes, like the root-knot nematode, which attack plants.


          Predatory nematodes can be bred by soaking a specific recipe of leaves and other detritus in water, in a dark, cool place, and can even be purchased as an organic form of pest control.


          Rotations of plants with nematode resistant species or varieties is one means of managing parasitic nematode infestations.


          


          Phylogeny


          Morphological characters and molecular phylogenies place the Nematoda as sister taxon to the parasitic Nematomorpha (together Nematoida). The Nematodes belong to the Cyclioneuralia, a clade that consists out of Nematoida, Pripulida, Loricifera and Kinorhyncha. The cloesest relatives of these animals are the arthropods (insects, crustaceans, myriapods and chelicerates). All these molting animals form a clade called Ecdysozoa (Aguinaldo et al 1998; Dunn et al 2008).


          That the roundworms have a large number of peculiar apomorphies and in many cases a parasitic lifestyle confounds analyses; the DNA sequence data hitherto analyzed is equivocal on ecdysozoan monophyly. Genetic analyses of roundworms suggest that - as is also indicated by their unique morphological features - the group has been under intense selective pressure during its early radiation, resulting apparently in accelerated rates of both morphological and molecular evolution.


          


          Robustness


          
            	Hundreds of nematode worms (C. elegans), featured in a research project on mission STS-107, survived the Space Shuttle Columbia Disaster.
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          Neoclassicism (sometimes rendered as Neo-Classicism or Neo-classicism) is the name given to quite distinct movements in the decorative and visual arts, literature, theatre, music, and architecture that draw upon Western classical art and culture (usually that of Ancient Greece or Ancient Rome). These movements were dominant during the mid 18th to the end of the 19th century. This article addresses what these "neoclassicisms" have in common.


          


          Overview


          What any "neo"-classicism depends on most fundamentally is a consensus about a body of work that has achieved canonic status (illustration, below). These are the "classics." Ideallyand neoclassicism is essentially an art of an idealan artist, well schooled and comfortably familiar with the canon, does not repeat it in lifeless reproductions, but synthesizes the tradition anew in each work. This sets a high standard, clearly; but though a neoclassical artist who fails to achieve it may create works that are inane, vacuous or even mediocre, gaffes of taste and failures of craftsmanship are not commonly neoclassical failings. Novelty, improvisation, self-expression, and blinding inspiration are not neoclassical virtues. "Make it new" was the modernist credo of the poet Ezra Pound; contrarily, neoclassicism does not seek to re-create art forms from the ground up with each new project. It instead exhibits perfect control of an idiom.


          Speaking and thinking in English, "neoclassicism" in each art implies a particular canon of "classic" models. Virgil, Raphael, Nicolas Poussin, Haydn. Other cultures have other canons of classics, however, and a recurring strain of neoclassicism appears to be a natural expression of a culture at a certain moment in its career, a culture that is highly self-aware, that is also confident of its own high mainstream tradition, but at the same time feels the need to regain something that has slipped away: Apollonius of Rhodes is a neoclassic writer; Ming ceramics pay homage to Sung celadon porcelains; Italian 15th century humanists learn to write a "Roman" hand we call italic (a.k.a. Carolingian); Neo-Babylonian culture is a neoclassical revival, and in Persia the "classic" religion of Zoroaster, Zoroastrianism, is revived after centuries, to "re-Persianize" a culture that had fallen away from its own classic Achaemenean past. Within the direct Western tradition, the earliest movement motivated by a neoclassical inspiration is a Roman style that was first distinguished by the German art historian Friedrich Hauser (Die Neuattische Reliefs Stuttgart 1889), who identified the style-category he called " Neo-Attic" among sculpture produced in later Hellenistic circles during the last century or so BCE and in Imperial Rome; the corpus that Hauser called "Neo-Attic" consists of bas reliefs molded on decorative vessels and plaques, employing a figural and drapery style that looked for its canon of "classic" models to late 5th and early 4th century Athens and Attica.


          


          Neoclassicism in architecture and in the decorative and visual arts
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          In the visual arts the European movement called "neoclassicism" began after A.D. 1765, as a reaction against both the surviving Baroque and Rococo styles, and as a desire to return to the perceived "purity" of the arts of Rome, the more vague perception ("ideal") of Ancient Greek arts (where almost no western artist had actually been) and, to a lesser extent, 16th century Renaissance Classicism.


          Contrasting with the Baroque and the Rococo, Neo-classical paintings are devoid of pastel colors and haziness; instead, they have sharp colors with Chiaroscuro. In the case of Neo-classicism in France, a prime example is Jacques Louis David whose paintings often use Greek elements to extol the French Revolution's virtues (state before family).
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          Each "neo"- classicism selects some models among the range of possible classics that are available to it, and ignores others. The neoclassical writers and talkers, patrons and collectors, artists and sculptors of 1765 - 1830 paid homage to an idea of the generation of Pheidias, but the sculpture examples they actually embraced were more likely to be Roman copies of Hellenistic sculptures. They ignored both Archaic Greek art and the works of Late Antiquity. The Rococo art of ancient Palmyra came as a revelation, through engravings in Wood's The Ruins of Palmyra. Even Greece was all-but-unvisited, a rough backwater of the Ottoman Empire, dangerous to explore, so neoclassicists' appreciation of Greek architecture was mediated through drawings and engravings, which subtly smoothed and regularized, "corrected' and "restored" the monuments of Greece, not always consciously. As for painting, Greek painting was utterly lost: neoclassicist painters imaginatively revived it, partly through bas-relief friezes, mosaics, and pottery painting and partly through the examples of painting and decoration of the High Renaissance of Raphael's generation, frescos in Nero's Domus Aurea, Pompeii and Herculaneum and through renewed admiration of Nicholas Poussin. Much "neoclassical" painting is more classicizing in subject matter than in anything else.
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          There is an anti-Rococo strain that can be detected in some European architecture of the earlier 18th century, most vividly represented in the Palladian architecture of Georgian Britain and Ireland, but also recognizable in a classicizing vein of architecture in Berlin. It is a robust architecture of self-restraint, academically selective now of "the best" Roman models.


          Neoclassicism first gained influence in England and France, through a generation of French art students trained in Rome and influenced by the writings of Johann Joachim Winckelmann, and it was quickly adopted by progressive circles in Sweden. At first, classicizing decor was grafted onto familiar European forms, as in the interiors for Catherine II's lover Count Orlov, designed by an Italian architect with a team of Italian stuccadori: only the isolated oval medallions like cameos and the bas-relief overdoors hint of neoclassicism; the furnishings are fully Italian Rococo (illustration, left).
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          But a second neoclassic wave, more severe, more studied (through the medium of engravings) and more consciously archaeological, is associated with the height of the Napoleonic Empire. In France, the first phase of neoclassicism is expressed in the "Louis XVI style", the second phase in the styles we call "Directoire" or Empire. Italy clung to Rococo until the Napoleonic regimes brought the new archaeological classicism, which was embraced as a political statement by young, progressive, urban Italians with republican leanings.
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          The high tide of neoclassicism in painting is exemplified in early paintings by Jacques-Louis David (illustration, left) and Jean Auguste Dominique Ingres' entire career. David's Oath of the Horatii was painted in Rome and made a splash at the Paris Salon of 1785. Its central perspective is perpendicular to the picture plane, made more emphatic by the dim arcade behind, against which the heroic figures are disposed as in a frieze, with a hint of the artificial lighting and staging of opera, and the classical coloring of Nicholas Poussin. In sculpture, the most familiar representatives are the Italian Antonio Canova, the Englishman John Flaxman and the Dane Bertel Thorvaldsen. The European neoclassical manner also took hold in the United States, where its prominence peaked somewhat later and is exemplified in the sculptures of William Henry Rinehart (1825-1874).


          In the decorative arts, neoclassicism is exemplified in Empire furniture made in Paris, London, New York, Berlin; in Biedermeier furniture made in Austria; in Karl Friedrich Schinkel's museums in Berlin, Sir John Soane's Bank of England in London and the newly built " capitol" in Washington, DC; and in Wedgwood's bas reliefs and "black basaltes" vases. The Scots architect Charles Cameron created palatial Italianate interiors for the German-born Catherine II the Great in Russian St. Petersburg: the style was international.
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          Indoors, neoclassicism made a discovery of the genuine classic interior, inspired by the rediscoveries at Pompeii and Herculaneum, which had started in the late 1740s, but only achieved a wide audience in the 1760s, with the first luxurious volumes of tightly controlled distribution of Le Antichit di Ercolano. The antiquities of Herculaneum showed that even the most classicizing interiors of the Baroque, or the most "Roman" rooms of William Kent were based on basilica and temple exterior architecture, turned outside in: pedimented window frames turned into gilded mirrors, fireplaces topped with temple fronts, now all looking quite bombastic and absurd. The new interiors sought to recreate an authentically Roman and genuinely interior vocabulary, employing flatter, lighter motifs, sculpted in low frieze-like relief or painted in monotones en camaeu ("like cameos"), isolated medallions or vases or busts or bucrania or other motifs, suspended on swags of laurel or ribbon, with slender arabesques against backgrounds, perhaps, of "Pompeiian red" or pale tints, or stone colors. The style in France was initially a Parisian style, the Got grec, not a court style. Only when the plump, young king acceded to the throne in 1774 did his fashion-loving Queen bring the "Louis XVI" style to court.
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          From about 1800 a fresh influx of Greek architectural examples, seen through the medium of etchings and engravings, gave a new impetus to neoclassicism that is called the Greek Revival.


          Neoclassicism continued to be a major force in academic art through the 19th century and beyonda constant antithesis to Romanticism or Gothic revivals although from the late 19th century on it had often been considered anti-modern, or even reactionary, in influential critical circles. By the mid-19th century, several European citiesnotably St Petersburg and Munichwere transformed into veritable museums of Neoclassical architecture.


          In American architecture, neoclassicism was one expression of the American Renaissance movement, ca 1890-1917; its last manifestation was in Beaux-Arts architecture, and its very last, large public projects were the Lincoln Memorial (highly criticized at the time), The National Gallery in Washington, DC (also heavily criticized by the architectural community as being backward thinking and old fashioned in its design), and the American Museum of Natural History's Roosevelt Memorial. These were white elephants when they were built. In the British Raj, Sir Edwin Lutyens' monumental city planning for New Delhi marks the glorious sunset of neoclassicism. World War II was to shatter most longing for - and imitation of - mythical, heroic times.


          


          Covert neoclassicism in Modern styles


          Meanwhile, conservative modernist architects like Charles Perret in France kept the rhythms and spacing of columnar architecture even in factory buildings. Where a colonnade would have been decried as "reactionary," a building's pilaster-like fluted panels under a repeating frieze looked "progressive." Pablo Picasso experimented with classicizing motifs in the years immediately following World War I, and the Art Deco style that peaked in the 1925 Paris Exposition des Arts Dcoratifs often drew on neoclassical motifs without expressing them overtly: severe, blocky commodes by E. J. Ruhlmann or Sue et Mare; crisp, extremely low-relief friezes of damsels and gazelles in every medium; fashionable dresses that were draped or cut on the bias to recreate Grecian lines; the art dance of Isadora Duncan; the Streamline Moderne styling of US post offices and county court buildings built as late as 1950; and the Roosevelt dime. Neoclassic themes can even be detected in the Smith Tower, Seattle.


          


          Neoclassicism Part II: Between the Wars


          There was an entire 20th century movement in the Arts which was also called Neo-classicism. It encompassed at least music, philosophy, and literature. It was between the end of World War I and the end of World War II. For information on the musical aspects, see 20th century classical music and Neoclassicism (music). For information on the philosophical aspects, see Great Books.


          This literary neo-classical movement rejected the extreme romanticism of (for example) dada, in favour of restraint, religion (specifically Christianity) and a reactionary political program. Although the foundations for this movement in English literature were laid by T. E. Hulme, the most famous neoclassicists were T. S. Eliot and Wyndham Lewis. In Russia, the movement crystallized as early as 1910 under the name of Acmeism, with Anna Akhmatova and Osip Mandelshtam as the leading representatives.


          


          Soviet Neoclassicism


          
            [image: The Warsaw Palace of Culture and Science, a prominent example of Soviet neoclassical architecture in the Poland]

            
              The Warsaw Palace of Culture and Science, a prominent example of Soviet neoclassical architecture in the Poland
            

          


          
            [image: Palace of Soviets - arguably the most famous Soviet neoclassical building never to have been realized. The magnificent Cathedral of Christ the Saviour (Moscow) was demolished in 1931 to make way for this building; a rebuilt cathedral was inaugurated in 2000.]

            
              Palace of Soviets - arguably the most famous Soviet neoclassical building never to have been realized. The magnificent Cathedral of Christ the Saviour (Moscow) was demolished in 1931 to make way for this building; a rebuilt cathedral was inaugurated in 2000.
            

          


          In the Soviet Union (1917-1989), neoclassical architecture was very popular among the political elite, as it effectively expressed state power, and a vast array of neoclassical building was erected all over the country. Soviet architects sometimes tended to over-use the elements of classical architecture, resulting in sligthly gaudy-looking buildings, which rendered Soviet neoclassical architecture the derogatory epitath "wedding cake-architecture". The term got popular after the controversial project of building a Palace of Soviets, a wedding cake-like structure, on a site adjacent to the Kremlin in central Moscow during the era of high stalinism in the 1930s. A magnificient imperial Russian orthodox cathedral, Cathedral of Christ the Saviour, was demolished to make way for the building (rebuilt in 2000). Due to lack of funding, the Palace of Soviets was never built. Prominent examples of Soviet neoclassical architecture in the former Soviet Union include the Moscow State University main building (probably the most famous exponent of this particular type of architecture), the Hotel Ukraine and Ministry of Foreign Affairs in central Moscow. The three latter are part of a group of seven buildings in Moscow referred to as the Seven Sisters, a set of seven neoclassical skyskrapers erected on Stalins orders as a showcase for the world of the economic success of socialism.


          The Soviet neoclassical architecture was also exported to other members of the Soviet block and other socialist countries. Examples of this include the Palace of Culture and Science, Warsaw, Poland and the Shanghai International Convention Centre in Shanghai, the People's Republic of China.


          


          Neoclassicism today


          In the United States public buildings are still built in the neoclassical style. A good recent example is Schermerhorn Symphony Centre.


          In Britain a number of architects are active in the neoclassical style. Two new university Libraries, Quinlan Terry's Maitland Robinson Library at Downing College and Robert Adam Architects' Sackler Library illustrate that the approach taken can range from the traditional, in the former case, to the unconventional, in the latter case. The majority of new neoclassical buildings in Britain are private houses. Firms like Francis Johnson & Partners specialize in new country houses .


          Neoclassical architecture is usually now classed under the umbrella term of "traditional architecture" and is practised by a number of members of the Traditional Architecture Group. Also, a number of pieces of postmodern architecture draw inspiration from and include explicit references to neoclassicism, the National Theatre of Catalonia in Barcelona among them.
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              	General
            


            
              	Name, Symbol, Number

              	neodymium, Nd, 60
            


            
              	Chemical series

              	lanthanides
            


            
              	Group, Period, Block

              	n/a, 6, f
            


            
              	Appearance

              	silvery white,

              yellowish tinge

              [image: ]
            


            
              	Standard atomic weight

              	144.242 (3) gmol1
            


            
              	Electron configuration

              	[Xe] 4f4 6s2
            


            
              	Electrons per shell

              	2, 8, 18, 22, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	7.01 gcm3
            


            
              	Liquid density at m.p.

              	6.89 gcm3
            


            
              	Melting point

              	1297 K

              (1024 C, 1875 F)
            


            
              	Boiling point

              	3347 K

              (3074 C, 5565 F)
            


            
              	Heat of fusion

              	7.14  kJmol1
            


            
              	Heat of vaporization

              	289  kJmol1
            


            
              	Specific heat capacity

              	(25C) 27.45 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1595

                    	1774

                    	1998

                    	(2296)

                    	(2715)

                    	(3336)
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	3

              (mildly basic oxide)
            


            
              	Electronegativity

              	1.14 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 533.1  kJmol1
            


            
              	2nd: 1040 kJmol1
            


            
              	3rd: 2130 kJmol1
            


            
              	Atomic radius

              	185  pm
            


            
              	Atomic radius (calc.)

              	206 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	ferromagnetic
            


            
              	Electrical resistivity

              	( r.t.) (, poly) 643 nm
            


            
              	Thermal conductivity

              	(300K) 16.5 Wm1K1
            


            
              	Thermal expansion

              	( r.t.) (, poly)

              9.6 m/(mK)
            


            
              	Speed of sound (thin rod)

              	(20 C) 2330 m/s
            


            
              	Young's modulus

              	( form) 41.4 GPa
            


            
              	Shear modulus

              	( form) 16.3 GPa
            


            
              	Bulk modulus

              	( form) 31.8 GPa
            


            
              	Poisson ratio

              	( form) 0.281
            


            
              	Vickers hardness

              	343 MPa
            


            
              	Brinell hardness

              	265 MPa
            


            
              	CAS registry number

              	7440-00-8
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of neodymium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	142Nd

                    	27.2%

                    	142Nd is stable with 82 neutrons
                  


                  
                    	143Nd

                    	12.2%

                    	143Nd is stable with 83 neutrons
                  


                  
                    	144Nd

                    	23.8%

                    	2.291015y

                    	

                    	1.905

                    	140Ce
                  


                  
                    	145Nd

                    	8.3%

                    	145Nd is stable with 85 neutrons
                  


                  
                    	146Nd

                    	17.2%

                    	146Nd is stable with 86 neutrons
                  


                  
                    	148Nd

                    	5.7%

                    	148Nd is stable with 88 neutrons
                  


                  
                    	150Nd

                    	5.6%

                    	6.71018y

                    	--

                    	3.367

                    	150Sm
                  

                

              
            


            
              	References
            

          


          Neodymium (pronounced /ˌniːoʊˈdɪmiəm/) is a chemical element with the symbol Nd and atomic number 60.


          


          Notable characteristics


          Neodymium, a rare earth metal, is present in Mischmetal to the extent of about 18%. The metal has a bright, silvery metallic luster, however, as one of the more reactive rare earth metals, it quickly tarnishes in air. The tarnishing forms an oxide layer that falls off, which exposes the metal to further oxidation. Although it belongs to "rare earth metals," neodymium is not rare at all. It constitutes 38 ppm of Earths crust.


          


          Applications


          
            	Neodymium magnets are the strongest permanent magnets known - Nd2Fe14B. These magnets are cheaper, lighter, and stronger than samarium-cobalt magnets. Neodymium magnets appear in high-quality products such as microphones, professional loudspeakers, in-ear headphones, Dokodemo Magnets, guitar and bass guitar pick-ups and computer hard disks where low mass, small volume, or strong magnetic fields are required.


            	Neodymium is a component of didymium used for coloring glass to make welder's and glass-blower's goggles. The sharp absorption bands obliterate the strong sodium emission at 589 nm.


            	Neodymium lamps are incandescent lamps containing neodymium in the glass to filter out yellow light, resulting in a whiter light more like sunlight


            	Neodymium colors glass in delicate shades ranging from pure violet through wine-red and warm grey. Light transmitted through such glass shows unusually sharp absorption bands; the glass is used in astronomical work to produce sharp bands by which spectral lines may be calibrated. Neodymium is also used to remove the green colour caused by iron contaminants from glass.


            	Neodymium salts are used as a colourant for enamels.


            	Probably because of similarities to Ca2+, Nd3+ has been reported to promote plant growth. Rare earth element compounds are frequently used in China as fertilizer.


            	Samarium-neodymium dating is useful for determining the age relationships of rocks and meteorites.


            	Size and strength of volcanic eruption can be predicted by scanning for neodymium isotopes. Small and large volcanic eruptions produce lava with different neodymium isotope composition. From the composition of isotopes, scientists predict how big the coming eruption will be, and use this information to warn residents of the intensity of the eruption.


            	Certain transparent materials with a small concentration of neodymium ions can be used in lasers as gain media for infrared wavelengths (1054-1064 nm), e.g. Nd:YAG (yttrium aluminium garnet), Nd:YLF (yttrium lithium fluoride), Nd:YVO4 (yttrium orthovanadate), and Nd:glass. The current laser at the UK Atomic Weapons Establishment (AWE), the HELEN 1-TW neodymium-glass laser, can access the midpoints of pressure and temperature regions and is used to acquire data for modeling on how density, temperature and pressure interact inside warheads. HELEN can create plasmas of around 106 K, from which opacity and transmission of radiation are measured.

          


          


          Neodymium glass


          Neodymium glass (Nd:Glass) is produced by the inclusion of neodymium oxide (Nd2O3) in the glass melt. In daylight or incandescent light neodymium glass appears lavender, but it appears pale blue under fluorescent lighting.


          Neodymium glass solid-state lasers are used in extremely high power ( terawatt scale), high energy ( megajoules) multiple beam systems for inertial confinement fusion. Nd:Glass lasers are usually frequency tripled to the third harmonic at 351 nm in laser fusion devices.


          
            [image: Neodymium doped glass slabs used in extremely powerful lasers for inertial confinement fusion.]

            
              Neodymium doped glass slabs used in extremely powerful lasers for inertial confinement fusion.
            

          


          Neodymium glass is becoming widely used in incandescent light bulbs, to provide a more "natural" light.


          Neodymium glass has been patented for use in automobile rear-view mirrors, to reduce the glare at night.


          The first commercial use of purified neodymium was in glass coloration, starting with experiments by Leo Moser in November 1927. The resulting "Alexandrite" glass remains a signature color of the Moser glassworks to this day. Neodymium glass was widely emulated in the early 1930's by American glasshouses, most notably Heisey, Fostoria ("wisteria"), Cambridge ("heatherbloom"), and Steuben ("wisteria"), and elsewhere (e.g. Lalique, in France, or Murano). Tiffin's "twilight" remained in production from about 1950 to about 1980. Current sources include glassmakers in the Czech Republic, the USA, and China; Caithness Glass in Scotland has also used the colorant extensively. The sharp absorption bands of neodymium cause the glass color to change under different lighting conditions, being reddish-purple under daylight or yellow incandescent light, but blue under white fluorescent lighting, or greenish under trichromatic lighting. This color-change phenomenon is highly prized by collectors. Neodymium in combination with praseodymium gave Moser's "Heliolite" glass. In combination with gold or selenium, beautiful red colors result, such as Moser's "Royalite" or Tiffin's "Wistaria" or some of the colors achieved by Fenton. Since neodymium coloration depends upon "forbidden" f-f transitions deep within the atom, there is relatively little influence on the color from the chemical environment, so the color is impervious to the thermal history of the glass. However, for the best color, iron-containing impurities need to be minimized in the silica used to make the glass. The same "forbiddenness" of the f-f transitions makes rare earth colorants less intense than those provided by most d-transition elements, so more has to be used in a glass to achieve the desired colour intensity. The original Moser recipe used about 5% of neodymium oxide in the glass melt, a sufficient quantity such that Moser referred to these as being "Rare Earth Doped" glasses. Being a strong base, that level of neodymium would have affected the melting properties of the glass, and the lime content of the glass might have had to be adjusted accordingly.


          


          History


          Neodymium was discovered by Baron Carl Auer von Welsbach, an Austrian chemist, in Vienna in 1885. He separated neodymium, as well as the element praseodymium, from a material known as didymium by means of fractional crystallization of the double ammonium nitrate tetrahydrates from nitric acid, while following the separation by spectroscopic analysis; however, it was not isolated in relatively pure form until 1925. The name neodymium is derived from the Greek words neos, new, and didymos, twin. Neodymium is frequently misspelled as neodynium.


          Double nitrate crystallization was the means of commercial neodymium purification until the 1950's. The Lindsay Chemical Division of American Potash and Chemical Corporation, at one time the largest producer of rare earths in the world, offered neodymium oxide purified in this manner in grades of 65%, 85% and 95% purity, at prices ranging from approximately 2 to 20 dollars per pound (in 1960 dollars). Lindsay was the first to commercialize large-scale ion-exchange purification of neodymium, using the technology developed by Frank Spedding at Iowa State University/Ames Laboratory; one pound of their 99% oxide was priced at $35 in 1960; their 99.9% grade only cost 5 dollars more. Starting in the 1950's, high purity (e.g. 99+%) neodymium was primarily obtained through an ion exchange process from monazite sand ((Ce,La,Th,Nd,Y)PO4), a material rich in rare earth elements. The metal itself is obtained through electrolysis of its halide salts. Currently, most neodymium is extracted from bastnaesite, (Ce,La,Nd,Pr)CO3F, and purified by solvent extraction. Ion-exchange purification is reserved for preparing the highest purities (typically >4N). (When Molycorp first introduced their 98% grade of neodymium oxide in 1965, made by solvent extraction from Mountain Pass California bastnaesite, it was priced at 5 dollars per pound, for small quantities. Lindsay soon discontinued operations.) The evolving technology, and improved purity of commercially available neodymium oxide was reflected in the appearance of neodymium glass made therefrom, that resides in collections today. Early Moser pieces, and other neodymium glass made in the 1930's, have a more reddish or orange tinge than modern versions, which are more cleanly purple, due to the difficulties in removing the last traces of praseodymium, when the fractional crystallization technology had to be relied on.


          


          Occurrence


          Neodymium is never found in nature as the free element; rather, it occurs in ores such as monazite sand ((Ce,La,Th,Nd,Y)PO4) and bastnsite ((Ce,La,Th,Nd,Y)(CO3)F) that contain small amounts of all the rare earth metals. Neodymium can also be found in Misch metal; it is difficult to separate it from other rare earth elements.


          


          Compounds


          Neodymium compounds include


          
            	Halides: NdF3, NdCl3, NdBr3, NdI3


            	Oxides: Nd2O3


            	Sulfides: NdS, Nd2S3


            	Nitrides: NdN

          


          


          Isotopes


          Naturally occurring Neodymium is composed of 5 stable isotopes, 142Nd, 143Nd, 145Nd, 146Nd and 148Nd, with 142Nd being the most abundant (27.2% natural abundance), and 2 radioisotopes, 144Nd and 150Nd. In all, 31 radioisotopes of Neodymium have been characterized up to now, with the most stable being naturally occurring isotopes 144Nd ( alpha decay, a half-life (T) of 2.291015 years) and 150Nd ( double beta decay, T of 71018 years). All of the remaining radioactive isotopes have half-lives that are less than 11 days, and the majority of these have half-lives that are less than 70 seconds. This element also has 13 known meta states with the most stable being 139mNd (T 5.5 hours), 135mNd (T 5.5 minutes) and 133m1Nd (T ~70 seconds).


          The primary decay modes before the most abundant stable isotope, 142Nd, are electron capture and positron decay, and the primary mode after is beta minus decay. The primary decay products before 142Nd are element Pr (praseodymium) isotopes and the primary products after are element Pm (promethium) isotopes.


          


          Precautions


          Neodymium metal dust is a combustion and explosion hazard.


          Neodymium compounds, like all rare earth metals, are of low to moderate toxicity; however its toxicity has not been thoroughly investigated. Neodymium dust and salts are very irritating to the eyes and mucous membranes, and moderately irritating to skin. Breathing the dust can cause lung embolisms, and accumulated exposure damages the liver. Neodymium also acts as an anticoagulant, especially when given intravenously.


          Neodymium magnets have been tested for medical uses such as magnetic braces and bone repair, but biocompatibility issues have prevented widespread application.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Neodymium"
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              	General
            


            
              	Name, symbol, number

              	neon, Ne, 10
            


            
              	Chemical series

              	noble gases
            


            
              	Group, period, block

              	18, 2, p
            


            
              	Appearance

              	colorless

              [image: ]
            


            
              	Standard atomic weight

              	20.1797 (6)gmol1
            


            
              	Electron configuration

              	1s2 2s2 2p6
            


            
              	Electrons per shell

              	2, 8
            


            
              	Physical properties
            


            
              	Colour

              	164
            


            
              	Phase

              	gas
            


            
              	Density

              	(0 C, 101.325 kPa)

              0.9002 g/L
            


            
              	Melting point

              	24.56 K

              (-248.59 C, -415.46 F)
            


            
              	Boiling point

              	27.07 K

              (-246.08  C, -410.94  F)
            


            
              	Triple point

              	24.5561K(-249 C),43kPa
            


            
              	Critical point

              	44.4 K, 2.76 MPa
            


            
              	Heat of fusion

              	0.335 kJmol1
            


            
              	Heat of fusion

              	98798 kJmol1
            


            
              	Heat of vaporization

              	1.71 kJmol1
            


            
              	Specific heat capacity

              	(25 C) 20.786 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	12

                    	13

                    	15

                    	18

                    	21

                    	27
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic face centered
            


            
              	Oxidation states

              	no data
            


            
              	Ionization energies

              ( more)

              	1st: 2080.7 kJmol1
            


            
              	2nd: 3952.3 kJmol1
            


            
              	3rd: 6122 kJmol1
            


            
              	Atomic radius (calc.)

              	38 pm
            


            
              	Covalent radius

              	69 pm
            


            
              	Van der Waals radius

              	154 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	nonmagnetic
            


            
              	Thermal conductivity

              	(300 K) 49.1x10-3Wm1K1
            


            
              	Speed of sound

              	(gas, 0 C) 435 m/s
            


            
              	Bulk modulus

              	654654 GPa
            


            
              	CAS registry number

              	7440-01-9
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of neon
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	20Ne

                    	90.48%

                    	20Ne is stable with 10 neutrons
                  


                  
                    	21Ne

                    	0.27%

                    	21Ne is stable with 11 neutrons
                  


                  
                    	22Ne

                    	9.25%

                    	22Ne is stable with 12 neutrons
                  

                

              
            


            
              	References
            


            
              	
            

          


          Neon (pronounced /ˈniːɒn/) is the chemical element that has the symbol Ne and atomic number 10. Although a very common element in the universe, it is rare on Earth. A colorless, inert noble gas under standard conditions, neon gives a distinct reddish glow when used in vacuum discharge tubes and neon lamps. It is commercially extracted from air, in which it is found in trace amounts.


          


          History


          Neon ( Greek έ(neon) meaning "new one") was discovered in 1898 by Scottish chemist William Ramsay also known as "Sir" William (1852 - 1916) and English chemist Morris W. Travers in London, England. Neon was discovered when Ramsay chilled a sample of the atmosphere until it became a liquid, then warmed the liquid and captured the gases as they boiled off. The three gases were krypton, xenon, and neon.


          


          Isotopes


          Neon has three stable isotopes: 20Ne (90.48%), 21Ne (0.27%) and 22Ne (9.25%). 21Ne and 22Ne are nucleogenic and their variations are well understood. In contrast, 20Ne is not known to be nucleogenic and the causes of its variation in the Earth have been hotly debated. The principal nuclear reactions which generate neon isotopes are neutron emission, alpha decay reactions on 24Mg and 25Mg, which produce 21Ne and 22Ne, respectively. The alpha particles are derived from uranium-series decay chains, while the neutrons are mostly produced by secondary reactions from alpha particles. The net result yields a trend towards lower 20Ne/22Ne and higher 21Ne/22Ne ratios observed in uranium-rich rocks such as granites. Isotopic analysis of exposed terrestrial rocks has demonstrated the cosmogenic production of 21Ne. This isotope is generated by spallation reactions on magnesium, sodium, silicon, and aluminium. By analyzing all three isotopes, the cosmogenic component can be resolved from magmatic neon and nucleogenic neon. This suggests that neon will be a useful tool in determining cosmic exposure ages of surficial rocks and meteorites.


          Similar to xenon, neon content observed in samples of volcanic gases are enriched in 20Ne, as well as nucleogenic 21Ne, relative to 22Ne content. The neon isotopic content of these mantle-derived samples represent a non-atmospheric source of neon. The 20Ne-enriched components are attributed to exotic primordial rare gas components in the Earth, possibly representing solar neon. Elevated 20Ne abundances are found in diamonds, further suggesting a solar neon reservoir in the Earth.


          


          Notable characteristics


          Neon is the second-lightest noble gas, glows reddish- orange in a vacuum discharge tube and has over 40 times the refrigerating capacity of liquid helium and three times that of liquid hydrogen (on a per unit volume basis). In most applications it is a less expensive refrigerant than helium. Neon plasma has the most intense light discharge at normal voltages and currents of all the rare gases. The average colour of this light to the human eye is red-orange; it contains a strong green line which is hidden, unless the visual components are dispersed by a spectroscope.


          


          Occurrence


          Neon is actually abundant on a universal scale: the fifth most abundant chemical element in the universe by mass, after hydrogen, helium, oxygen, and carbon (see chemical element). Its relative rarity on Earth, like that of helium, is due to its relative lightness and chemical inertness, both properties keeping it from being trapped in the condensing gas and dust clouds of the formation of smaller and warmer solid planets like Earth. Mass abundance in the universe is about 1 part in 750 and in the Sun and presumably in the proto-solar system nebula, about 1 part in 600. The Galileo spacecraft atmospheric entry probe found that even in the upper atmosphere of Jupiter, neon is reduced by about a factor of 10, to 1 part in 6,000 by mass. This may indicate that even the ice-planetesmals which brought neon into Jupiter from the outer solar system, formed in a region which was too warm for them to have kept their neon (abundances of heavier inert gases on Jupiter are several times that found in the Sun).


          Neon is a monatomic gas at standard conditions. Neon is rare on Earth, found in the Earth's atmosphere at 1 part in 65,000 (by volume) or 1 part in 83,000 by mass. It is industrially produced by cryogenic fractional distillation of liquefied air.


          


          Applications


          
            [image: Neon is often used in signs and produces an unmistakable bright orange colored light. All other colors (though still referred to as "neon") are created using a mercury vapor discharge which excites a phosphor via fluorescence, or by the other Noble Gases.]

            
              Neon is often used in signs and produces an unmistakable bright orange colored light. All other colors (though still referred to as "neon") are created using a mercury vapor discharge which excites a phosphor via fluorescence, or by the other Noble Gases.
            

          


          The reddish-orange colour that neon emits in neon lights is widely used to make advertising signs and is used in long tubular strips in car modification. The word "neon" is used generically for these types of lights even though many other gases are used to produce different colors of light.


          Neon may also be used in vacuum tubes, high-voltage indicators, lightning arrestors, wave meter tubes, television tubes, and helium-neon lasers. Liquefied neon is commercially used as a cryogenic refrigerant in applications not requiring the lower temperature range attainable with more expensive liquid helium refrigeration.


          Neon's triple point temperature of 24.5561 K is a defining fixed point in the International Temperature Scale of 1990.


          


          Compounds


          Neon is a noble gas, and therefore generally considered to be inert. No true compounds of neon are known. However, the ions Ne+, (NeAr)+, (NeH)+, and (HeNe+) have been observed from optical and mass spectrometric studies, and neon is also known to form an unstable hydrate.
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      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Nepal


        
          

          
            
              	नेपाल

              Nepal
            


            
              	
                
                  
                    	[image: Flag of Nepal]

                    	[image: Emblem of Nepal]
                  


                  
                    	Flag

                    	Emblem
                  

                

              
            


            
              	Motto:जननी जन्मभूमिष्च स्वर्गादपि गरीयसी (Sanskrit)

              "Mother and motherland are dearer than the heavens"
            


            
              	Anthem: Sayaun Thunga Phool Ka
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              	Capital

              (and largest city)

              	Kathmandu ( Nepal Bhasa: येँ)

            


            
              	Official languages

              	Nepali
            


            
              	Demonym

              	Nepali
            


            
              	Government

              	Interim government
            


            
              	-

              	King

              	Gyanendra Bir Bikram Shah Dev
            


            
              	-

              	Interim

              Head of State

              	Girija Prasad Koirala
            


            
              	-

              	Prime Minister

              	Girija Prasad Koirala
            


            
              	Unification

              	December 21, 1768
            


            
              	-

              	Republic

              	December 28, 2007
            


            
              	Area
            


            
              	-

              	Total

              	147,181km( 93rd)

              56,827 sqmi
            


            
              	-

              	Water(%)

              	2.8
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	28,901,790( 40th)
            


            
              	-

              	2002census

              	23,151,423
            


            
              	-

              	Density

              	184/km( 56th)

              477/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$41.18 billion( 87th)
            


            
              	-

              	Per capita

              	$1,500( 164rd)
            


            
              	Gini(200304)

              	47.2(high)
            


            
              	HDI(2007)

              	▲ 0.534(medium)( 142nd)
            


            
              	Currency

              	Rupee ( NRs.)
            


            
              	Time zone

              	NPT ( UTC+5:45)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+5:45)
            


            
              	Internet TLD

              	.np
            


            
              	Calling code

              	+977
            


            
              	1

              	The monarch's constitutional role as Head of State has been transferred to the Prime Minister until the Constituent Assembly election on April 10 decides on the monarchy's fate
            

          


          Nepal ( Nepali: नेपाल [neˈpaːl] ) is a landlocked nation in South Asia, bordering the People's Republic of China (Tibet) to the north and India to the south, east and west.


          Until 2006, Nepal, was officially the only Hindu state in the world. On May 18, 2006, Nepal was declared a secular state by the Interim Parliament of Nepal. On December 28, 2007, the interim parliament passed a bill and declared Nepal to be a federal democratic republic. The current king, Gyanendra Bir Bikram Shah Dev, will be the last king of Nepal if the present ruling parties win the April 2008 elections.


          For a relatively small country, Nepal has a diverse landscape, ranging from the humid Terai plainlands in the south to the mountaneous Himalayas in the north. Eight of the world's top ten highest mountains, including Mount Everest, are in Nepal.


          


          Etymology


          The word Nepal has derived from the word Nepa: which refers to the Newar Kingdom of Kathmandu Valley and surrounding areas before the unification of Nepal. A calendar Nepal Sambat is still one of the major calendar used in Nepal, which was named after Newar kingdom of Kathmandu Valley called "Nepa:", and was devised 1100 years ago.


          It is important to remember that the Kingdom of Kathmandu Valley was called Nepa: and the language of Newars was called Nepal Bhasa long before the unification of Nepal. After unification of Nepal, Shah King Prithivi Narayan Shah adopted the name Nepal for the entire country.


          Various theories exist as to how the word Nepal evolved. According to one, Sage "Ne" ( Rishi) protected ("Pala" in Sanskrit) this land for long time so it is called "Nepal". Another legend ties the name to agriculture: "Ne" means wool in Tibetan language and "pal" means house or godown.


          


          Language


          Nepali is the national language of Nepal; it has evolved from various hilly dialects over the last five hundred years. It was called as Khas Kura, and has only recently been called as Nepali.


          Nepal Bhasa is the language of Newars, who are native to Kathmandu Valley. Since Nepali does not have its own alphabet and uses devanagari, Government of Nepal had submitted alphabets of Nepal Bhasa (Ranjana Lipi) to United Nations while claiming its bid to be recognised as independent country.


          One of the the first written inscriptions in Nepali is found in the writing on stone of King Pratap Malla(17th century). This written inscription is also the earliest prose written in "Nepali".


          


          Political status


          On December 28, 2007, the government proposed to amend Article 159 of the constitution and declare Nepal a federal republic, thereby abolishing the monarchy. As per the amendment, Article 159 of the interim constitution was amended - replacing "Provisions regarding the King" by "Provisions of the Head of the State."


          If the parties present in current ruling coalition win the election for constituent assembly scheduled for April 2008, the current king, Gyanendra Bir Bikram Shah Dev shall give up the title and throne, making him the last ruling monarch and making Nepal a federal democratic state with an elected head of state.


          


          History


          Nepal is mentioned in Hindu scriptures such as the Narayana Puja and the Atharva Siras (800-600 BC). Neolithic tools found in the Kathmandu Valley indicate that people have been living in the Himalayan region for at least 9,000 years. It appears that people who were probably of Tibeto-Burman ethnicity lived in Nepal 2,500 years ago. Around 1000 BCE, small kingdoms and confederations of clans arose in the region. From one of these, the Sakya confederation, arose a prince named Siddharta Gautama (563483 BCE), who later renounced his royalty to lead an ascetic life and came to be known as the Buddha ("the enlightened one"). By 250 BCE, the region came under the influence of the Mauryan empire of northern India, and later became a vassal state under the Gupta Dynasty in the fourth century CE. From the late fifth century CE, rulers called the Licchavis governed the area. The Licchavi dynasty went into decline in the late eighth century and was followed by a Newari era, from 879, although the extent of their control over the entire country is uncertain. By the late 11th century, southern Nepal came under the influence of the Chalukaya Empire of southern India. Under the Chalukayas, Nepal's religious establishment changed as the kings patronised Hinduism instead of the prevailing Buddhism.
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          By the early 12th century, leaders were emerging whose names ended with the Sanskrit suffix malla ("wrestler"). Initially their reign was marked by upheaval before the kings consolidated their power over the next 200 years. By the late 14th century much of the country began to come under a unified rule. This unity was short-lived; in 1482 the region was carved into three kingdoms: Kathmandu, Patan, and Bhadgaon.
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          After centuries of petty rivalry between the three kingdoms, in the mid-18th century Prithvi Narayan Shah, a Gorkha King set out to unify the kingdoms. Seeking arms and aid from India, and buying the neutrality of bordering Indian kingdoms, he embarked on his mission in 1765. After several bloody battles and sieges, he managed to unify Kathmandu Valley three years later in 1768. However, an actual battle never took place to conquer the Kathmandu valley; it was taken over by Prithvi Narayan and his troops without any effort, during Indra Jatra, a festival of Newars, when all the valley's citizens were celebrating the festival. This event marked the birth of the modern nation of Nepal. There is historical evidence that, at one time, the boundary of Greater Nepal extended from Tista River on the East to Kangara, across Sutlej River, in the west. A dispute and subsequently war with Tibet over the control of mountain passes forced the Nepalese to retreat and pay heavy repatriations. Rivalry between Nepal and the British East India Company over the annexation of minor states bordering Nepal eventually led to the Anglo-Nepalese War (181516). The valor displayed by the Nepalese during the war astounded their enemies and earned them their image of fierce and ruthless "Gurkhas". The war ended with a treaty, the Treaty of Sugauli. This treaty ceded Sikkim and lands in Terai to the Company. Some parts of Terai Region were given back to Nepal by British East India Company as a friendly gesture to Nepal because of her role to help maintain control of their regime in India during the so called Sepoy Rebellion of 1857. The decision to help British East India Company was taken by the Rana Regime, then led by Jang Bahadur Rana.


          Factionalism inside the royal family had led to a period of instability. In 1846 a plot was discovered to overthrow Jang Bahadur, a fast-rising military leader by the reigning queen. This led to the Kot Massacre. Armed clashes between military personnel and administrators loyal to the queen led to the execution of several hundred princes and chieftains around the country. Bahadur emerged victorious and founded the Rana lineage. The king was made a titular figure, and the post of Prime Minister was made powerful and hereditary. The Ranas were staunchly pro-British, and assisted the British during the Sepoy Rebellion in 1857, and later in both World Wars. In 1923 the United Kingdom and Nepal formally signed an agreement of friendship, in which Nepal's independence was recognised by the UK.
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          In the late 1940s, newly emerging pro-democracy movements and political parties in Nepal were critical of the Rana autocracy. Meanwhile, with the annexation of Tibet by the Chinese in 1950, India faced the prospect of a military expansion of her Northern neighbour and was thus keen to avoid instability in Nepal. Forced to act, India sponsored both King Tribhuvan as Nepal's new ruler in 1951, and a new government, mostly comprising the Nepali Congress Party. After years of power wrangling between the king and the government, the democratic experiment was suppressed in 1959, and a "partyless" panchayat system was made to govern Nepal until 1989, when the "Jan Andolan" (People's) Movement forced the monarchy to accept constitutional reforms and to establish a multiparty parliament that took seat in May 1991.


          In 1996, the Communist Party of Nepal (Maoist) started a bid to replace the parliamentary system with a socialist republic. This led to the Nepal Civil War and the deaths of more than 12,000. On June 1, 2001, the Heir Apparent Crown Prince Dipendra was accused of a massacre in the royal palace, a violent response to his parents' refusal to accept his choice of wife. After the massacre, the King and the Queen were among the dead and the Crown Prince as well having committed suicide. However, there are lots of speculations and doubts among Nepalease citizens about the person(s) responsible for the Royal Massacre. Following the carnage, the throne was inherited by Birendra's brother Gyanendra.On February 1, 2005, Gyanendra dismissed the entire government and assumed full executive powers to quash the Maoist movement. In September 2005, the Maoists declared a three-month unilateral ceasefire.


          Following the 2006 democracy movement, the king agreed to relinquish the sovereign power back to the people and reinstated the dissolved House of Representatives on April 24, 2006. Using its newly acquired sovereign authority, on May 18, 2006, the newly resumed House of Representatives unanimously passed a motion to curtail the power of the king and declared Nepal a secular state. As of December 2007, a bill was passed in parliament which declared Nepal a "federal democratic republic" constitutionally.. The bill, however, will not come into force until immediately after the forthcoming elections of April 2008.


          


          Geography
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          Geography of Nepal is uncommonly diverse. Nepal is of roughly trapezoidal shape, 800kilometres (500 mi) long and 200kilometres (125mi) wide, with an area of 147,181 square kilometres (56,827 sqmi). Nepal is commonly divided into four physiographic areas: the Mountain, Hill, Siwalik region and Terai Regions. These ecological belts run east-west and are bisected by Nepal's major river systems. Nepal is roughly the same size in land area as the US states of Michigan and Arkansas or the UK state/country of England.


          The southern lowland Plains bordering India are part of the northern rim of the Indo-Gangetic plains. They were formed and are fed by three major rivers: the Kosi, the Narayani (India's Gandak River), and the Karnali. This region has a hot, humid climate.


          The Hill Region (Pahad) abuts the mountains and varies from 1,000 to 4,000 metres (3,30013,125 ft) in altitude. Two low mountain ranges, the Mahabharat Lekh and Shiwalik Range (also called the Churia Range) dominate the region. The hilly belt includes the Kathmandu Valley, the country's most fertile and urbanised area. Unlike the valleys Called Inner Tarai (Bhitri Tarai Uptyaka) elevations above 2,500 metres (8,200ft) are sparsely populated.


          The Mountain Region contains the highest region in the world. The world's highest mountain, Mount Everest (Sagarmatha in Nepali) at 8,848 metres (29,028ft) is located on the border with the autonomous region of China, Tibet. Seven more of the world's ten highest mountains are located in Nepal: Lhotse, Makalu, Cho Oyu, Kanchenjunga, Dhaulagiri, Annapurna and Manaslu. Deforestation is a major problem in all regions, with resulting erosion and degradation of ecosystems.
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          Nepal has five climatic zones, broadly corresponding to altitude. The tropical and subtropical zones lie below 1,200 metres (3,940ft), the temperate zone 1,200 to 2,400 metres (3,9007,875ft), the cold zone 2,400 to 3,600 metres (7,87511,800ft), the subarctic zone 3,600 to 4,400 metres (11,80014,400ft), and the Arctic zone above 4,400 metres (14,400ft). Nepal experiences five seasons: summer, monsoon, autumn, winter and spring. The Himalaya blocks cold winds from Central Asia in winter, and forms the northern limit of the monsoon wind patterns.


          Although Nepal shares no boundary with Bangladesh, the two countries are separated by a narrow strip of land about 21 kilometre (13mi) wide, called the Chicken's Neck. Efforts are underway to make this area a free-trade zone.


          Situated in the Great Himalayan Range in Northern part of Nepal, Mount Everest has the highest altitude of any mountain in the world. Technically, the south-east ridge on the Nepali side of the mountain is easier to climb, so most climbers travel to Everest through Nepal. The Annapurna mountain range also lies in Nepal.


          


          Zones, districts, and regions
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          Nepal is divided into 14 zones and 75 districts, grouped into 5 development regions. Each district is headed by a fixed chief district officer responsible for maintaining law and order and coordinating the work of field agencies of the various government ministries. The 14 zones are:


          
            
              	
                
                  	Bagmati


                  	Bheri


                  	Dhawalagiri


                  	Gandaki


                  	Janakpur


                  	Karnali


                  	Koshi

                

              

              	

              	
                
                  	Lumbini


                  	Mahakali


                  	Mechi


                  	Narayani


                  	Rapti


                  	Sagarmatha


                  	Seti

                

              

              	
                



                


              
            

          


          


          Economy


          Agriculture sustains 76% of the population and accounts for about 40% of the GDP; services comprise 41%, and industry 22%. Nepal remains isolated from the worlds major land, air and sea transport routes though air traffic is frequent. Hilly and mountainous terrain in the northern two-thirds of the country has made the building of roads and other infrastructure difficult and expensive. There were just over 8,500 km of paved roads, and one 59 km railway line in the south in 2003. There is only one reliable road route from India to the Kathmandu Valley. The only practical seaport of entry for goods bound for Kathmandu is Kolkata in India. Internally, the poor state of development of the road system (22 of 75 administrative districts lack road links) makes volume distribution unrealistic.
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          Aviation is in a better state, with 48 airports, ten of them with paved runways. There is less than one telephone per 19 people; landline telephone services are not adequate nationwide but concentrated in cities and district headquarters; mobile telephony is in a reasonable state in most parts of the country with increased accessibility and affordability. There were around 175,000 Internet connections in 2005, but after the imposition of the "state of emergency", intermittent losses of service were reported. Uninterrupted Internet connections have resumed after the brief period of confusion as Nepal's second major people's revolution took place to overthrow the King's absolute power.


          Its landlocked location and technological backwardness and the long-running civil war have also prevented Nepal from fully developing its economy. The country receives foreign aid from India, Japan, the United Kingdom, the United States, the European Union, China, Switzerland, and Scandinavian countries. The government's budget is about US$1.153 billion, with expenditures of $1.789bn (FY05/06). The inflation rate has dropped to 2.9% after a period of higher inflation during the 1990s. The Nepali Rupee has been tied to the Indian Rupee at an exchange rate of 1.6 for many years. Since the loosening of exchange rate controls in the early 1990s, the black market for foreign exchange has all but disappeared. A long-standing economic agreement underpins a close relationship with India.


          The distribution of wealth among the Nepali is consistent with that in many developed and developing countries: the highest 10% of households control 39.1% of the national wealth and the lowest 10% control only 2.6%.
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          Nepal's workforce of about 10 million suffers from a severe shortage of skilled labour. Agriculture employs 81% of the workforce, services 16% and manufacturing/craft-based industry 3%. Agricultural producemostly grown in the Terai region bordering Indiaincludes tea, rice, corn, wheat, sugarcane, root crops, milk, and water buffalo meat. Industry mainly involves the processing of agricultural produce, including jute, sugarcane, tobacco, and grain. The spectacular landscape and deep, exotic culture of Nepal represents considerable potential for tourism, but growth in this export industry has been stifled by recent political events. The rate of unemployment and underemployment approaches half of the working-age population. Thus many Nepali citizens move to India in search of work, the Gulf countries and Malaysia being new sources of work. Poverty is acute. Nepal receives US$50 million a year through the Gurkha soldiers who serve in the Indian and British armies and are highly esteemed for their skill and bravery. The total remittance value is worth around 1 billion USD, including money sent from Persian Gulf and Malaysia, who combined employ around 700,000 Nepali citizens.


          Nepal's GDP for the year 2005 is estimated at just over US$39 billion (adjusted to Purchasing Power Parity), making it the 83rd-largest economy in the world. Per-capita income is less than US$ 300. Nepal's exports of mainly carpets, clothing, leather goods, jute goods and grain total $822 million. Import commodities of mainly gold, machinery and equipment, petroleum products and fertilizer total US$2 bn. India (53.7%), the US (17.4%), and Germany (7.1%) are its main export partners. Nepal's import partners include India (47.5%), the United Arab Emirates (11.2%), China (10.7%), Saudi Arabia (4.9%), and Singapore (4%).


          


          Government and politics


          Until 1990, Nepal was an absolute monarchy running under the executive control of the king. Faced with a people's movement against the absolute monarchy, King Birendra, in 1990, agreed to large-scale political reforms by creating a parliamentary monarchy with the king as the head of state and a prime minister as the head of the government.


          Nepal's legislature was bicameral consisting of a House of Representatives called the Pratinidhi Sawa and a National Council called the Rastriya Sawa. The House of Representatives consists of 205 members directly elected by the people. The National Council had sixty members, ten nominated by the king, thirty-five elected by the House of Representatives and the remaining fifteen elected by an electoral college made up of chairs of villages and towns. The legislature had a five-year term, but was dissolvable by the king before its term could end. All Nepali citizens 18 years and older became eligible to vote.


          The executive comprised the King and the Council of Ministers (the Cabinet). The leader of the coalition or party securing the maximum seats in an election was appointed as the Prime Minister. The Cabinet was appointed by the king on the recommendation of the Prime Minister. Governments in Nepal have tended to be highly unstable; no government has survived for more than two years since 1991, either through internal collapse or parliamentary dissolution by the monarch on the recommendation of prime minister according to the constitution.


          The movement in April, 2006, brought about a change in the nation: an interim constitution was promulgated, with the King giving up power, and an interim House of Representatives was formed with Maoist members after the new government held peace talks with the Maoist rebels. The number of seats were also increased to 330. In April, 2007, the Communist Party of Nepal (Maoist) joined the interim government of Nepal.


          On December 28, 2007, the interim parliament passed a bill that would make Nepal a federal republic, with the Prime Minister becoming head of state. The bill is yet to be passed by the Constituent Assembly.


          


          Military and foreign affairs
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          Nepal's military consists of the Nepalese Army which includes the Nepalese Army Air Service, (the air force unit under it). Nepalese Police Force is the civilan police and the Armed Police Force Nepal is the paramilitary force. Service is voluntary and the minimum age for enlistment is 18 years. Nepal spends $99.2 million (2004) on its military1.5% of its GDP. Most of the equipment and arms are supplied by India.


          Nepal has close ties with both of its neighbours, India and China. In accordance with a long standing treaty, Indian and Nepalese citizens may travel to each others' countries without a passport or visa. Nepalese citizens may work in India without legal restriction. Although Nepal and India typically have close ties, from time to time Nepal becomes caught up in the problematic Sino-Indian relationship. India considers Nepal as part of its realm of influence, and views Chinese aid with concern. In 2005, after King Gyanendra took over, Nepalese relations with India,


          


          Demographics
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          Perched on the southern slopes of the Himalayan Mountains, State of Nepal is as ethnically diverse as its terrain of fertile plains, broad valleys, and the highest mountain peaks in the world. The Nepalese are descendants of three major migrations from India, Tibet, and North Burma and Yunnan via Assam.


          Among the earliest inhabitants were the Kirat of east mid-region, Newar of the Kathmandu Valley and aboriginal Tharu in the southern Terai region. The ancestors of the Brahman and Chetri caste groups came from India Kumaon, Garwal and Kashmir, while other ethnic groups trace their origins to North Burma and Yunnan and Tibet, e.g. the Gurung and Magar in the west, Rai and Limbu in the east, and Sherpa and Bhotia in the north.


          In the Terai, a part of the Ganges Basin with 20% of the land, much of the population is physically and culturally similar to the Indo-Aryans of northern India. Indo-Aryan and East Asian looking mixed people live in the hill region. The mountainous highlands are sparsely populated. Kathmandu Valley, in the middle hill region, constitutes a small fraction of the nation's area but is the most densely populated, with almost 5% of the population.


          Nepal is a multilingual, multireligious and multiethnic society. These data are largely derived from Nepal's 2001 census results published in the Nepal Population Report 2002.
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              Population Structure
            

            
              	Data

              	Size
            


            
              	Population

              	28,676,547 (2005)
            


            
              	Growth Rate

              	2.2%
            


            
              	Population below 14 Years old

              	39%
            


            
              	Population of age 15 to 64

              	57.3%
            


            
              	Population above 65

              	3.7%
            


            
              	The median age (Average)

              	20.07
            


            
              	The median age (Male)

              	19.91
            


            
              	The median age (Females)

              	20.24
            


            
              	Ratio (Male:Female)

              	1, 060:1,000
            


            
              	Life expectancy (Average)

              	59.8 Years
            


            
              	Life expectancy (Male)

              	60.9
            


            
              	Life expectancy (Female)

              	59.5
            


            
              	Literacy Rate (Average)

              	53.74%
            


            
              	Literacy Rate (Male)

              	68.51%
            


            
              	Literacy Rate (Female)

              	42.49%
            

          


          Differences between Hindus and Buddhists have been in general very subtle and academic in nature due to the intermingling of Hindu and Buddhist beliefs. Both share common temples and worship common deities and many of Nepal's Hindus could also be regarded as Buddhists and vice versa. Gurkhas are from Nepal. Buddhism was relatively more common among the Newar. Among the other natives of Nepal, those most influenced by Hinduism were the Magar, Sunwar, Limbu and Rai. Hindu influence is less prominent among the Gurung, Bhutia, and Thakali groups, who employ Buddhist monks for their religious ceremonies.


          The northern mountains are sparsely populated. A majority of the population live in the central highland despite the migration of a significant section of the population to the fertile Terai belt in recent years. Kathmandu, with a population of around 800,000 (Metropolitan area: 1,5 million) is the largest city in the country.


          


          Culture


          Nepalese culture is diverse, reflecting people of different ethnic origins. The Newar community is particularly rich in cultural diversity, hosting most of the festivals and being well known for their music and dance.


          A typical Nepalese meal is dal-bhat, a kind of lentil soup served with rice, vegetables, and pickles. The Newar community, however, has its own unique cuisine. It consists of non-vegetarian and vegetarian items as well as alcoholic and non-alcoholic beverages. Mustard oil and a host of spices, such as cumin, sesame seeds, turmeric, garlic, ginger, methi (fenugreek), bay leaves, cloves, cinnamon, pepper, chili, mustard seeds, vinegar, etc. are used in cooking. The cuisine served in the festivals is considered to be the best diet cuisine.


          Folklore is an integral part of Nepalese society. Traditional stories are rooted in the reality of day-to-day lifetales of love, affection, battles, and demons and ghosts; they reflect and explain local lifestyles, cultures and belief systems. Many Nepalese folktales are enacted in dance and music.


          The Newar Music consists mainly of percussion instruments. Wind instruments such as flutes and similar instruments are also used. String instruments are very rare. There are songs pertaining to particular seasons and festivals. Paahan chare music is most probably the fastest played music whereas the Dapa the slowest. The dhimay music are the loudest ones. There are certain musical instruments such as Dhimay and Bhusya which are played as instrumental only and are not accompanied with songs. In the hills, people enjoy their own kind of music, playing saarangi (string instrument), madal and flute. They also have many popular folk songs like lok geet and lok dohari.


          The Newar dances can be broadly classified into masked dances and non-masked dances. The most representative of Newari dance is Lakhey dance. Almost all the settlements of Newar have Lakhey dance at least once a year. Almost all of these Lakhey dances are held in the Goonlaa month. So, they are called Goonlaa Lakhey. However, the most famous Lakhey dance is the Majipa Lakhey dance. It is performed by the Ranjitkars of Kathmandu. The dance takes place during the whole week containing the full moon of Yenlaa month. The Lakhey are considered as the saviors of children.


          The Nepali year begins in mid-April and is divided into 12 months. Saturday is the official weekly holiday. Main holidays include the National Day (birthday of the king) December 28, Prithvi Jayanti, ( January 11), and Martyr's Day ( February 18) and a mix of Hindu and Buddhist festivals such as dashain in autumn, and tihar late autumn. During tihar, the Newar community celebrates its New Year as per local calendar Nepal Sambat.


          Most houses in rural lowland of Nepal are made up of a tight bamboo framework with mud and cow-dung walls. These dwellings remain cool in summers and retain warmth in winters. Dwellings in higher latitudes are mostly stone masonary walls with slate and thatch roof and timber based.
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              	Conservation status
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                  Endangered( IUCN 2.3)
                

              
            


            
              	Scientific classification
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              	Binomial name
            


            
              	Nepenthes rajah

              Hook.f. (1859)
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                  	Nepenthes rajah

                  auct. non Hook.f.: A.Slack (1986)

                  [= Nepenthes  alisaputrana]


                  	Nepenthes rajah

                  auct. non Hook.f.: G.Cheers (1992)

                  [= Nepenthes  kinabaluensis]

                

              
            

          


          Nepenthes rajah (pronounced /nəˈpɛniːz ˈrɑːdʒə/) is an insectivorous pitcher plant species of the monotypic Nepenthaceae family. It is endemic to Mount Kinabalu and neighbouring Mount Tambuyukon in Sabah, Malaysian Borneo. N. rajah grows exclusively on serpentine substrates, particularly in areas of seeping ground water, where the soil is loose and permanently moist. The species has an altitudinal range of 1500 to 2650m a.s.l. and is thus considered a highland or sub- alpine plant. Due to its localised distribution, N. rajah is classified as an endangered species by the IUCN and listed on CITES Appendix I.


          N. rajah was first collected by Hugh Low on Mount Kinabalu in 1858. It was described the following year by Joseph Dalton Hooker, who named it after James Brooke, the first White Rajah of Sarawak. Hooker called it "one of the most striking vegetable productions hither-to discovered". Since being introduced into cultivation in 1881, N. rajah has always been a much sought-after species. For a long time, it was a plant seldom seen in private collections due to its rarity, price, and specialised growing requirements. Recent advances in tissue culture technology have resulted in prices falling dramatically, and N. rajah is now relatively widespread in cultivation.


          N. rajah is most famous for the giant urn-shaped traps it produces, which can grow up to 35cm high and 18cm wide. These are capable of holding 3.5litres of water and in excess of 2.5 litres of digestive fluid, making them probably the largest in the genus by volume. Another characteristic morphological feature of N. rajah is the peltate leaf attachment of the lamina and tendril, which is present in only a few other species.


          N. rajah is known to occasionally trap vertebrates and even small mammals. Drowned rats have been observed in the pitchers of N. rajah. It is one of only two Nepenthes species documented as having caught mammalian prey in the wild, the other being N. rafflesiana. N. rajah is also known to occasionally trap other small vertebrates, including frogs, lizards and even birds, although these cases probably involve sick animals and certainly do not represent the norm. Insects, and particularly ants, comprise the majority of prey in both aerial and terrestrial pitchers.


          Although N. rajah is most famous for trapping and digesting animals, its pitchers also play host to a large number of other organisms, which are thought to form a mutually beneficial ( symbiotic) association with the plant. Many of these animals are so specialised that they cannot survive anywhere else, and are referred to as nepenthebionts. N. rajah has two such mosquito taxa named after it: Culex rajah and Toxorhynchites rajah.


          N. rajah is known to hybridise relatively easily in the wild. Hybrids between it and all other Nepenthes species on Mount Kinabalu, with the exception of N. lowii, have been recorded. Due to the slow-growing nature of N. rajah, no hybrids involving it have been artificially produced as of yet.


          


          Etymology
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          Joseph Dalton Hooker described N. rajah in 1859, naming it in honour of Sir James Brooke, the first White Rajah of Sarawak. In the past, the Latin name was written as Nepenthes Rajah, since it derives from a proper noun. However, this capitalisation is considered incorrect today. Rajah Brooke's Pitcher Plant is an accurate, but seldom-used common name. N. rajah is also sometimes called the Giant Malaysian Pitcher Plant or simply Giant Pitcher Plant, although the binomial name remains by far the most popular way of referring to this species. The specific epithet rajah means "King" in Malay and this, coupled with the impressive size of its pitchers, has meant that N. rajah is often referred to as the "King of Nepenthes".



          


          Plant characteristics


          
            
              Click [show] to view a botanical description of Nepenthes rajah.
            


            
              Latin description: Folia mediocria petiolata, lamina oblonga v. lanceolata, apice peltata, nervis longitudinalibus utrinque 45; ascidia rosularum ignota; ascidia inferiora et superiora maxima, urceolata, alis 2 subfimbriatis, ore maximo obliquo; peristomio in collum breve elongato, expanso, 1030 mm lato, costis 1/22 distantibus, dentibus 24 x longioribus quam latis; operculo maximo ovato-cordato, facie inferiore prope basin carina valida exaltata; inflorescentia racemus magnus pedicellis inferioribus c. 2025 mm longis 2-floris, superioribus brevioribus 1-floris; indumentum parcum, villosum v. villoso-tomentosum. Botanical description: Stem: generally prostrate or decumbent; not climbing, coarse, 1530mm thick, 6m long (usually 3m), yellow to green in colour, internodes 20cm, cylindrical. Leaves: coriaceous, shortly petiolate, yellow to green in colour, with a wavy outer margin. Lamina oblong-lanceolate, 2580cm long and 1015cm wide, rounded and peltate at the apex, rounded at the base, abruptly attenuate towards the petiole. Tendril inserted 25cm below the leaf apex. Petiole canaliculate, winged, 15cm long, 1cm thick, dilated at the base, with a sheath that clasps the stem for 3/4 of the circumference. Longitudinal veins 34 (rarely 5) on each side, originating from the basal part of the midrib, running parallel in the outer half of the lamina, pennate veins running obliquely towards the margin, irregularly reticulate in the outer part of the lamina. Tendrils about as long as the lamina, 50cm long, 56mm thick near the lamina, 1025mm thick near the pitcher, curved downwards, yellow to red in colour, darker near the pitcher. Pitchers: urceolate to short-ellipsoidal, 2040cm high, 1118cm wide, red to purple on the outside, inside surfaces lime green to purple in colour, with two fimbriate wings running almost from the base to the mouth, broader and more fimbriate towards the top, 625mm wide under the mouth, the fringe segments 7mm long, 24mm apart. Glandular region covers the entire inner surface of the pitcher, about 300800 glands/cm, the glands in the lower part (digestive zone) not overarched, large such that the interspaces only form polygons, overarched in the upper half (conductive/retentive zone). Mouth horizontal to oblique, the front side of the pitcher 1/2 to 2/5 of the back side in length, elongated towards the lid into a neck 2.54cm long. Peristome greatly expanded, 1015mm wide at the front side, 2050mm wide towards the lid, distinctly scalloped, prolongated at the interior side into a perpendicular lamina that is 1020mm wide, the ribs 0.51mm apart at the inner side, 12mm apart at the outer margin, teeth distinct, those of the interior margin 2 to 4 times as long as broad. Lid ovate to oblong, rounded at the apex, cordate at the base, 1525cm long, 1120cm wide, vaulted with a distinct keel running down the centre, midrib keeled in the basal half below, keel 510mm high at some distance from the base, 38mm wide, no appendages. Lower surface of the lid covered in many elevated glands, those on the keel with a wide mouth, the others with a very narrow one. Spur 20mm long, unbranched, ascending from the back rib of the pitcher close to the lid, about 2mm thick at the base, attenuate. Intermediate and upper pitchers rarely produced, conical, smaller, lighter in colour; usually yellow, wings reduced to ribs. Male inflorescence: a long raceme, peduncle 2040cm long, about 10mm thick at the base, about 7mm at the top, cylindrical, yellow-green to orange in colour, the rachis 3080cm long, angular and grooved, gradually attenuate. Lower partial peduncles 2025mm long, two-flowered, upper ones gradually shorter, one-flowered, all without bract. Flowers brownish-yellow in colour, give off strong sugary smell. Tepals elliptic to oblong, 8mm long, obtuse, burgundy in colour. Staminal column 34mm long, anthers in 1 of 1 1/2 whorls. Female inflorescence: generally like male inflorescence, but the tepals are somewhat narrower. Fruits short-pedicelled, 1020mm long, relatively thick, slightly attenuate towards both ends, orange-brown in colour, the valves 2.54mm wide. Seeds filiform, 38mm long, nucleus only slightly wrinkled, if at all. Indumentum: all parts of the plant covered with long, caducous, white or brown hairs when young, mature plants virtually glabrous. Stem with long spreading brown hairs when young, later glabrous. Pitchers densely covered with long spreading brown hairs when young, later sparsely hairy or glabrous. Inflorescences densely covered with adpressed brown hairs when young, later more sparsely hairy in the lower part, indumentum persistent in the upper part on the peduncles and on the perigone, ovaries densely appressedly hairy, fruits less densely hairy to glabrous. Other: colour of herbarium specimens dark-brown in varying hues.
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          Nepenthes rajah, like virtually all species in the genus, is a scrambling vine. The stem usually grows along the ground, but will attempt to climb whenever it comes into contact with an object that can support it. The stem is relatively thick (30mm) and may reach up to 6 m in length, although it rarely exceeds 3 m. N. rajah does not produce runners as some other species in the genus, but older plants are known to form basal offshoots. This is especially common in plants from tissue culture, where numerous offshoots may form at a young age.


          


          Leaves


          Leaves are produced at regular intervals along the stem. They are connected to the stem by sheathed structures known as petioles. A long, narrow tendril emanates from the end of each leaf. At the tip of the tendril is a small bud which, when physiologically activated, develops into a functioning trap. Hence, the pitchers are modified leaves and not specialised flowers as is often believed. The green structure most similar to a normal leaf is specifically known as the lamina or leaf blade.
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          The leaves of N. rajah are very distinctive and reach a large size. They are leathery in texture with a wavy outer margin. The leaves are characteristically peltate, whereby the tendril joins the lamina on the underside, before the apex. This characteristic is more pronounced in N. rajah than in any other Nepenthes species, with the exception of N. clipeata. However, it is not unique to these two taxa, as mature plants of many Nepenthes species display slightly peltate leaves. The tendrils are inserted 5cm below the leaf apex and reach a length of approximately 50cm. Three to five longitudinal veins run along each side of the lamina and pennate (branching) veins run towards the margin. The lamina is oblong to lanceolate-shaped, 80cm long and 15cm wide.


          


          Pitchers


          All Nepenthes pitchers share several basic characteristics. Traps consist of the main pitcher cup, which is covered by an operculum or lid that prevents rainwater from entering the pitcher and displacing or diluting its contents. A reflexed ring of hardened tissue, known as the peristome, surrounds the entrance to the pitcher (only the aerial pitchers of N. inermis lack a peristome). A pair of fringed wings run down the front of lower traps and these presumably serve to guide terrestrial insects into the pitchers' mouth. Accordingly, the wings are greatly reduced or completely lacking in aerial pitchers, for which flying insects constitute the majority of prey items.
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          N. rajah, like most species in the genus, produces two distinct types of traps. "Lower" or "terrestrial" pitchers are the most common. These are very large, richly coloured, and ovoid in shape. In lower pitchers, the tendril attachment occurs at the front of the pitcher cup relative to the peristome and wings. Exceptional specimens may be up to 40cm high and capable of holding 3.5litres of water and in excess of 2.5 litres of digestive fluid, although most do not exceed 200ml. The lower pitchers of N. rajah are probably the largest in the genus by volume, rivaled only by those of N. merrilliana, N. truncata and the giant form of N. rafflesiana. These traps rest on the ground and are often reclined, leaning against surrounding objects for support. They are usually red to purple on the outside, whilst the inside surfaces are lime green to purple. This contrasts with all other parts of the plant, which are yellow-green. The lower pitchers of N. rajah are unmistakable and for this reason it is easy to distinguish it from all other Bornean Nepenthes species.
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          Mature plants may also produce "upper" or "aerial" pitchers, which are much smaller, funnel-shaped, and usually less colourful than the lowers. The tendril attachment in upper pitchers is normally present at the rear of the pitcher cup. True upper pitchers are seldom seen, as the stems of N. rajah rarely attain lengths greater than a few metres before dying off and being replaced by off-shoots from the main rootstock.


          Upper and lower pitchers differ significantly in morphology, as they are specialised for attracting and capturing different prey. Pitchers that do not fall directly into either category are simply known as "intermediate" pitchers.


          The peristome of N. rajah has a highly distinctive scalloped edge and is greatly expanded, forming an attractive red lip around the trap's mouth. A series of raised protrusions, known as ribs, intersect the peristome, ending in short, sharp teeth that line its inner margin. Two fringed wings run from the tendril attachment to the lower edge of the peristome.


          The huge, vaulted lid of N. rajah, the largest in the genus, is another distinguishing characteristic of this species. It is ovate to oblong in shape and has a distinct keel running down the middle. The spur at the back of the lid is approximately 20mm long and unbranched.


          N. rajah is noted for having very large nectar- secreting glands covering its pitchers. These are quite different from those of any other Nepenthes and are easily recognisable (see image). The inner surface of the pitcher, in particular, is wholly glandular, with 300 to 800 glands/cm.
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          Flowers


          N. rajah seems to flower at any time of the year. Flowers are produced in large numbers on inflorescences that arise from the apex of the main stem. N. rajah produces a very large inflorescence that can be 80cm, and sometimes even 120cm tall. The individual flowers of N. rajah are produced on partial peduncles (twin stalks) and so the inflorescence is called a raceme (as opposed to a panicle for multi-flowered bunches). The flowers are reported to give off a strong sugary smell and are brownish-yellow in colour. Sepals are elliptic to oblong and 8mm long. Like all Nepenthes species, N. rajah is dioecious, which means that unisexual flowers occur on different individuals. Fruits are orange-brown and 10 to 20 mm long (see image).


          


          Other characteristics


          The root system of N. rajah is notably extensive, although it is relatively shallow as in most Nepenthes species.


          All parts of the plant are covered in long, white hairs when young, but mature plants are virtually glabrous (lacking hair). This covering of hair is known as the indumentum.


          The colour of herbarium specimens is dark-brown in varying hues (see image).


          Little variation has been observed within natural populations of Nepenthes rajah and, consequently, no forms or varieties have been described. Furthermore, N. rajah has no true nomenclatural synonyms, unlike many other Nepenthes species, which exhibit greater variability.


          


          Carnivory
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          Nepenthes rajah is a carnivorous plant of the pitfall trap variety. It is famous for occasionally trapping vertebrates and even small mammals. There exist at least two records of drowned rats found in N. rajah pitchers. The first observation dates from 1862 and was made by Spenser St. John, who accompanied Hugh Low on two ascents of Mount Kinabalu. In 1988, Anthea Phillipps and Anthony Lamb confirmed the plausibility of this record when they managed to observe drowned rats in a large pitcher of N. rajah. N. rajah is also known to occasionally trap other small vertebrates, including frogs, lizards and even birds, although these cases probably involve sick animals, or those seeking shelter or water in the pitcher, and certainly do not represent the norm. Insects, and particularly ants, comprise the majority of prey in both aerial and terrestrial pitchers. Other arthropods, such as centipedes, also fall prey to N. rajah.


          N. rafflesiana is the only other Nepenthes species reliably documented as having caught mammalian prey in its natural habitat. In Brunei, frogs, geckos and skinks have been found in the pitchers of this species. The remains of mice have also been reported.


          On September 29, 2006, at the Jardin botanique de Lyon in France, a cultivated N. truncata was photographed containing the decomposing corpse of a mouse.


          


          Interactions with animals


          


          Pitcher infauna


          


          Although Nepenthes are most famous for trapping and digesting animals, their pitchers also play host to a large number of other organisms (known as infauna). These include fly and midge larvae, spiders (most notably the crab spider Misumenops nepenthicola), mites, ants, and even a species of crab, Geosesarma malayanum. The most common and conspicuous predators found in pitchers are mosquito larvae, which consume large numbers of other larvae during their development. Many of these animals are so specialised that they cannot survive anywhere else, and are referred to as nepenthebionts.


          The complex relationships between these various organisms are not yet fully understood. The question of whether infaunal animals "steal" food from their hosts, or whether they are involved in a mutually beneficial ( symbiotic) association has yet to be investigated experimentally and is the source of considerable debate. Clarke suggests that mutualism is a "likely situation", whereby "the infauna receives domicile, protection and food from the plant, while in return, the infauna helps to break down the prey, increase the rate of digestion and keep bacterial numbers low".


          


          Species specific


          As the size and shape of Nepenthes pitchers vary greatly between species, but little within a given taxon, it is not surprising that many infaunal organisms are specially adapted to life in only the traps of particular species. N. rajah is no exception, and in fact has two mosquito taxa named after it. Culex (Culiciomyia) rajah and Toxorhynchites (Toxorhynchites) rajah were described by Masuhisa Tsukamoto in 1989, based on larvae collected in pitchers of N. rajah on Mount Kinabalu three years earlier. The two species were found to live in association with larvae of Culex (Lophoceraomyia) jenseni, Uranotaenia (Pseudoficalbia) moultoni and an undescribed taxon, Tripteroides (Rachionotomyia) sp. No. 2. Concerning C. rajah, Tsukamoto noted that the "body surface of most larvae are covered in Vorticella-live protozoa". At present, nothing is known of this species with regards to its adult biology, habitat, or medical importance as a vector of diseases. The same is true for T. rajah; nothing is known of its biology except that adults are not haematophagous.
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          Another species, Culex shebbearei, has also been recorded as an infaunal organism of N. rajah in the past. The original 1931 record by F. W. Edwards is based on a collection by H. M. Pendlebury in 1929 from a plant growing on Mount Kinabalu. However, Tsukamoto notes that in light of new information on these species, "it seems more likely to conclude that the species [C. rajah] is a new species which has been misidentitied as C. shebbearei for a long time, rather than to think that both C. shebbearei and C. rajah n. sp. are living in pitchers of Nepenthes rajah on Mt. Kinabalu".


          


          Pests


          Not all interactions between Nepenthes and fauna are beneficial to the plant. N. rajah is sometimes attacked by insects which feed on its leaves and remove substantial portions of the lamina. Also, monkeys and tarsiers are known to occasionally rip pitchers open to feed on their contents.


          


          Classification
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                  * Now considered a junior synonym of N. maxima.

                  ** Danser's description was based on the type specimen of N. fallax.
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                  Distribution of the Regiae, based on Danser (1928).

                  Note: it is now known that N. maxima is absent from Borneo.
                

              
            

          


          


          Nepenthes rajah is not generally considered to be closely related to any other species, due to its unusual pitcher and leaf morphology. However, several attempts have been made to deduce natural groupings within the Nepenthes genus, in order to show relationships between taxa below those at the genus rank, which have grouped N. rajah with other species thought to share certain traits with it.


          


          Nineteenth century


          The Nepenthes were first split up in 1873, when Hooker published his monograph on the genus. Hooker distinguished N. pervillei from all other taxa based on the fact that seeds of this species lacked appendages that were found to be present in all other Nepenthes (though greatly reduced in N. madagascariensis) and subsequently placed it in the monotypic subgenus Anurosperma (Latin: anuro: without nerves, sperma: seeds). All other species were subsumed in the second subgenus, Eunepenthes (Latin: eu: true; "true" Nepenthes).


          A second attempt to establish a natural subdivision within the genus was made in 1895 by Gnther von Mannagetta und Lrchenau Beck in his Monographische Skizze (German for Monographic Sketch). Beck kept the two subgenera created by Hooker, but divided Eunepenthes into three subgroups: Retiferae, Apruinosae and Pruinosae. N. rajah formed part of the Apruinosae (Latin: pl. of apruinosa: not frosted). Most contemporary taxonomists agree that Beck's groupings have little, if any, taxonomical value, as they were based on arbitrary traits not suitable for use as a basis for classification.


          


          Twentieth century


          Nepenthes taxonomy was once again revised in 1908 by John Muirhead Macfarlane in his own monograph. Oddly, Macfarlane did not name the groups he distinguished. His revision is often not considered to be a natural division of the genus.


          In 1928, B. H. Danser published his seminal monograph, The Nepenthaceae of the Netherlands Indies, in which he divided Nepenthes into six clades, based on observations of herbarium material. The clades were: the Vulgatae, Montanae, Nobiles, Regiae, Insignes and Urceolatae. Danser placed N. rajah in the Regiae (Latin: pl. of rēgia: royal). The Regiae clade as proposed by Danser is shown in the table to the right.


          Most of the species in this clade are large plants with petiolate leaves, an indumentum of coarse reddish-brown hairs, raceme-like inflorescence, and funnel-shaped (infundibulate) upper pitchers. All bear a characteristic appendage on the lower surface of the lid near the apex. With the exception of N. lowii, the Regiae all have a mostly flattened or expanded peristome. The majority of species comprising Regiae are endemic to Borneo. Based on current understanding of the genus, Regiae appears to reflect the relationships of its members quite well, although the same cannot be said for the other clades. Despite this, Danser's classification was undoubtedly a great improvement on previous attempts.


          The taxonomical work of Danser (1928) was revised by Hermann Harms in 1936. Harms divided Nepenthes into three subgenera: Anurosperma Hooker.f. (1873), Eunepenthes Hooker.f. (1873) and Mesonepenthes Harms (1936) (Latin: meso: middle; "middle" Nepenthes). The Nepenthes species found in the subgenera Anurosperma and Mesonepenthes differ from those in the Vulgatae, where Danser had placed them. Harms included N. rajah in the subgenus Eunepenthes together with the great majority of other Nepenthes; Anurosperma was a monotypic subgenus, while Mesonepenthes contained only three species. He also created an additional clade, the Distillatoriae (after N. distillatoria).


          


          Glandular morphology


          In 1976, Shigeo Kurata proposed that glands present in Nepenthes pitchers were unique to individual species and could be used to distinguish between closely-related taxa or even be used as a basis for their classification. Kurata studied two types: the nectar glands of the lid and the digestive glands of the inside of the pitcher cup. He divided the latter into the "lower", "upper" and "middle" parts. Although this novel approach shed additional light on the similarities between certain species, it has since been largely abandoned by taxonomists and botanists specialising in the genus, in favour of classical taxonomical nomenclature based on a description of morphological characters.
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          Biochemical analysis


          More recently, biochemical analysis has been used as a means to determine cladistical relationships between Nepenthes species. In 1975, David E. Fairbrothers et al. first suggested a link between chemical properties and certain morphological groupings, based on the theory that morphologically similar plants produce chemical constituents with similar therapeutic effects.


          In 2002, phytochemical screening and analytical chromatography were used to study the presence of phenolic compounds and leucoanthocyanins in several naturally-occurring hybrids and their putative parental species (including N. rajah) from Sabah and Sarawak. The research was based on leaf material from nine dry herbarium specimens. Eight spots containing phenolic acids, flavonols, flavones, leucoanthocyanins and 'unknown flavonoid' 1 and 3 were identified from chromatographic profiles. The distributions of these in the hybrid N.  alisaputrana and its putative parental species N. rajah and N. burbidgeae are shown in the table to the left. A specimen of N.  alisaputrana grown from tissue culture ( in vitro) was also tested.


          Phenolic and ellagic acids were undetected in N. rajah, while concentrations of kaempferol were found to be very weak. Chromatographic patterns of the N.  alisaputrana samples studied showed complementation of its putative parental species.


          Myricetin was found to be absent from all studied taxa. This agrees with the findings of previous authors ( R. M. Som in 1988; M. Jay and P. Lebreton in 1972) and suggests that the absence of a widely distributed compound like myricetin among the Nepenthes examined might provide "additional diagnostic information for these six species".


          


          Sequencing


          Several proteins and nucleotides of N. rajah have been either partially or completely sequenced. These are as follows:


          
            	translocated tRNA-Lys (trnK) pseudogene (DQ007139)


            	trnK gene & maturase K (matK) gene (AF315879)


            	trnK gene & maturase K (matK) gene (AF315880)


            	maturase K (AAK56010)


            	maturase K (AAK56011)

          


          


          Related species?


          In 1998, a striking new species of Nepenthes was discovered in the Philippines by Andreas Wistuba. Temporarily dubbed N. sp. Palawan 1, it bears a close resemblance to N. rajah in terms of pitcher and leaf morphology. Due to the geographic distance separating the two species, it is unlikely they are in any way closely related. Thus, this case might represent an example of convergent evolution, whereby two organisms not closely related independently acquire similar characteristics while evolving in separate, but comparable, ecosystems. In 2007, the species was described by Wistuba and Joachim Nerz as N. mantalingajanensis.


          


          History and popularity


          
            
              Click [show] to view a list of early publications, illustrations, and collections of Nepenthes rajah.
            


            
              Early publications: Transact. Linn. Soc., XXII, p. 421 t. LXXII (1859); MIQ., Ill., p. 8 (1870); HOOK. F., in D.C., Prodr., XVII, p. 95 (1873); MAST., Gard. Chron., 1881, 2, p. 492 (1881); BURB., Gard. Chron., 1882, 1, p. 56 (1882); REG., Gartenfl., XXXII, p. 213, ic. p. 214 (1883); BECC., Mal., III, p. 3 & 8 (1886); WUNSCHM., in ENGL. & PRANTL, Nat. Pflanzenfam., III, 2, p. 260 (1891); STAPF, Transact. Linn. Soc., ser. 2, bot., IV, p. 217 (1894); BECK, Wien. Ill. Gartenz., 1895, p. 142, ic. 1 (1895); MOTT., Dict., III, p. 451 (1896); VEITCH, Journ. Roy. Hort. Soc., XXI, p. 234 (1897); BOERL., Handl., III, 1, p. 54 (1900); HEMSL., Bot. Mag., t. 8017 (1905); Gard. Chron., 1905, 2, p. 241 (1905); MACF., in ENGL., Pflanzenr., IV, 111, p. 46 (1908); in BAIL., Cycl., IV, p. 2129, ic. 2462, 3 (1919); MERR., Bibl. Enum. Born., p. 284 (1921); DANS., Trop. Nat., XVI, p. 202, ic. 7 (1927).

              Early illustrations: Transact. Linn. Soc., XXII, t. LXXII (1859) optima; Gard. Chron., 1881, 2, p. 493 (1881) bona, asc. 1; Gartenfl., 1883, p. 214 (1883) bona, asc. 1; Wien. Ill. Gartenfl., 1895, p. 143, ic. 1 (1895) asc. 1; Journ. Roy. Hort. Soc., XXI, p. 228 (1897) optima; Bot. Mag., t. 8017 (1905) optima; BAIL., Cycl., IV, ic. 2462, 3 (1919) asc. 1; Trop. Nat., XVI, p. 203 (1927) asc. 1.Early collections: North Borneo. Mt. Kinabalu, IX 1913, Herbarium of the Sarawak Museum (material without flowers or fruits); Marai-parai Spur, 1-4 XII 1915, Clemens 11073, Herbarium Bogoriense, the Herbarium of the Buitenzorg Botanic Gardens (male and female material); 1650 m, 1892, Haviland 1812/1852, Herbarium of the Sarawak Museum (male and female material).
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          Due to its size, unusual morphology and striking colouration, N. rajah has always been a very popular and highly sought-after insectivorous plant. However, despite its popularity amongst pitcher plant enthusiasts, it is fair to say that Nepenthes rajah remains a little known species outside the field of carnivorous plants. Due to its specialised growing requirements, it is not a suitable candidate for a houseplant and, as such, is only cultivated by a relatively small number of hobbyists and professional growers worldwide. This being the case, N. rajah is nonetheless probably the most famous of all pitcher plants. Its reputation for producing some of the most magnificent pitchers in the genus dates back to the late 18th century.


          


          Early history


          N. rajah was first collected by Hugh Low on Mount Kinabalu in 1858. It was described the following year by Joseph Dalton Hooker, who named it after James Brooke, the first White Rajah of Sarawak. The description was published in The Transactions of the Linnean Society of London:


          
            Nepenthes Rajah, H. f. (Frutex, 4-pedalis, Low). Foliis maximis 2-pedalibus, oblongo-lanceolatis petiolo costaque crassissimis, ascidiis giganteis (cum operculo l-2-pedalibus) ampullaceis ore contracto, stipite folio peltatim affixo, annulo maximo lato everso crebre lamellato, operculo amplissimo ovato-cordato, ascidium totum quante.(Tab. LXXII.) Hab.Borneo, north coast, on Kina Balu, alt. 5,000 feet (Low). This wonderful plant is certainly one of the most striking vegetable productions hitherto discovered, and, in this respect, is worthy of taking place side by side with the Rafflesia Arnoldii. It hence bears the title of my friend Rajah Brooke, of whose services, in its native place, it may be commemorative among botanists. . . . I have only two specimens of leaves and pitchers, both quite similar, but one twice as large as the other. Of these, the leaf of the larger is 18 inches long, exclusive of the petioles, which is as thick as the thumb and 78 broad, very coriaceous and glabrous, with indistinct nerves. The stipes of the pitcher is given off below the apex of the leaf, is 20 inches long, and as thick as the finger. The broad ampullaceous pitcher is 6 inches in diameter, and 12 long: it has two fimbriated wings in front, is covered with long rusty hairs above, is wholly studded with glands within, and the broad annulus is everted, and 11 inch in diameter. Operculum shortly stipitate, 10 inches long and 8 broad. The inflorescence is hardly in proportion. Male raceme, 30 inches long, of which 20 are occupied by the flowers; upper part and flowers clothed with short rusty pubescence. Peduncles slender, simple or bifid. Fruiting raceme stout. Peduncles 1 inches long, often bifid. Capsule,  inch long, ⅓ broad, rather turgid, densely covered with rusty tomentum.
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          Spenser St. John wrote the following account of his encounter with N. rajah on Mount Kinabalu in Life in the Forests of the Far East published in 1862:


          
            Another steep climb of 800 feet brought us to the Marei Parei spur, to the spot where the ground was covered with the magnificent pitcher-plants, of which we had come in search. This one has been called the Nepenthes Rajah, and is a plant about four feet in length, with broad leaves stretching on every side, having the great pitchers resting on the ground in a circle about it. Their shape and size are remarkable. I will give the measurement of one, to indicate the form: the length along the back nearly fourteen inches; from the base to the top of the column in front, five inches; and its lid a foot long by fourteen inches broad, and of an oval shape. Its mouth was surrounded by a plaited pile, which near the column was two inches broad, lessening in its narrowest part to three-quarters of an inch. The plaited pile of the mouth was also undulating in broad waves. Near the stem the pitcher is four inches deep, so that the mouth is situated upon it in a triangular manner. The colour of an old chalice is a deep purple, but that of the others is generally mauve outside, very dark indeed in the lower part, though lighter towards the rim; the inside is of the same colour, but has a kind of glazed and shiny appearance. The lid is mauve in the centre, shading to green at the edges. The stems of the female flowers we found always a foot shorter than those of the male, and the former were far less numerous than the latter. It is indeed one of the most astonishing productions of nature. [...] The pitchers, as I have before observed, rest on the ground in a circle, and the young plants have cups of the same form as those of the old ones. While the men were cooking their rice, we sat before the tent enjoying our chocolate and observing one of our followers carrying water in a splendid specimen of the Nepenthes Rajah, desired him to bring it to us, and found that it held exactly four pint bottles. It was 19 inches in circumference. We afterwards saw others apparently much larger, and Mr. Low, while wandering in search of flowers, came upon one in which was a drowned rat.
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          N. rajah was first collected for the Veitch Nurseries by Frederick William Burbidge in 1878, during his second trip to Borneo. Shortly after being introduced into cultivation in 1881, N. rajah proved very popular among wealthy Victorian horticulturalists and became a much sought-after species. A note in The Gardeners' Chronicle of 1881 mentions the Veitch plant as follows: "N. rajah at present is only a young Rajah, what it will become was lately illustrated in our columns...". A year later, young N. rajah plants were displayed at the Royal Horticultural Society's annual show for the first time. The specimen exhibited at the show by the Veitch Nurseries, the first of this species to be cultivated in Europe, won a first class certificate. In Veitch's catalogue for 1889, N. rajah was priced at 2.2 s per plant. During this time, interest in Nepenthes had reached its peak. The Garden reported that Nepenthes were being propagated by the thousands to keep up with European demand.


          However, dwindling interest in Nepenthes at the turn of the century saw the demise of the Veitch Nurseries and consequently the loss of several species and hybrids in cultivation, including N. northiana and N. rajah. By 1905, the final N. rajah specimens from the Veitch nurseries were gone, as the cultural requirements of the plants proved too difficult to reproduce. The last surviving N. rajah in cultivation at this time was located at the National Botanic Gardens at Glasnevin in Ireland, however this soon perished also. It would be many years until N. rajah was reintroduced into cultivation.


          


          Recent popularity


          In recent years there has been renewed interest in Nepenthes worldwide. Much of the plants' current popularity can probably be attributed to Shigeo Kurata, whose book Nepenthes of Mount Kinabalu (1976), which featured the best colour photography of Nepenthes to date, did much to bring attention to these unusual plants.


          Not surprisingly, N. rajah is a relatively well known plant in Malaysia, especially its native Sabah. The species is often used to promote Sabah, and specifically Kinabalu National Park, as a tourist destination, and features prominently on postcards from the region. N. rajah has appeared on the covers of several popular Nepenthes publications, including Nepenthes of Mount Kinabalu ( Kurata, 1976) and Nepenthes of Borneo ( Clarke, 1997), both published in Kota Kinabalu, Malaysia. On April 6, 1996, Malaysia issued a series of four postage stamps depicting some of its more famous Nepenthes species. Two 30 stamps, featuring N. macfarlanei and N. sanguinea, as well as two 50 stamps, depicting N. lowii and N. rajah, were released. The N. rajah stamp has been assigned a unique identification number in two popular stamp numbering systems. These are Scott #580 and Yvert #600. Curiously, the peltate leaf attachment that is so characteristic of this species is not shown.


          


          Ecology


          


          Kinabalu
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          Nepenthes rajah has a very localised distribution, being restricted to Mount Kinabalu and neighbouring Mount Tambuyukon, both located in Kinabalu National Park, Sabah, Malaysian Borneo. Mount Kinabalu is a massive granitic dome structure that is geologically young and formed from the intrusion and uplift of a granitic batholith. At 4095.2m, it is by far the tallest mountain on the island of Borneo and one of the highest peaks in Southeast Asia. The lower slopes of the mountain are mainly composed of sandstone and shale, transformed from marine sand and mud about 35 million years ago. Intrusive ultramafic ( serpentine) rock was uplifted with the core of the batholith and forms a collar around the mountain. It is on these ultramafic soils that the flora of Mount Kinabalu exhibits the greatest levels of endemicity and many of the area's rarest species can be found here.
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          Substrate


          N. rajah seems to grow exclusively on serpentine soils containing high concentrations of nickel and chromium, which are toxic to many plant species. Its tolerance of these, therefore, means that it can grow in an ecological niche where it faces less competition for space and nutrients. The root systems of N.  alisaputrana and N. villosa are also known to be resistant to the heavy metals present in serpentine substrates. These soils are also rich in magnesium and are slightly alkaline as a result. They often form a relatively thin layer over a base of ultramafic rock and are thus known as ultramafic soils. Ultramafic soils are thought to cover approximately 16% of Kinabalu National Park. These soils have high levels of endemicity in many taxonomic groups, not least the Nepenthes. Four species in the genus, including N. rajah, can only be found within the boundaries of the park.
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          N. rajah usually grows in open, grassy clearings on old land slips and flat ridge tops, particularly in areas of seeping ground water, where the soil is loose and permanently moist. Although these sites can receive very high rainfall, excess water drains away quickly, preventing the soil from becoming waterlogged. N. rajah can often be found growing in grassy undergrowth, especially among sedges.


          


          Climate


          N. rajah has an altitudinal distribution of 15002650m a.s.l. and is thus considered an (ultra) highland or Upper Montane plant. In the upper limit of its range, night-time temperatures may approach freezing and day-time maximums rarely exceed 25℃. Due to the night-time temperature drop, relative air humidity increases significantly, rising from 6575% to over 95%. Vegetation at this height is very stunted and slow-growing due to the extreme environmental conditions that prevail. Plants are often subjected to fierce winds and driving rain, as well as exposure to intense direct sunlight. The relatively open vegetation of the Upper Montane forest also experiences greater fluctuations in temperature and humidity compared with lower altitudes. These changes are largely governed by the extent of cloud cover. In the absence of clouds, temperatures rise rapidly, humidity drops, and light levels may be very high. When cloud cover returns, temperatures and light levels fall, while humidity levels increase. Average annual precipitation in this region is around 3000mm.


          


          Conservation status


          


          Endangered species


          


          Nepenthes rajah is classified as Endangered (EN  B1+2e) on the IUCN Red List of Threatened Species. It is also listed on Schedule I, Part II of the Wildlife Conservation Enactment (WCE) 1997 and, perhaps more notably, CITES Appendix I, which prohibits international trade in plants collected from the wild. However, due to its popularity among collectors, many plants have been removed from the wild illegally, even though the species' distribution lies entirely within the bounds of Kinabalu Park. This led to some populations being severely depleted by over-collection in the 1970s and eventually resulted in the species' inclusion in CITES Appendix I in 1981. Together with N. khasiana, it is one of only two species in the genus to feature on this list; all other Nepenthes species are covered by Appendix II.


          This being the case, however, the short-term future of N. rajah seems to be relatively secure and it would perhaps be more accurately classified as Vulnerable (VU) or, taking into account protected populations in National Parks, Lower Risk conservation dependent (LR (cd)). This agrees with the conservation status of N. rajah according to the World Conservation Monitoring Centre (WCMC), under which it is also considered Vulnerable. Furthermore, the species was originally treated as Vulnerable (V) by the IUCN prior to the introduction of the 1994 threat categories.


          Although N. rajah has a restricted distribution and is often quoted as a plant in peril, it is not rare in the areas where it does grow and most populations are now off-limits to visitors and lie in remote parts of Kinabalu National Park. Furthermore, N. rajah has a distinctive leaf shape making it difficult to illegally ship abroad even if the pitchers are removed, as an informed customs official should be able to identify it.


          The recent advent of artificial tissue culture, or more specifically in vitro, technology in Europe and the United States has meant that plants can be produced in large numbers and sold at relatively low prices (~US$20-$30 in the case of N. rajah). In vitro propagation refers to production of whole plants from cell cultures derived from explants (generally seeds). This technology has, to a large extent, removed the incentive for collectors to travel to Sabah to collect the plant illegally, and demand for wild-collected plants has fallen considerably in recent years.


          Rob Cantley, a prominent conservationist and artificial propagator of Nepenthes plants, assesses the current status of plants in the wild as follows:


          
            This species grows in at least 2 distinct sub-populations, both of which are well protected by Sabah National Parks Authority. One of the populations grows in an area public access to which is strictly prohibited without permit. However, there has been a decline in population of mature individuals in the better known and less patrolled site. This is largely due to damage to habitat and plants by careless visitors rather than organised collection of plants. Nepenthes rajah has become common in cultivation in recent years as a result of the availability of inexpensive clones from tissue culture. I believe that these days commercial collection of this species from the wild is negligible.

          


          This being the case, however, it appears that the genetic variability of cultivated N. rajah plants is very small, as all commercially available tissue-cultured plants are thought to belong to just four clones originating from the Royal Botanic Gardens, Kew in London, England.


          However, illegal collection is not the only threat facing plants in the wild. The El Nio climatic phenomenon of 1997/98 had a catastrophic effect on the Nepenthes species on Mount Kinabalu. The dry period that followed severely depleted some natural populations. Forest fires broke out in 9 locations in Kinabalu Park, covering a total area of 25 square kilometres and generating large amounts of smog. During the El Nio period, many plants were temporarily transferred to the park nursery to save at least some individuals. These were later replanted in the "Nepenthes Garden" in Mesilau (see below). In spite of this, N. rajah was one of the less affected species and relatively few plants perished as a result. Since then, Ansow Gunsalam has established a nursery close to the Mesilau Lodge at the base of Kinabalu Park to protect the endangered species of that area, including N. rajah.
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          Restricted distribution


          The newly opened Mesilau Nature Resort, which lies near the golf course behind the village of Kundasang, is now the only place where regular visitors can hope to see this species in its natural habitat. Here, several dozen N. rajah plants grow near the top of a steep landslide. Both young and mature plants are present, some with sizable pitchers approaching 35cm in height (see ). Due to their great size, several plants are thought to be over 100 years old. Daily guided tours are organised to the "Nepenthes Garden" where these plants are located. The "Nepenthes rajah Nature Trail", as it is called, is subject to a fee and operates daily from 9:00am to 4:00pm. Almost all other natural populations of this species occur in remote parts of Kinabalu National Park, which are off-limits to tourists. Visitors to the park can also see N. rajah on display in the nursery adjoining the "Mountain Garden" at Kinabalu Park Headquarters.


          Other known localities of wild N. rajah populations include the Marai Parai plateau, Mesilau East River near Mesilau Cave, Upper Kolopis River and eastern slope of Mount Tambuyukon.


          


          Natural hybrids
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          Nepenthes rajah is known to hybridise with several other species with which it is sympatric. It seems to flower at any time of year and for this reason it hybridises relatively easily. Charles Clarke also notes that "N. rajah, more than any other species, appears to have been successful in having its pollen transported over considerable distances. Consequently, a number of putative N. rajah hybrids exist without the parent plant growing nearby". However, it appears that the limit as to how far pollen can be transported is approximately 10km. Hybrids between N. rajah and all other Nepenthes species on Mount Kinabalu, with the exception of N. lowii, have been recorded. Due to the slow-growing nature of N. rajah, no hybrids involving it have been artificially produced as of yet.


          At present, the following natural hybrids are known:


          
            	N. burbidgeae  N. rajah [= N.  alisaputrana J.H.Adam & Wilcock (1992)]


            	N. edwardsiana  N. rajah


            	N. fallax  N. rajah


            	N. fusca  N. rajah


            	N. macrovulgaris  N. rajah


            	N. rajah  N. tentaculata


            	N. rajah  N. villosa [= N.  kinabaluensis Sh.Kurata (1976) nom.nud.]

          


          The "Mountain Garden" of Kinabalu National Park contains a number of well-grown Nepenthes, including the rare hybrid N. fallax  N. rajah. This plant has leaves resembling those of N. fallax, but the lid and wings are typical of N. rajah. The peristome is strongly influenced by N. fallax and bristles are present at the border of the lid, a unique characteristic of this hybrid. It occurs at an altitude of 15002600 m.


          Two hybrids of N. rajah have been formally described and given specific names: N.  alisaputrana and N.  kinabaluensis. Both are listed on CITES Appendix II and the latter is also considered Endangered (EN (D)) under current IUCN criteria.
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          Nepenthes  alisaputrana


          N.  alisaputrana (originally published as "Nepenthes  alisaputraiana") is named in honour of Datuk Lamri Ali, Director of Sabah Parks. It is only known from a few remote localities within Kinabalu National Park where is grows in stunted, open vegetation over serpentine soils at around 2000 m above sea level, often amongst populations of N. burbidgeae. This plant is notable for combining the best characters of both parent species, not least the size of its pitchers, which rival those of N. rajah in volume (35cm high, 20cm wide). The other hybrids involving N. rajah do not exhibit such impressive proportions. The pitchers of N.  alisaputrana can be distinguished from those of N. burbidgeae by a broader peristome, larger lid and simply by their sheer size. The hyrbid differs from its other parent, N. rajah, by its lid structure, indumentum of short, brown hairs, narrower and more cylindrical peristome, and pitcher colour, which is usually yellow-green with red or brown flecking. For this reason, Phillipps and Lamb (1996) gave it the common name Leopard pitcher-plant, though this is rarely used. The peristome is green to dark red and striped with purple bands. Leaves are often slightly peltate. The plant climbs well and aerial pitchers are frequently produced. N.  alisaputrana more closely resembles N. rajah than N. burbidgeae, but it is difficult to confuse this plant with either. However, this mistake has previously been made on at least one occasion; a pitcher illustrated in Insect Eating Plants & How To Grow Them ( Slack, 1986) as being N. rajah was in fact N. burbidgeae  N. rajah.


          


          Nepenthes  kinabaluensis
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          N.  kinabaluensis is another impressive plant. The pitchers get large also, but do not compare to those of N. rajah or N.  alisaputrana. It is a well-known natural hybrid of what many consider to be the two most spectacular Nepenthes species of Borneo: N. rajah and N. villosa. N.  kinabaluensis can only be found on Mount Kinabalu (hence the name) and nearby Mount Tambuyukon, where the two parent species are occur sympatrically. More specifically, plants are known from a footpath near Paka Cave and several places along an unestablished route on a south-east ridge, which lies on the west side of the Upper Kolopis River. The only accessible location from which this hybrid is known is the Kinabalu summit trail, between Layang-Layang and the helipad, where it grows at about 2900 m in a clearing dominated by Dacrydium gibbsiae and Leptospermum recurvum trees. N.  kinabaluensis has an altitudinal distribution of 2420 to 3030 m. It grows in open areas in cloud forest. This hybrid can be distinguished from N. rajah by the presence of raised ribs that line the inner edge of the peristome and end with elongated teeth. These are more prominent than those found in N. rajah and are clue as to the hybrid's parentage (N. villosa has very developed peristome ribs). The peristome is coarse and expanded at the margin (but not scalloped like that of N. rajah), the lid orbiculate or reniformed and almost flat. In general, pitchers are larger than those of N. villosa and the tendril joins the apex about 12cm below the leaf tip, a feature which is characteristic of N. rajah. In older plants, the tendril can be almost woody. N.  kinabaluensis is an indumentum of villous hairs covering the pitchers and leaf margins, which is approximately intermediate between the parents. Lower pitchers have two fringed wings, whereas the upper pitchers usually lack these. The colour of the pitcher varies from yellow to scarlet. N.  kinabaluensis seems to produce upper pitchers more readily than either of its parents. In all respects N.  kinabaluensis is intermediate between the two parent species and it is easy to distinguish from all other Nepenthes of Borneo. However, it has been confused once before, when the hybrid was labelled as N. rajah in Letts Guide to Carnivorous Plants of the World (Cheers, 1992).


          N.  kinabaluensis was first collected near Kambarangoh by Lilian Gibbs in 1910 and later mentioned by Macfarlane as "Nepenthes sp." in 1914. Although Macfarlane did not formally name the plant, he noted that "[a]ll available morphological details suggest that this is a hybrid between N. villosa and N. rajah". It was finally described in 1976 by Kurata as N.  kinabaluensis. The name was published in Nepenthes of Mount Kinabalu, though the specific epithet "kinabaluensis" is a nomen nudum, as it was published with an inadequate description and lacked information on the type specimen. The name was subsequently republished by Kurata in 1984 and by Adam and Wilcock in 1996.


          


          Hybrid or species?
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          It is worth noting that N.  alisaputrana and N.  kinabaluensis are often fertile and thus may breed among themselves. Clive A. Stace writes that we may speak of "stabilised hybrids when they have developed a distributional, morphological or genetic set of characters which is no longer strictly related to that of its parents, ... if the hybrid has become an independent, recognisable, self-producing unit, it is de facto a separate species". N. hurrelliana and N. murudensis are two examples of species that have a putative hybrid origin. N.  alisaputrana and N.  kinabaluensis are sufficiently stabilised that a species status has been discussed. Indeed, N. kinabaluensis was described as a species by Adam & Wilcock in 1996. However, this interpretation does not have much support in the scientific community and the name has not been published in any other work since.


          Due to their dioecious nature, a hybrid involving a pair of Nepenthes species can represent one of two possible crosses, depending on which species was the female and which was the male. When the cross is known, the female (or pod) parent is usually referred to first, followed by the male (or pollen) parent. This is an important distinction, as the hybrid will usually display different morphological features according to the type of cross; the pod parent is thought to be dominant in most cases and hybrid offspring usually resemble it more than the pollen parent. Most wild plants of N.  kinabaluensis, for example, show a greater affinity to N. rajah than N. villosa and are thus thought to represent the cross N. rajah  N. villosa. However, specimens have been found that seem to be more similar to N. villosa, suggesting that they might be the reverse cross (see ). The same is true for other hybrids involving N. rajah. It is unknown whether these crosses are fertile or not and this element of uncertainty only adds to the confusion over the distinction between a stable hybrid and a species.


          


          Cultivation


          Nepenthes rajah has always been considered to be one of the more difficult Nepenthes species to cultivate. However, in recent years, it has become apparent that the plant may not be deserving of its reputation.
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          Environmental factors


          N. rajah is a montane species or "highlander", growing at altitudes ranging from 1500 to 2650m. As such, it requires warm days, with temperatures ranging (ideally) from approximately 25 to 30℃, and cool nights, with temperatures of about 10 to 15℃. Here, it is important to note that the temperatures themselves are not vital (when kept within reasonable limits), but rather the temperature drop itself; N. rajah needs considerably cooler nights, with a drop of 10℃ or more being preferable. Failure to observe this requirement will almost certainly doom the plant in the long term or, at best, limit it to being a small, unimpressive specimen.


          In addition, like all Nepenthes, this plant needs a fairly humid environment to grow well. Values in the region of 75% R.H. are generally considered optimal, with increased humidity at night (~90% R.H.). However, N. rajah does tolerate fluctuations in humidity, especially when young, provided that the air does not become too dry (below 50% R.H.). Humidity can be easily controlled using an ultrasonic humidifier in conjunction with a humidistat.
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          In its natural habitat, N. rajah grows in open areas, where it is exposed to direct sunlight - it therefore needs to be provided with a significant amount of light in cultivation as well. To meet this need, many growers have used metal halide lamps in the 5001000watt range, with considerable success. The plant should be situated a fair distance from the light source, 1 to 2 m is recommended. Depending on location, growers can utilise natural sunlight as a source of illumination. However, this is only recommended for those living in equatorial regions, where light intensity is sufficient to satisfy the needs of the plant. A photoperiod of 12hours is comparable to that experienced in nature, since Borneo lies on the equator.


          


          Potting and watering


          Pure long-fibre Sphagnum moss is an excellent potting medium, though combinations involving any of the following - peat, perlite, vermiculite, sand, lava rock, pumice, Osmunda fibre, orchid bark and horticultural charcoal - may be used with equal success. The potting medium should be well-drained and not too compacted. Moss is useful for moisture retention near the roots. The mix should be thoroughly soaked in water prior to potting the plant.


          It has been noted that N. rajah produces a very extensive root system (for a Nepenthes) and, for this reason, it is recommended that a wide pot be used to allow for proper development of the root system. This also eliminates the need for frequent re-potting, which can lead to transplant shock and the eventual death of the plant.


          Purified water should be used for watering purposes, although ' hard water' is tolerated. This is done to minimise the build-up of minerals and chemicals in the soil. Water purity greater than 100 p.p.m. of total dissolved solids is often quoted as ideal. A reverse osmosis unit can be used to filter the water or, alternatively, bottled distilled water can be purchased. Watering should be done regularly. However, plants should not be allowed to sit in water, as this may lead to root rot.
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          Feeding and fertilising


          N. rajah is a carnivorous plant and, as such, supplements nutrients gained from the soil with captured prey (espescially insects) to alleviate deficiencies in important elements such as nitrogen, phosphorus and potassium. Just as in nature, a cultivated plant's 'diet' may include insects and other prey items, although this is not necessary for successful cultivation. Crickets are recommended for their size and low cost. These can be purchased online or at specialist pet stores. They can simply be dropped into the pitchers by hand or placed inside using metal tongs or similar, whether dead or alive.


          From trials carried out by a commercial Nepenthes nursery, it appears that micronutrient solutions have "a beneficial effect on plants of improved leaf colouration, with no deleterious affects" as far as can be seen. However, more research is required to verify these results. Actual fertilisers (containing NPK) were, on the other hand, found to "cause damage to plants, promote pathogens and have no observable benefits". Hence, the use of chemical fertilisers is usually not advised.


          Above all, it should be remembered that the primary goal of any growing setup is to try to mirror the conditions the plants experience in their natural habitat as much as possible.


          It is important to note that N. rajah is a very slow growing Nepenthes. Under optimal conditions, N. rajah can reach flowering size within 10years of seed germination, although it is thought that it may take 100 years to reach full size. Theoretically, given climatic conditions do not change, N. rajah has an indefinite lifespan.


          


          Common misconceptions
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          Nepenthes rajah has been a well known and highly sought after species for over a century and, as a result, there are many stories woven around this plant. One such example is the famous legend that N. rajah grows exclusively in the spray zones of waterfalls, on ultramafic soils. Although the latter is true, N. rajah is certainly not found solely in the spray zones of waterfalls and this statement seems to have little basis in fact. It is likely this misconception was popularised by Shigeo Kurata's 1976 book Nepenthes of Mount Kinabalu, in which he states that "N. rajah is rather fond of wet places like swamps or the surroundings of a waterfall".


          This being the case, certain N. rajah plants do in fact grow in the vicinity of waterfalls (as noted by H. Steiner, 2002) "providing quite a humid microclimate", which may indeed be the source of this particular misconception.


          Another myth surrounding this species is that it occasionally catches small monkeys and other large animals in its pitchers. Such tales have persisted for a very long time, but can probably be explained as rodents being mistaken for other species. It is interesting to note that one common name for Nepenthes plants is ' Monkey Cups'. The name refers to the fact that monkeys have been observed drinking rainwater from these plants. Thus, in a sense, this mythology may have some basis in fact.


          


          Timeline
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              	Nephron. Diagram is labeled in Polish, but flow can still be identified.
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          A nephron (from Greek ό (nephros) meaning "kidney") is the basic structural and functional unit of the kidney. Its chief function is to regulate the concentration of water and soluble substances like sodium salts by filtering the blood, reabsorbing what is needed and excreting the rest as urine. A nephron eliminates wastes from the body, regulates blood volume and pressure, controls levels of electrolytes and metabolites, and regulates blood pH. Its functions are vital to life and are regulated by the endocrine system by hormones such as antidiuretic hormone, aldosterone, and parathyroid hormone. In humans, a normal kidney contains 800,000 to one million nephrons.


          


          Types of nephrons


          Two general classes of nephrons are cortical nephrons and juxtamedullary nephrons, both of which are classified according to the location of their associated renal corpuscle. Cortical nephrons have their renal corpuscle in the superficial renal cortex, while the renal corpuscles of juxtamedullary nephrons are located near the renal medulla. The nomenclature for cortical nephrons varies, with some sources distinguishing between superficial cortical nephrons and midcortical nephrons; other sources simply call all non-juxtamedullary nephrons superficial nephrons.


          Functionally, cortical and juxtamedullary nephrons have distinct roles. Cortical nephrons (85% of all nephrons in humans) mainly perform excretory and regulatory functions, while juxtamedullary nephrons (15% of nephrons in humans) concentrate and dilute urine.


          


          Anatomy


          Each nephron is composed of an initial filtering component (the " renal corpuscle") and a tubule specialized for reabsorption and secretion (the "renal tubule"). The renal corpuscle filters out large solutes from the blood, delivering water and small solutes to the renal tubule for modification.


          


          Renal corpuscle


          Composed of a glomerulus and Bowman's capsule, the renal corpuscle (or Malpighian corpuscle) is the beginning of the nephron. It is the nephron's initial filtering component.


          
            
              	Glomerulus

              	The glomerulus is a capillary tuft that receives its blood supply from an afferent arteriole of the renal circulation. The glomerular blood pressure provides the driving force for water and solutes to be filtered out of the blood and into the space made by Bowman's capsule. The remainder of the blood (only approximately 1/5 of all plasma passing through the kidney is filtered through the glomerular wall into Bowman's capsule) passes into the narrower efferent arteriole. It then moves into the vasa recta, which are collecting capillaries intertwined with the convoluted tubules through the interstitial space, and which the reabsorbed substances will also enter. This then combines with efferent venules from other nephrons into the renal vein, and rejoins the main bloodstream.
            


            
              	Bowman's Capsule

              	Bowman's capsule (also called the glomerular capsule) surrounds the glomerulus and is composed of a visceral inner layer and a parietal outer layer, both formed by simple squamous epithelial cells. Fluids from blood in the glomerulus are collected in the Bowman's capsule (i.e., glomerular filtrate) and further processed along the nephron to form urine.
            

          


          


          Renal tubule


          
            
              	Renal nephron
            


            
              	
                
                  [image: ]
                

              
            


            
              	Scheme of renal tubule and its vascular supply.
            


            
              	Latin

              	tubulus renalis
            


            
              	Gray's

              	subject #253 1223
            


            
              	Dorlands/Elsevier

              	t_22/12830093
            

          


          The kidney tubule, also renal tubule, is the portion of the nephron of the kidney containing the tubular fluid filtered through the glomerulus. After passing the tubule, the filtrate continues to the collecting duct system.


          The components of the kidney tubule are:


          
            	Proximal tubule


            	Loop of Henle

              
                	Descending limb of loop of Henle


                	Ascending limb of loop of Henle

                  
                    	Thin ascending limb of loop of Henle


                    	Thick ascending limb of loop of Henle

                  

                

              

            


            	Distal convoluted tubule

          


          



          


          Tubule component functions


          The following table describes each component of a tubule in detail.


          
            
              	Name

              	Description
            


            
              	Proximal tubule

              	convoluted

              	S1

              	The proximal tubule as a part of the nephron can be divided into an initial convoluted portion and a following straight (descending) portion. Fluid in the filtrate entering the proximal convoluted tubule is reabsorbed into the peritubular capillaries, including approximately two-thirds of the filtered salt and water and all filtered organic solutes (primarily glucose and amino acids).
            


            
              	S2
            


            
              	straight
            


            
              	S3
            


            
              	Loop of Henle

              	The loop of Henle (sometimes known as the nephron loop) is a tube, it is often u-shaped in diagrams for simplicity but in reality it looks more like one loop of a coil (hence, 'loop'). It extends from the proximal tube and it consists of a descending limb and ascending limb. It begins in the cortex, receiving filtrate from the proximal convoluted tubule, extends into the medulla, and then returns to the cortex to empty into the distal convoluted tubule. Its primary role is to concentrate the salt in the interstitium, the tissue surrounding the loop.
            


            
              	

              	Descending Limb

              	Its descending limb is permeable to water but completely impermeable to salt, and thus only indirectly contributes to the concentration of the interstitium.

              As the filtrate descends deeper into the hypertonic interstitium of the renal medulla, water flows freely out of the descending limb by osmosis until the tonicity of the filtrate and interstitium equilibrate. Longer descending limbs allow more time for water to flow out of the filtrate, so longer limbs make the filtrate more hypertonic than shorter limbs.
            


            
              	
                Ascending Limb

                
                  	thin segment


                  	thick segment

                

              

              	Unlike the descending limb, the ascending limb of Henle's loop is impermeable to water, a critical feature of the countercurrent exchange mechanism employed by the loop. The ascending limb actively pumps sodium out of the filtrate, generating the hypertonic interstitium that drives countercurrent exchange. In passing through the ascending limb, the filtrate grows hypotonic since it has lost much of its sodium content. This hypotonic filtrate is passed to the distal convoluted tubule in the renal cortex.
            


            
              	Distal convoluted tubule

              	The distal convoluted tubule is not similar to the proximal convoluted tubule in structure and function. Cells lining the tubule have numerous mitochondria to produce enough energy (ATP) for active transport to take place. Much of the ion transport taking place in the distal convoluted tubule is regulated by the endocrine system. In the presence of parathyroid hormone, the distal convoluted tubule reabsorbs more calcium and excretes more phosphate. When aldosterone is present, more sodium is reabsorbed and more potassium excreted. Atrial natriuretic peptide causes the distal convoluted tubule to excrete more sodium. In addition, the tubule also secernates hydrogen and ammonium to regulate pH.
            

          


          After traveling the length of the distal convoluted tubule, only about 1% of water remains, and the remaining salt content is negligible.


          


          Collecting duct system


          Each distal convoluted tubule delivers its filtrate to a system of collecting ducts, the first segment of which is the collecting tubule. The collecting duct system begins in the renal cortex and extends deep into the medulla. As the urine travels down the collecting duct system, it passes by the medullary interstitium which has a high sodium concentration as a result of the loop of Henle's countercurrent multiplier system.


          Though the collecting duct is normally impermeable to water, it becomes permeable in the presence of antidiuretic hormone (ADH). ADH affects the function of aquaporins, resulting in the reabsorption of water molecules as it passes through the collecting duct. Aquaporins are membrane proteins that selectively conduct water molecules while preventing the passage of ions and other solutes. As much as three-fourths of the water from urine can be reabsorbed as it leaves the collecting duct by osmosis. Thus the levels of ADH determine whether urine will be concentrated or diluted. An increase in ADH is an indication of dehydration, while water sufficiency results in low ADH allowing for diluted urine.


          Lower portions of the collecting duct are also permeable to urea, allowing some of it to enter the medulla of the kidney, thus maintaining its high ion concentration (which is very important for the nephron).


          Urine leaves the medullary collecting ducts through the renal papilla, emptying into the renal calyces, the renal pelvis, and finally into the bladder via the ureter.


          Because it has a different origin during the development of the urinary and reproductive organs than the rest of the nephron, the collecting duct is sometimes not considered a part of the nephron. Instead of originating from the metanephrogenic blastema, the collecting duct originates from the ureteric bud.


          


          Juxtaglomerular apparatus


          The juxtaglomerular apparatus occurs near the site of contact between the thick ascending limb and the afferent arteriole. It contains three components:


          
            
              	macula densa

              	a tightly-packed area with diverse population of cells, including the renin granular cells
            


            
              	juxtaglomerular cells

              	specialized smooth muscle cells in the wall of the afferent arteriole
            


            
              	extraglomerular mesangial cells

              	couple to arterioles
            

          


          Juxtaglomerular cells are the site of renin synthesis and secretion and thus play a critical role in the renin-angiotensin system.


          


          Clinical relevance


          Because of its importance in body fluid regulation, the nephron is a common target of drugs that treat high blood pressure and edema. These drugs, called diuretics, inhibit the ability of the nephron to retain water, thereby increasing the amount of urine produced.


          Additional images


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nephron"
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              Neptune[image: Astronomical symbol for Neptune.]
            

            
              	
                [image: Neptune from Voyager 2]

                
                  Neptune from Voyager 2
                

              
            


            
              	
                
                  Discovery
                

              
            


            
              	Discovered by

              	Urbain Le Verrier

              John Couch Adams

              Johann Galle
            


            
              	Discovery date

              	September 23, 1846
            


            
              	
                
                  Designations
                

              
            


            
              	Adjective

              	Neptunian
            


            
              	
                
                  Orbital characteristics
                

              
            


            
              	Epoch J2000
            


            
              	Aphelion

              	4,553,946,490 km

              30.44125206 AU
            


            
              	Perihelion

              	4,452,940,833km

              29.76607095AU
            


            
              	Semi-major axis

              	4,503,443,661km

              30.10366151AU
            


            
              	Eccentricity

              	0.011214269
            


            
              	Orbital period

              	60,190days

              164.79 years
            


            
              	Synodic period

              	367.49day
            


            
              	Average orbitalspeed

              	5.43km/s
            


            
              	Mean anomaly

              	267.767281
            


            
              	Inclination

              	1.767975

              6.43 to Sun's equator
            


            
              	Longitudeof ascendingnode

              	131.794310
            


            
              	Argument of perihelion

              	265.646853
            


            
              	Satellites

              	13
            


            
              	
                
                  Physical characteristics
                

              
            


            
              	Equatorial radius

              	24,764  15km

              3.883 Earths
            


            
              	Polar radius

              	24,341  30km

              3.829 Earths
            


            
              	Flattening

              	0.0171  0.0013
            


            
              	Surface area

              	7.6408109km

              14.98 Earths
            


            
              	Volume

              	6.2541013km

              57.74 Earths
            


            
              	Mass

              	1.02431026kg

              17.147 Earths
            


            
              	Mean density

              	1.638g/cm
            


            
              	Equatorial surfacegravity

              	11.15m/s

              1.14 g
            


            
              	Escape velocity

              	23.5km/s
            


            
              	Sidereal rotation

              period

              	0.6713day

              16h 6min 36s
            


            
              	Equatorial rotationvelocity

              	2.68km/s

              9,660km/h
            


            
              	Axial tilt

              	28.32
            


            
              	Northpole right ascension

              	19h57m20s
            


            
              	Northpole declination

              	42.950
            


            
              	Albedo

              	0.290 ( bond)

              0.41 ( geom.)
            


            
              	Surface temp.

              1 bar level

              0.1 bar

              	
                
                  
                    	min

                    	mean

                    	max
                  


                  
                    	

                    	72 K

                    	
                  


                  
                    	

                    	55K

                    	
                  

                

              
            


            
              	Apparent magnitude

              	8.0 to 7.78
            


            
              	Angular diameter

              	2.2 2.4
            


            
              	
                
                  Atmosphere
                

              
            


            
              	Scale height

              	19.7  0.6km
            


            
              	Composition

              	
                
                  
                    	803.2%

                    	Hydrogen (H2)
                  


                  
                    	193.2%

                    	Helium
                  


                  
                    	1.50.5%

                    	Methane
                  


                  
                    	~0.019%

                    	Hydrogen deuteride (HD)
                  


                  
                    	~0.00015%

                    	Ethane
                  


                  
                    	Ices:

                    	
                  


                  
                    	

                    	Ammonia
                  


                  
                    	

                    	Water
                  


                  
                    	

                    	Ammonium hydrosulfide(NH4SH)
                  


                  
                    	

                    	Methane (?)
                  

                

              
            

          


          Neptune (pronounced /ˈnɛptjuːn/, AmE: [ˈnɛptuːn] ) is the eighth and farthest planet from the Sun in the Solar System. It is the fourth largest planet by diameter, and the third largest by mass. Neptune is 17 times the mass of Earth and is slightly more massive than its near-twin Uranus, which is 15 Earth masses and less dense. The planet is named after the Roman god of the sea. Its astronomical symbol is [image: Astronomical symbol for Neptune.], a stylized version of the god Neptune's trident.


          Discovered on September 23, 1846, Neptune was the first planet found by mathematical prediction rather than regular observation. Unexpected changes in the orbit of Uranus led astronomers to deduce the gravitational perturbation of an unknown planet. Neptune was found within a degree of the predicted position. The moon Triton was found shortly thereafter, but none of the planet's other 12 moons were discovered before the 20th century. Neptune has been visited by only one spacecraft, Voyager 2, which flew by the planet on August 25, 1989.


          Neptune is similar in composition to Uranus, and both have different compositions from those of the larger gas giants Jupiter and Saturn. As such, astronomers sometimes place them in a separate category, the "ice giants". Neptune's atmosphere, while similar to Jupiter and Saturn in being composed primarily of hydrogen and helium, contains a higher proportion of "ices" such as water, ammonia and methane, along with the usual traces of hydrocarbons and possibly nitrogen. In contrast the interior of Neptune is mainly composed of ices and rocks like that of Uranus. Traces of methane in the outermost regions, in part, account for the planet's blue appearance.


          Neptune has the strongest winds of any planet in the solar system, measured as high as 2100 km/h. At the time of the 1989 Voyager 2 flyby, its southern hemisphere possessed a Great Dark Spot comparable to the Great Red Spot on Jupiter. Neptune's temperature at its cloud tops is usually close to 218 C (55.1 K), one of the coldest in the solar system, due to its great distance from the Sun. The temperature in Neptune's centre is about 7,000C (7,270K), which is comparable to the Sun's surface and similar to most other known planets. Neptune has a faint and fragmented ring system, which may have been detected during the 1960s but was only indisputably confirmed by Voyager 2.


          


          History


          


          Discovery


          Galileo's drawings show that he first observed Neptune on December 28, 1612, and again on January 27, 1613; on both occasions, Galileo mistook Neptune for a fixed star when it appeared very closein conjunctionto Jupiter in the night sky. Hence he is not credited with Neptune's discovery. During the period of his first observation in December 1612, it was stationary in the sky because it had just turned retrograde that very day. This apparent backward motion is created when the orbit of the Earth takes it past an outer planet. Since Neptune was only beginning its yearly retrograde cycle, the motion of the planet was far too slight to be detected with Galileo's small telescope.


          In 1821, Alexis Bouvard published astronomical tables of the orbit of Uranus. Subsequent observations revealed substantial deviations from the tables, leading Bouvard to hypothesize that an unknown body was perturbing the orbit through gravitational interaction. In 1843, John Couch Adams calculated the orbit of a hypothesized eighth planet that would account for Uranus' motion. He sent his calculations to Sir George Airy, the Astronomer Royal, who asked Adams for a clarification. Adams began to draft a reply but never sent it and did not aggressively pursue work on the Uranus problem.


          
            [image: Urbain Le Verrier, the mathematician who codiscovered Neptune.]

            
              Urbain Le Verrier, the mathematician who codiscovered Neptune.
            

          


          In 184546, Urbain Le Verrier, independently of Adams, rapidly developed his own calculations but also experienced difficulties in encouraging any enthusiasm in his compatriots. In June, however, upon seeing Le Verrier's first published estimate of the planet's longitude and its similarity to Adams's estimate, Airy persuaded Cambridge Observatory director James Challis to search for the planet. Challis vainly scoured the sky throughout August and September.


          Meantime, Le Verrier by letter urged Berlin Observatory astronomer Johann Gottfried Galle to search with the observatory's refractor. Heinrich d'Arrest, a student at the observatory, suggested to Galle that they could compare recently drawn chart of the sky in the region of Le Verrier's predicted location with the current sky to seek the displacement characteristic of a planet, as opposed to a fixed star. The very evening of the day of receipt of Le Verrier's letter, Neptune was discovered, September 23, 1846, within 1 of where Le Verrier had predicted it to be, and about 12 from Adams' prediction. Challis later realized that he had observed the planet twice in August, failing to identify it owing to his casual approach to the work.


          In the wake of the discovery, there was much nationalistic rivalry between the French and the British over who had priority and deserved credit for the discovery. Eventually an international consensus emerged that both Le Verrier and Adams jointly deserved credit. However, the issue is now being re-evaluated by historians with the rediscovery in 1998 of the "Neptune papers" (historical documents from the Royal Observatory, Greenwich), which had apparently been misappropriated by astronomer Olin J. Eggen for nearly three decades and were only rediscovered (in his possession) immediately after his death. After reviewing the documents, some historians now suggest that Adams does not deserve equal credit with Le Verrier. Since 1966 Dennis Rawlins has questioned the credibility of Adams's claim to co-discovery. In a 1992 article in his journal Dio he deemed the British claim "theft". "Adams had done some calculations but he was rather unsure about quite where he was saying Neptune was", said Nicholas Kollerstrom of University College London in 2003.


          


          Naming


          Shortly after its discovery, Neptune was referred to simply as "the planet exterior to Uranus" or as "Le Verrier's planet". The first suggestion for a name came from Galle, who proposed the name Janus. In England, Challis put forward the name Oceanus.


          Claiming the right to name his discovery, Le Verrier quickly proposed the name Neptune for this new planet, while falsely stating that this had been officially approved by the French Bureau des Longitudes. In October, he sought to name the planet Le Verrier, after himself, and he was patriotically supported in this by the observatory director, Franois Arago. However, this suggestion met with stiff resistance outside France. French almanacs quickly reintroduced the name Herschel for Uranus, after that planet's discoverer Sir William Herschel, and Leverrier for the new planet.


          Struve came out in favour of the name Neptune on December 29, 1846, to the Saint Petersburg Academy of Sciences. Soon Neptune became the internationally accepted name. In Roman mythology, Neptune was the god of the sea, identified with the Greek Poseidon. The demand for a mythological name seemed to be in keeping with the nomenclature of the other planets, all of which, except for Uranus and Earth, were named for Roman gods.


          


          Status


          From its discovery until 1930, Neptune was the farthest known planet. Upon the discovery of Pluto in 1930, Neptune became the penultimate planet, save for a 20-year period between 1979 and 1999 when Pluto fell within its orbit. However, the discovery of the Kuiper belt in 1992 led many astronomers to debate whether or not Pluto should be considered a planet in its own right or as part of the belt's larger structure. In 2006, the International Astronomical Union defined the word "planet" for the first time, reclassifying Pluto as a " dwarf planet" and making Neptune once again the last planet in the Solar System.


          


          Composition and structure


          
            [image: A size comparison of Neptune and Earth.]

            
              A size comparison of Neptune and Earth.
            

          


          With a mass of 1.02431026kg, Neptune is an intermediate body between Earth and the larger gas giants: its mass is seventeen times that of the Earth but just 1/19th that of Jupiter. Neptune's equatorial radius of 24,764km is nearly four times that of the Earth. Neptune and Uranus are often considered a sub-class of gas giant termed " ice giants", due to their smaller size and higher concentrations of volatiles relative to Jupiter and Saturn. In the search for extrasolar planets Neptune has been used as a metonym: discovered bodies of similar mass are often referred to as "Neptunes", just as astronomers refer to various extra-solar "Jupiters."


          


          Internal structure


          Neptune's internal structure resembles that of Uranus. Its atmosphere forms about 510% of its mass and extends perhaps 1020% of the way towards the core, where it reaches pressures of about 10 GPa. Increasing concentrations of methane, ammonia, and water are found in the lower regions of the atmosphere.


          
            [image: The internal structure of Neptune.]

            
              The internal structure of Neptune.
            

          


          Gradually this darker and hotter region condenses into a superheated liquid mantle, where temperatures reach 25,000K. The mantle is equivalent to 1015 Earth masses, and is rich in water, ammonia, methane, and other compounds. As is customary in planetary science, this mixture is referred to as icy even though it is a hot, highly dense fluid. This fluid, which has a high electrical conductivity, is sometimes called a waterammonia ocean. At a depth of 7,000km, the conditions may be such that methane decomposes into diamond crystals that then precipitate toward the core.


          The core of Neptune is composed of iron, nickel and silicates, with an interior model giving a mass about 1.2 times that of the Earth. The pressure at the centre is 7 Mbarmillions of times more than that on the surface of the Earth, and the temperature may be 5,400K.


          


          Atmosphere


          At high altitudes, Neptune's atmosphere is 80% hydrogen and 19% helium. A trace amount of methane is also present. Prominent absorption bands of methane occur at wavelengths above 600nm, in the red and infrared portion of the spectrum. As with Uranus, this absorption of red light by the atmospheric methane is part of what gives Neptune its blue hue, although Neptune's vivid azure differs from Uranus's milder aquamarine. Since Neptune's atmospheric methane content is similar to that of Uranus, some unknown atmospheric constituent is thought to contribute to Neptune's colour.


          Neptune's atmosphere is divided into two main regions; the lower troposphere, where temperature decreases with altitude, and the stratosphere, where temperature increases with altitude. The boundary between the two, the tropopause, occurs at a pressure of 0.1 bars. The stratosphere then gives way to the thermosphere at a pressure lower than 104105 microbars. The thermosphere gradually transitions to the exosphere.


          
            [image: A band of high altitude clouds is shown casting shadows on Neptune's lower cloud deck.]

            
              A band of high altitude clouds is shown casting shadows on Neptune's lower cloud deck.
            

          


          Models suggest that Neptune's troposphere is banded by clouds of varying compositions depending on altitude. The upper level clouds occur at pressures below one bar, where the temperature is suitable for methane to condense. For pressures between one and five bars, clouds of ammonia and hydrogen sulfide are believed to form. Above a pressure of five bars, the clouds may consist of ammonia, ammonium sulfide, hydrogen sulfide and water. Deeper clouds of water ice should be found at pressures of about 50 bars, where the temperature reaches 0 C. Underneath, clouds of ammonia and hydrogen sulfide may be found.


          High altitude clouds on Neptune have been observed casting shadows on the opaque cloud deck below. There are also high altitude cloud bands that wrap around the planet at constant latitude. These circumferential bands have widths of 50150km, and lie about 50110km above the cloud deck.


          Neptune's spectra suggest that its lower stratosphere is hazy due to condensation of products of ultraviolet photolysis of methane, such as ethane and acetylene. The stratosphere is also home to trace amounts of carbon monoxide and hydrogen cyanide. The stratosphere of Neptune is warmer than that of Uranus due to elevated concentration of hydrocarbons.


          For reasons that remain obscure, the planet's thermosphere is at an anomalously high temperature of about 750K. The planet is too far from the Sun for this heat to be generated by ultraviolet radiation. One candidate for a heating mechanism is atmospheric interaction with ions in the planet's magnetic field. Other candidates are gravity waves from the interior that dissipate in the atmosphere. The thermosphere contains traces of carbon dioxide and water, which may have been deposited from external sources such as meteorites and dust.


          


          Magnetosphere


          Neptune also resembles Uranus in its magnetosphere, with a magnetic field strongly tilted relative to its rotational axis at 47 and offset at least 0.55radii (about 13,500kilometres) from the planet's physical centre. Before Voyager 2's arrival at Neptune, it was hypothesised that Uranus's tilted magnetosphere was the result of its sideways rotation. However, in comparing the magnetic fields of the two planets, scientists now think the extreme orientation may be characteristic of flows in the planets' interiors. This field may be generated by convective fluid motions in a thin spherical shell of electrically conducting liquids (probably a combination of ammonia, methane and water) resulting in a dynamo action.


          The magnetic field at the equatorial surface of Neptune is estimated at 1.42 T, for a magnetic moment of 2.161017Tm3. Neptune's magnetic field has a complex geometry that includes relatively large contributions from non-dipolar components, including a strong quadrupole moment that may exceed the dipole moment in strength. By contrast, Earth, Jupiter and Saturn only have relatively small quadrupole moments and their fields are less tilted from the polar axis. The large quadrupole moment of Neptune may be the result of offset from the planet's centre and geometrical constraints of the field's dynamo generator.


          Neptune's bow shock, where the magnetosphere begins to slow the solar wind, occurs at a distance of 34.9 times the radius of the planet. The magnetopause, where the pressure of the magnetosphere counterbalances the solar wind, lies at a distance of 2326.5 times the radius of Neptune. The tail of the magnetosphere extends out to at least 72 times the radius of Neptune, and very likely much further.


          


          Planetary rings


          
            [image: Neptune's rings, taken by Voyager 2.]

            
              Neptune's rings, taken by Voyager 2.
            

          


          Neptune has a planetary ring system, though one much less substantial than that of Saturn. The rings may consist of ice particles coated with silicates or carbon-based material, which most likely gives them a reddish hue. In addition to the narrow Adams Ring, 63,000km from the centre of Neptune, the Leverrier Ring is at 53,000km and the broader, fainter Galle Ring is at 42,000km. A faint outward extension to the Leverrier Ring has been named Lassell; it is bounded at its outer edge by the Arago Ring at 57,000km.


          The first of these planetary rings was discovered in 1968 by a team led by Edward Guinan, but it was later thought that this ring might be incomplete. Evidence that the rings might have gaps first arose during a stellar occultation in 1984 when the rings obscured a star on immersion but not on emersion. Images by Voyager 2 in 1989 settled the issue by showing several faint rings. These rings have a clumpy structure, the cause of which is not currently understood but which may be due to the gravitational interaction with small moons in orbit near them.


          The outermost ring, Adams, contains five prominent arcs now named Courage, Libert, Egalit1, Egalit2, and Fraternit (Liberty, Equality, and Fraternity). The existence of arcs was difficult to explain because the laws of motion would predict that arcs would spread out into a uniform ring over very short timescales. Astronomers now believe that the arcs are corralled into their current form by the gravitational effects of Galatea, a moon just inward from the ring.


          Earth-based observations announced in 2005 appeared to show that Neptune's rings are much more unstable than previously thought. Images taken from the W. M. Keck Observatory in 2002 and 2003 show considerable decay in the rings when compared to images by Voyager 2. In particular, it seems that the Libert arc might disappear in as little as one century.


          


          Climate


          One difference between Neptune and Uranus is the typical level of meteorological activity. When the Voyager 2 spacecraft flew by Uranus in 1986, that planet was visually quite bland. In contrast Neptune exhibited notable weather phenomena during the 1989 Voyager 2 fly-by.


          
            [image: The Great Dark Spot (top), Scooter (middle white cloud), and the Small Dark Spot (bottom).]

            
              The Great Dark Spot (top), Scooter (middle white cloud), and the Small Dark Spot (bottom).
            

          


          Neptune's weather is characterized by extremely dynamic storm systems, with winds reaching near- supersonic speeds of nearly 600 m/s. More typically, by tracking the motion of persistent clouds, wind speeds have been shown to vary from 20m/s in the easterly direction to 325m/s westward. At the cloud tops, the prevailing winds range in speed from 400m/s along the equator to 250m/s at the poles. Most of the winds on Neptune move in a direction opposite the planet's rotation. The general pattern of winds showed prograde rotation at high latitudes vs. retrograde rotation at lower latitudes. The difference in flow direction is believed to be a "skin effect" and not due to any deeper atmospheric processes. At 70 S latitude, a high speed jet travels at a speed of 300ms1.


          The abundance of methane, ethane and acetylene at Neptune's equator is 10100 times greater than at the poles. This is interpreted as evidence for upwelling at the equator and subsidence near the poles.


          In 2007 it was discovered that the upper troposphere of Neptune's south pole was about 10C (10 K) warmer than the rest of Neptune, which averages approximately 200C (73.1K). The warmth differential is enough to let methane gas, which elsewhere lies frozen in Neptune's upper atmosphere, leak out through the south pole and into space. The relative 'hot spot' is due to Neptune's axial tilt, which has exposed the south pole to the Sun for the last quarter of Neptune's year, or roughly 40 Earth years. As Neptune slowly moves towards the opposite side of the Sun, the south pole will be darkened and the north pole illuminated, causing the methane release to shift to the north pole.


          Because of seasonal changes, the cloud bands in the southern hemisphere of Neptune have been observed to increase in size and albedo. This trend was first seen in 1980 and is expected to last until about 2020. The long orbital period of Neptune results in seasons lasting forty years.


          


          Storms


          
            [image: The Great Dark Spot, as seen from Voyager 2.]

            
              The Great Dark Spot, as seen from Voyager 2.
            

          


          In 1989, the Great Dark Spot, an anti-cyclonic storm system spanning 13,0006,600km, was discovered by NASA's Voyager 2 spacecraft. The storm resembled the Great Red Spot of Jupiter. However, on November 2, 1994, the Hubble Space Telescope did not see the Great Dark Spot on the planet. Instead, a new storm similar to the Great Dark Spot was found in the planet's northern hemisphere.


          The Scooter is another storm, a white cloud group further south than the Great Dark Spot. Its nickname is due to the fact that when first detected in the months before the 1989 Voyager 2 encounter it moved faster than the Great Dark Spot. Subsequent images revealed even faster clouds. The Small Dark Spot is a southern cyclonic storm, the second most intensive storm observed during the 1989 encounter. It initially was completely dark, but as Voyager 2 approached the planet, a bright core developed and can be seen in most of the highest resolution images.


          Neptune's dark spots are thought to occur in the troposphere at lower altitudes than the brighter cloud features, so they appear as holes in the upper cloud decks. As they are stable features that can persist for several months, they are thought to be vortex structures. Often associated with dark spots are brighter, persistent methane clouds that form around the tropopause layer. The persistence of companion clouds shows that some former dark spots may continue to exist as a cyclone even though they are no longer visible as a dark feature. Dark spots may also dissipate either when they migrate too close to the equator or possibly through some other unknown mechanism.


          


          Internal heat


          Neptune's more varied weather when compared to Uranus is believed to be due in part to its higher internal heat. Although Neptune lies half again as far from the Sun as Uranus, and receives only 40% its amount of sunlight, the two planets' surface temperatures are roughly equal. The upper regions of Neptune's troposphere reach a low temperature of 221.4C (51.7K). At a depth where the atmospheric pressure equals 1 bar, the temperature is 201.15C (72.0K). Deeper inside the layers of gas, however, the temperature rises steadily. As with Uranus, the source of this heating is unknown, but the discrepancy is larger: Uranus only radiates 1.1 times as much energy as it receives from the Sun; Neptune radiates about 2.61 times as much, which means the internal heat source generates 161% of the solar input. Neptune is the farthest planet from the Sun, yet its internal energy is sufficient to drive the fastest planetary winds seen in the Solar System. Several possible explanations have been suggested, including radiogenic heating from the planet's core, dissociation of methane into hydrocarbon chains under atmospheric pressure, and convection in the lower atmosphere that causes gravity waves to break above the tropopause.


          


          Orbit and rotation


          The average distance between Neptune and the Sun is 4.55billionkm (about 30.1 times the average distance from the Earth to the Sun, or 30.1AU) and it completes an orbit every 164.79years. On July 12, 2011, Neptune will have completed the first full orbit since its discovery in 1846, although it will not appear at its exact discovery position in our sky due to the Earth being in a different location in its 365.25day orbit.


          The elliptical orbit of Neptune is inclined 1.77 compared to the Earth. Because of an eccentricity of 0.011, the distance from Neptune and the Sun varies by 101millionkm between perihelion and aphelion, or the nearest and most distant points of the planet along the orbital path respectively.


          The axial tilt of Neptune is 28.32, which is similar to the tilt of Earth and Mars. As a result this planet experiences similar seasonal changes. However, the long orbital period of Neptune means that the seasons last for forty Earth years. Its sidereal rotation period (day) is roughly 16.11hours long. Since its axial tilt is comparable to the Earth's (23), the variation in the length of its days over the course of its long year is not any more extreme.


          Because Neptune is not a solid body, its atmosphere undergoes differential rotation. The wide equatorial zone rotates with a period of about 18hours, which is slower than the 16.1hour rotation of the planet's magnetic field. By contrast, the reverse is true for the polar regions where the rotation period is 12hours. This differential rotation is the most pronounced of any planet in the Solar System, and it results in strong latitudinal wind shear.


          


          Orbital resonances


          
            [image: A diagram showing the orbital resonances in the Kuiper belt caused by Neptune: the highlighted regions are the 2/3 resonance (Plutinos), the "classical belt", with orbits unaffected by Neptune, and the 1/2 resonance (twotinos).]
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          Neptune's orbit has a profound impact on the region directly beyond it, known as the Kuiper belt. The Kuiper belt is a ring of small icy worlds, similar to the asteroid belt but far larger, extending from Neptune's orbit at 30AU out to about 55AU from the Sun. Much in the same way that Jupiter's gravity dominates the asteroid belt, shaping its structure, so Neptune's gravity completely dominates the Kuiper belt. Over the age of the Solar System, certain regions of the Kuiper belt become destabilized by Neptune's gravity, creating gaps in the Kuiper belt's structure. The region between 40 and 42AU is an example.


          There do, however, exist orbits within these empty regions where objects can survive for the age of the Solar System. These resonances occur when an object's orbit around the Sun is a precise fraction of Neptune's, such as 1/2, or 3/4. If, say, an object orbits the Sun once for every two Neptune orbits, it will only complete half an orbit every time Neptune returns to its original position, and so will always be on the other side of the Sun. The most heavily populated resonant orbit in the Kuiper belt, with over 200 known objects, is the 2/3 resonance. Objects in this orbit complete 1 orbit for every 1 of Neptune's, and are known as Plutinos because the largest of the Kuiper belt objects, Pluto, lies among them. Although Pluto crosses Neptune's orbit regularly, the 2/3 resonance means they can never collide. Other, less populated resonances exist at 3/4, 3/5, 4/7 and 2/5.


          Neptune possesses a number of trojan objects, which occupy its L4 and L5 points; gravitationally stable regions leading and trailing it in its orbit. Neptune trojans are often described as being in a 1/1 resonance with Neptune. Neptune trojans are remarkably stable in their orbits and are unlikely to have been captured by Neptune, but rather to have formed alongside it.


          


          Formation and migration
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          The formation of the ice giants, Neptune and Uranus, has proven difficult to model precisely. Current models suggest that the matter density in the outer regions of the Solar System was too low to account for the formation of such large bodies from the traditionally accepted method of core accretion, and various hypotheses have been advanced to explain their evolution. One is that the ice giants were not created by core accretion but from instabilities within the original protoplanetary disc, and later had their atmospheres blasted away by radiation from a nearby massive OB star. An alternative concept is that they formed closer to the Sun, where the matter density was higher, and then subsequently migrated to their current orbits.


          The migration hypothesis is favoured for its ability to explain current orbital resonances in the Kuiper belt, particularly the 2/5 resonance. As Neptune migrated outward, it collided with the objects in the proto-Kuiper belt, creating new resonances and sending other orbits into chaos. The objects in the scattered disc are believed to have been placed in their current positions by interactions with the resonances created by Neptune's migration. A 2004 computer model by Alessandro Morbidelli of the Observatoire de la Cte d'Azur in Nice, suggested that the migration of Neptune into the Kuiper belt may have been triggered by the formation of a 1/2 resonance in the orbits of Jupiter and Saturn, which created a gravitational push that propelled both Uranus and Neptune into higher orbits and caused them to switch places. The resultant expulsion of objects from the proto-Kuiper belt could also explain the Late Heavy Bombardment 600million years after the Solar System's formation and the appearance of Jupiter's Trojan asteroids.


          


          Moons
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              Neptune (top) and Triton (bottom).
            

          


          Neptune has 13 known moons. The largest by far, comprising more than 99.5 percent of the mass in orbit around Neptune and the only one massive enough to be spheroidal, is Triton, discovered by William Lassell just 17days after the discovery of Neptune itself. Unlike all other large planetary moons in the Solar System, Triton has a retrograde orbit, indicating that it was captured rather than forming in place, and probably was once a dwarf planet in the Kuiper belt. It is close enough to Neptune to be locked into a synchronous rotation, and is slowly spiraling inward because of tidal acceleration and eventually will be torn apart when it reaches the Roche limit. In 1989, Triton was the coldest object that had yet been measured in the solar system, with estimated temperatures of 235C (38K).


          Neptune's second known satellite (by order of discovery), the irregular moon Nereid, has one of the most eccentric orbits of any satellite in the solar system. The eccentricity of 0.7512 gives it an apoapsis that is seven times its periapsis distance from Neptune.


          
            [image: Neptune's moon Proteus.]

            
              Neptune's moon Proteus.
            

          


          From July to September 1989, Voyager 2 discovered six new Neptunian moons. Of these, the irregularly shaped Proteus is notable for being as large as a body of its density can be without being pulled into a spherical shape by its own gravity. Although the second most massive Neptunian moon, it is only one quarter of one percent of the mass of Triton. Neptune's innermost four moons, Naiad, Thalassa, Despina, and Galatea, orbit close enough to be within Neptune's rings. The next farthest out, Larissa was originally discovered in 1981 when it had occulted a star. This had been attributed to ring arcs, but when Voyager 2 observed Neptune in 1989, it was found to have been caused by the moon. Five new irregular moons discovered between 2002 and 2003 were announced in 2004. As Neptune was the Roman god of the sea, the planet's moons have been named after lesser sea gods.


          


          Observation


          Neptune is never visible to the naked eye, having a brightness between magnitudes +7.7 and +8.0, which can be outshone by Jupiter's Galilean moons, the dwarf planet Ceres and the asteroids 4 Vesta, 2 Pallas, 7 Iris, 3 Juno and 6 Hebe. A telescope or strong binoculars will resolve Neptune as a small blue disk, similar in appearance to Uranus.


          Because of the distance of Neptune from the Earth, the angular diameter of the planet only ranges from 2.22.4 arcseconds; the smallest of the Solar System planets. Its small apparent size has made it challenging to study visually; most telescopic data was fairly limited until the advent of Hubble Space Telescope and large ground-based telescopes with adaptive optics.


          From the Earth, Neptune goes through apparent retrograde motion every 367days, resulting in a looping motion against the background stars during each opposition. These loops will carry it close to the 1846 discovery coordinates in April and July 2010 and in October and November 2011.


          Observation of Neptune in the radio frequency band shows that the planet is a source of both continuous emission and irregular bursts. Both sources are believed to originate from the planet's rotating magnetic field. In the infrared part of the spectrum, Neptune's storms appear bright against the cooler background, allowing the size and shape of these features to be readily tracked.


          


          Exploration


          Voyager 2's closest approach to Neptune occurred on August 25, 1989. Since this was the last major planet the spacecraft could visit, it was decided to make a close flyby of the moon Triton, regardless of the consequences to the trajectory, similarly to what was done for Voyager 1's encounter with Saturn and its moon Titan. The images relayed back to Earth from Voyager 2 became the basis of a 1989 PBS all-night program called Neptune All Night.
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              A Voyager 2 image of Triton
            

          


          During the encounter, signals from the spacecraft required 246minutes to reach the Earth. Hence, for the most part, the Voyager 2 mission relied on pre-loaded commands for the Neptune encounter. The spacecraft performed a near-encounter with the moon Nereid before it came within 4,400km of Neptune's atmosphere on August 25, then passed close to the planet's largest moon Triton later the same day.


          The spacecraft verified the existence of a magnetic field about the planet, and discovered that the field was offset from the centre and tilted in a manner similar to the field around Uranus. The question of the planet's rotation period was settled using measurements of radio emissions. Voyager 2 also showed the Neptune had a surprisingly active weather system. Six new moons were discovered, and the planet was shown to have more than one ring.


          In 2003, there was a proposal to NASA's "Vision Missions Studies" to implement a " Neptune Orbiter with Probes" mission that does Cassini-level science without fission-based electric power or propulsion. The work is being done in conjunction with JPL and the California Institute of Technology.
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              	General
            


            
              	Name, Symbol, Number

              	neptunium, Np, 93
            


            
              	Chemical series

              	actinides
            


            
              	Group, Period, Block

              	n/a, 7, f
            


            
              	Appearance

              	silvery metallic
            


            
              	Standard atomic weight

              	(237) gmol1
            


            
              	Electron configuration

              	[Rn] 5f4 6d1 7s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 22, 9, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	20.45 gcm3
            


            
              	Melting point

              	910 K

              (637 C, 1179 F)
            


            
              	Boiling point

              	4273 K

              (4000 C, 7232 F)
            


            
              	Heat of fusion

              	3.20  kJmol1
            


            
              	Heat of vaporization

              	336  kJmol1
            


            
              	Specific heat capacity

              	(25C) 29.46 Jmol1K1
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              	Atomic properties
            


            
              	Crystal structure

              	3 forms: orthorhombic,

              tetragonal and cubic
            


            
              	Oxidation states

              	6, 5, 4, 3

              ( amphoteric oxide)
            


            
              	Electronegativity

              	1.36 (Pauling scale)
            


            
              	Ionization energies

              	1st: 604.5 kJ/mol
            


            
              	Atomic radius

              	175  pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	?
            


            
              	Electrical resistivity

              	(22 C) 1.220 m
            


            
              	Thermal conductivity

              	(300K) 6.3 Wm1K1
            


            
              	CAS registry number

              	7439-99-8
            


            
              	Selected isotopes
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          Neptunium (pronounced /nɛpˈtjuːniəm/) is a chemical element with the symbol Np and atomic number 93. A silvery radioactive metallic element, neptunium is the first transuranic element and belongs to the actinide series. Its most stable isotope, 237Np, is a by-product of nuclear reactors and plutonium production and it can be used as a component in neutron detection equipment. Neptunium is also found in trace amounts in uranium ores.


          


          Notable characteristics


          Silvery in appearance, neptunium metal is fairly chemically reactive and is found in at least three structural modifications:


          
            	alpha-neptunium, orthorhombic, density 20.45 Mg/m,


            	beta-neptunium (above 280 C), tetragonal, density (313 C) 19.36 Mg/m, and


            	gamma-neptunium (above 577 C), cubic, density (600 C) 18 Mg/m

          


          


          Compounds


          This element has four ionic oxidation states while in solution:


          
            	Np+3 (pale purple), analogous to the rare earth ion Pm+3,


            	Np+4 (yellow green);


            	NpO2+ (green blue): and


            	NpO2++ (pale pink).

          


          Neptunium forms tri- and tetra halides such as NpF3, NpF4, NpCl4, NpBr3, NpI3, and oxides of the various compositions such as are found in the uranium-oxygen system, including Np3O8 and NpO2.


          Neptunium like other actinides readily forms a dioxide neptunyl core (NpO2). In the environment, this neptunyl core readily complexes with carbonate as well as other oxygen moieties (OH-, NO2-, NO3-, and SO4-2) to form charged complexes which tend to be readily mobile with low affinities to soil.


          
            	NpO2(OH)2-1


            	NpO2(CO3)-1


            	NpO2(CO3)2-3


            	NpO2(CO3)3-5

          


          


          Uses


          


          Precursor in Plutonium-238 Production


          237Np is irradiated with neutrons to create 238Pu, a rare and valuable isotope for spacecraft and military applications.


          


          Weapons applications


          Neptunium is fissionable, and could theoretically be used as reactor fuel or to create a nuclear weapon. In 1992, the U.S. Department of Energy declassified the statement that Np-237 "can be used for a nuclear explosive device". It is not believed that an actual weapon has ever been constructed using neptunium.


          In September 2002, researchers at the University of California Los Alamos National Laboratory created the first known nuclear critical mass using neptunium in combination with enriched uranium, discovering that the critical mass of neptunium is less than previously predicted. US officials in March 2004, planned to move the nation's supply of separated neptunium to a site in Nevada.


          


          History


          Neptunium (named for the planet Neptune, the next planet out from Uranus, after which uranium was named) was first discovered by Edwin McMillan and Philip H. Abelson in the year 1940 in Berkeley, California. Initially predicted by Walter Russell's "spiral" organization of the periodic table, it was found at the Berkeley Radiation Laboratory of the University of California, Berkeley where the team produced the neptunium isotope 239Np (2.4 day half-life) by bombarding uranium with slow moving neutrons. It was the first transuranium element produced synthetically and the first actinide series transuranium element discovered.


          


          Occurrence


          Trace amounts of neptunium are found naturally as decay products from transmutation reactions in uranium ores. 237Np is produced through the reduction of 237NpF3 with barium or lithium vapor at around 1200  C and is most often extracted from spent nuclear fuel rods as a by-product in plutonium production.


          By weight, neptunium-237 discharges are about five percent as great as plutonium discharges and about 0.05 percent of spent nuclear fuel discharges.


          


          Nuclear synthesis


          
            	When an 235U atom captures a neutron, it is converted to an excited state of 236U. About 81% of the excited 236U nuclei undergo fission, but the remainder decay to the ground state of 236U by emitting gamma radiation. Further neutron capture creates 237U which has a half-life of 7 days and thus quickly decays to 237Np.


            	237U is also produced via an (n,2n) reaction with 238U.


            	237Np is the decay product of 241Am.

          


          Since nearly all neptunium is produced in this way or consists of isotopes which decay quickly, one gets nearly pure 237Np by chemical separation of neptunium.


          


          Role in nuclear waste


          Neptunium-237 is the most mobile actinide in the deep geological repository environment. This makes it and its predecessors such as americium-241 candidates of interest for destruction by nuclear transmutation.


          


          Isotopes


          19 neptunium radioisotopes have been characterized, with the most stable being 237Np with a half-life of 2.14 million years, 236Np with a half-life of 154,000 years, and 235Np with a half-life of 396.1 days. All of the remaining radioactive isotopes have half-lifes that are less than 4.5 days, and the majority of these have half lifes that are less than 50 minutes. This element also has 4 meta states, with the most stable being 236mNp (t 22.5 hours).


          The isotopes of neptunium range in atomic weight from 225.0339 u (225Np) to 244.068 u (244Np). The primary decay mode before the most stable isotope, 237Np, is electron capture (with a good deal of alpha emission), and the primary mode after is beta emission. The primary decay products before 237Np are element 92 (uranium) isotopes (alpha emission produces element 91, protactinium, however) and the primary products after are element 94 (plutonium) isotopes.


          237Np is both fissionable and fissile. 237Np eventually decays to form bismuth, unlike most other common heavy nuclei which decay to make lead.


          


          Neptunium in Popular Culture


          
            	When Confederate scientists in Harry Turtledove's Southern Victory Series of alternate-history novels, discover the 93rd element they dub it "saturnium". When American and British scientists learn of the element, they call it "Neptunium" and "Mosleyium" (After Oswald Mosley) respectively.
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              	Nestl S.A.
            


            
              	[image: ]
            


            
              	Type

              	Public ( SWX: NESN, OTCBB: NSRGY)
            


            
              	Founded

              	[image: Flag of Switzerland] Vevey, Switzerland (1866)
            


            
              	Headquarters

              	Vevey, Switzerland
            


            
              	Keypeople

              	Henri Nestl, Founder

              Peter Brabeck-Letmathe, Chairman & CEO
            


            
              	Industry

              	Food processing
            


            
              	Products

              	Baby food, dairy products, breakfast cereals, confectionery, bottled water, more...
            


            
              	Revenue

              	▲ 98,5 billion CHF (2006)
            


            
              	Net income

              	▲ 5,05 billion CHF (2006)

              8.8% profit margin
            


            
              	Employees

              	305,000 (2005)
            


            
              	Website

              	www.nestle.com
            

          


          Nestl is a multinational packaged food company founded and headquartered in Vevey, Switzerland. It results from a merger in 1905 between the Anglo-Swiss Milk Company for milk products established by the Page Brothers in Cham, Switzerland, in 1866 and the Farine Lacte Henri Nestl Company set up in 1867 by Henri Nestl to provide an infant food product. Several of Nestl's brands are globally renowned, which made the company a global market leader in many product lines, including milk, chocolate, confectionery, bottled water, coffee, creamer, food seasoning and pet foods. The company stock is listed on the SWX Swiss Exchange. Some of Nestl's business practices have been considered unethical, especially the manner in which infant formula has been marketed in developing countries, which led to the Nestl boycott from 1977.


          


          Pronunciation


          Some people in the English-speaking countries pronounce Nestl's [ˈnɛsəłz], as in the English verb nestle. This was the pronunciation used in company merchandising in the UK for much of the 20th century, e.g. Nestl's Milkybar. In TV ads in the United States, Nestl's is pronounced [ˈnɛstliz] or [ˈnɛsliz]. A common pronunciation of Nestl in Australia is [ˈneslɪ]. However, the brand is derived from the founder's family name from the French-speaking part of Switzerland, where Nestl is properly pronounced [nɛstle].
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              Nestle HQ, Vevey, Switzerland.
            

          


          


          International names


          China: 雀巢, pinyin - (qu cho) Thailand: เนสเล่


          


          History


          Nestl was founded in 1860. In the 1860s Henri Nestl, a pharmacist, developed a food for babies whose mothers were unable to breastfeed. His first success was a premature infant who could not tolerate his own mother's milk nor any of the usual substitutes. The value of the new product was quickly recognized when his new formula saved the child's life, and soon, Farine Lacte Henri Nestl was being sold in much of Europe.


          In 1905 Nestl merged with the Anglo-Swiss Condensed Milk Company. By the early 1900s, the company was operating factories in the United States, United Kingdom, Germany and Spain. World War I created new demand for dairy products in the form of government contracts. By the end of the war, Nestl's production more than doubled.


          The first Nestl factory to begin production in the United States was opened in Fulton, Oswego County, New York. The factory however was closed in 2001, after the company decided that the cost of restoring, and updating the factory could not financially be justified. Employees of the factory were furious, and raised the company flag upside down the day the closing was announced.


          After the war, government contracts dried up and consumers switched back to fresh milk. However, Nestl's management responded quickly, streamlining operations and reducing debt. The 1920s saw Nestl's first expansion into new products, with chocolate the company's second most important activity.


          Nestl felt the effects of World War II immediately. Profits dropped from US$20 million in 1938 to US$6 million in 1939. Factories were established in developing countries, particularly Latin America. Ironically, the war helped with the introduction of the company's newest product, Nescaf, which was a staple drink of the US military. Nestl's production and sales rose in the wartime economy.


          The end of World War II was the beginning of a dynamic phase for Nestl. Growth accelerated and companies were acquired. In 1947 came the merger with Maggi seasonings and soups. Crosse & Blackwell followed in 1950, as did Findus (1963), Libby's (1971) and Stouffer's (1973). Diversification came with a shareholding in L'Oral in 1974. In 1977, Nestl made its second venture outside the food industry by acquiring Alcon Laboratories Inc.
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          In 1984, Nestl's improved bottom line allowed the company to launch a new round of acquisitions, notably American food giant Carnation and the British confectionery company Rowntree Mackintosh in 1988, which brought the Willy Wonka Brand to Nestl.


          The first half of the 1990s proved to be favorable for Nestl: trade barriers crumbled and world markets developed into more or less integrated trading areas. Since 1996 there have been acquisitions including San Pellegrino (1997), Spillers Petfoods (1998), and Ralston Purina (2002). There were two major acquisitions in North America, both in 2002: in June, Nestl merged its U.S. ice cream business into Dreyer's, and in August a US$2.6 billion acquisition was announced of Chef America, Inc. In the same time frame, Nestl came close to purchasing the iconic American company Hershey's, though the deal fell through. Another recent purchase includes the Jenny Craig fitness firm for US$600 million.


          In December 2005 Nestl bought the Greek company Delta Ice Cream for 240 million. In January 2006 it took full ownership of Dreyer's, thus becoming the world's biggest ice cream maker with a 17.5% market share.


          In November 2006, Nestle purchased the Medical Nutrition division of Novartis Pharmaceutical for $2.5B. In April 2007 Nestl bought baby food manufacturer Gerber for $5.5 billion.


          


          Products


          Nestl has a wide range of products across a number of markets including coffee (Nescaf), water, other beverages, ice cream, infant foods, performance and healthcare nutrition, seasonings, frozen and refrigerated foods, confectionery and pet food. For a list of some of these brands, see List of Nestl brands.


          


          Business
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          Management


          The executive board, a distinct entity from the board of directors, includes:


          
            	Peter Brabeck-Letmathe, Chairman & CEO


            	Carlo Donati, EVP, Chairman, and CEO of Nestl Waters


            	Frits van Dijk, EVP of Asia, Oceania, Africa, Middle East divisions


            	Lars Olofsson, EVP of Strategic Business Units and Marketing


            	Francisco Castaer, EVP of Pharmaceutical and Cosmetic Products, Liaison with L'Oral, Human Resources


            	Michael Powell, EVP of United Kingdoms Diivision


            	Paul Bulcke, EVP of Americas divisions


            	Paul Polman, EVP of Finance, Control, Legal, Tax, Purchasing, Export


            	Luis Cantarell, EVP of Europe divisions


            	Richard T. Laube, Deputy EVP of Nutrition Strategic Business units


            	Werner J. Bauer, EVP of Research and Development, Technical, Production, Environment.

          


          Current members of the board of directors of Nestl are: Gnter Blobel, Peter Bckli, Daniel Borel, Peter Brabeck-Letmathe, Edward George, Rolf Hnggi, Nobuyuki Idei, Andreas Koopmann, Andr Kudelski, Jean Pierre Meyers, Carolina Mller-Mhl, Kaspar Villiger. Secretary to the Board Bernard Daniel.


          Nestl has a good business reputation among Switzerland's largest companies.


          


          Earnings


          In 2003, consolidated sales were CHF87.979 billion and net profit was CHF6.213 billion. Research and development investment was CHF1.205 billion.


          
            	Sales by activity breakdown: 27% from drinks, 26% from dairy and food products, 18% from ready-prepared dishes and ready-cooked dishes, 12% from chocolate, 11% from pet products, 6% from pharmaceutical products.

          


          
            	Sales by geographic area breakdown: 32% from Europe, 31% from Americas (26% from US), 16% from Asia, 21% from rest of the world.

          


          


          Joint ventures


          Nestl holds 26.4% of the shares of L'Oral, the world's largest company in cosmetics and beauty. The Laboratoires Inneov is a joint venture in nutritional cosmetics between Nestl and L'Oral, and Galderma a joint venture in dermatology with L'Oral. Others include Cereal Partners Worldwide with General Mills, Beverage Partners Worldwide with Coca-Cola, and Dairy Partners Americas with Fonterra.


          


          Controversy regarding Nestl


          Some of Nestl's business practices have been controversial, especially the manner in which baby formula has been marketed in developing countries. The controversy ultimately led to the widespread Nestl boycott, starting in 1977. Nestl has since launched several Fairtrade products across the world, including Partners Blend in the UK and several grind-at-home Fairtrade coffees in Sweden, which led to a new round of criticism. In December 2007 Nestl was found guilty of colluding with other milk producers to fix prices in Greece .


          


          Baby milk marketing


          Since the late 1970s, Nestl has attracted much criticism for its baby milk marketing policies in developing countries. This has centered on its apparent recommendations for breastfeeding mothers to switch to its infant formula milk products, leading to the alleged deaths of 15 babies each year as a result of formula being mixed with contaminated water. Nestl has allegedly violated the widely agreed-upon International Code of Marketing of Breast-milk Substitutes ("International Code"). This led to a boycott coordinated by the International Nestl Boycott Committee, informed by monitoring conducted by the International Baby Food Action Network. In 1982, Nestl implemented the International Code in developing countries. The instructions were reviewed and refined in 1984 in consultation with the WHO, UNICEF and the International Nestl Boycott Committee.


          Nestl itself still advertised breast milk replacements and used pictures of babies in its advertising in 2004. Nestl has issued instructions to all its offices to ensure strict compliance with the International Code.


          Post 2004 allegations of breaches of the International Code continue to be made by campaign organisations, such as IBFAN and the Save the Children Fund (May 2007) and The Guardian newspaper..


          


          Ethiopian government


          In December 2002, international aid agency Oxfam revealed that Nestl was demanding millions of dollars in compensation from Ethiopia. The US$6 million demand was issued for shares in an Ethiopian agricultural firm, which was nationalised by the Marxist Mengistu regime in 1975. Nestl acquired ELIDCOs parent company, the Schweisfurth Group, ten years later. Nestl initially refused the Ethiopian governments offer of a settlement worth around US$1.5 million (a figure based on the 2002 exchange rate between the dollar and the Ethiopian birr) but insisted on $6m (based on the exchange rate at the time of the nationalization). However, in the face of much public criticism, a statement was issued by Nestl on December 23, 2002 stating that that they would accept the US$1.5 million and that this money would be made available for famine relief projects in the region in consultation with the International Red Cross and Red Crescent Federation.


          


          Nestl Purina in Venezuela


          In early 2005, Nestl Purina sold thousands of tons of contaminated animal feed in Venezuela. The local brands included Dog Chow, Cat Chow, Puppy Chow, Fiel, Friskies, Gatsy, K-Nina, Nutriperro, Perrarina and Pajarina. Over 500 dogs, cats, birds and cattle died. It was reported that it was caused by a supplier that had stored corn used in animal food production incorrectly, which led to a proliferation of a fungus with a high quantity of aflatoxin causing hepatic problems in the animals that ate the food. On March 3, 2005, the National Assembly (Venezuela's federal legislature) stated that the company Nestl Purina was responsible for the quality standards and that compensation must be paid to the owners of the affected animals.


          


          Nestl water


          In Mecosta County, Michigan, United States, a determined citizen coalition has opposed the efforts of a bottled water subsidiary of Nestl to gain private control of important groundwater supplies. In 2001, the county licensed the company, then a subsidiary of Perrier, to open a bottling plant in Stanwood, Michigan, for a fee of less than US$100 a year. Operating requirements of the factory called for pumping 500,000 gallons (1.9 million litres) of water a day from an aquifer. After learning about the plan, Michigan Citizens for Water Conservation launched a direct action campaign against Nestl and sought a temporary injunction to halt pumping while the court heard arguments on the legality of Nestl's use of the water. However, this injunction has not been granted. Nestl purchased the Calistoga Water Company in 1980. Nestl Canada is applying for an extension and increase with respect to water bottling activities in the Guelph, Ontario area (2007-05-07)


          


          Genetically modified organisms


          In August 2004 a Greenpeace test found genetically modified organisms in Chinese Nesquik. A Chinese woman sued Nestl since the use of GMOs in that kind of product was prohibited by local law. In December a second test was negative. In November 2005 Nestl opposed a Swiss ban on GMOs.


          


          Use of forced labour


          In April 2004, a Forbes article reported on Nestl's use of forced labour in the production of their chocolate. According to the article, the International Labor Organisation, part of the UN, estimates that 284,000 child labourers work on cocoa farms in West Africa, mainly in the Ivory Coast. Mars and Hershey's are also being investigated. Global Exchange and the International Labor Rights Fund are taking Nestl, commodities trader Archer Daniels Midland and Cargill to court in the US under the Torture Victim Protection Act and Alien Tort Claims Act. Nestl signed an agreement called the Cocoa Protocol to say that it would find a way by July 2005 to certify that chocolate had not been produced by underage, indentured, trafficked or coerced labour. Nestl has requested that all the coerced child labourers involved in the International Labor Rights Fund lawsuit reveal their names.


          


          Partners Blend


          In 2006 Nestle launched its Fairtrade-certified Partners Blend in the UK. The company was accused of greenwashing. Anti-Nestl campaigners have pointed out that the company has only one Fairtrade product amongst its range of 8,500 and would do better to alter its business practices in the rest of the coffee market (where its Nescafe brand is dominant) than launch a small Fairtrade certified product with limited volume. The Fairtrade foundation countered that this was a turning point for the Fairtrade movement with a major company listening to consumers.
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        Netball


        
          

          Netball is a sport similar to and derived from basketball, and was originally known in its country of origin, the United States, as "women's basketball". Invented by Clara Gregory Baer, a pioneer in women's sport, it is now the pre-eminent women's team sport (both as a spectator and participant sport) in Australia and New Zealand and is popular in Jamaica, Barbados, South Africa, Sri Lanka, and the United Kingdom.


          


          Description and rules
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              Diagram of a netball court.
            

          


          Like basketball, the game is played on a hard court with scoring rings at both ends, and with a ball resembling a basketball (but lighter, smaller and slightly softer in construction, even mainly white). The hoops are of smaller dimension and height in comparison to basketball hoops, though they contain no backboards. The court is divided into thirds which regulate where individuals in each team are allowed to move, and two semi-circular "shooting circles" at each end from within which all scoring shots must be taken.


          There are seven players on each team, who are given nominated, named positions. (Some junior/training variants have only five players per team.) Each player must wear a "bib" showing one of the abbreviations below, indicating that player's position. Each player is only allowed in certain areas of the court: a player in a section of court that is not part of their playing area is deemed "offside". The positions are described below:


          
            
              	Netball positions
            


            
              	Position Name

              	Abbreviation

              	Opponent

              	Areas permitted
            


            
              	Goal Shooter

              	GS

              	Goal Keeper

              	Attacking goal third including goal circle
            


            
              	Goal Attack

              	GA

              	Goal Defence

              	Attacking goal third, goal circle, and centre third
            


            
              	Wing Attack

              	WA

              	Wing Defence

              	Attacking goal third and centre third, not goal circle
            


            
              	Centre

              	C

              	Centre

              	Everywhere except goal circles
            


            
              	Wing Defence

              	WD

              	Wing Attack

              	Defensive goal third and centre third, not goal circle
            


            
              	Goal Defence

              	GD

              	Goal Attack

              	Defensive goal third and centre third, including goal circle
            


            
              	Goal Keeper

              	GK

              	Goal Shooter

              	Defensive goal third, including goal circle
            

          


          By the combination of the above, only the Goal Attack and Goal Shooter are able to score goals directly. A ball that passes through the hoop, but has been thrown either from outside the circle or by a player not the GA or GS, is deemed a "no goal". Furthermore, a shooter (GA or GS) may not shoot for a goal if a "free pass" has been awarded for an infringement such as stepping, offside, or using the post.


          Netball rules do not permit players to take more than one step in possession of the ball. Consequently, the only way to move the ball towards the goal is to throw the ball to a team-mate. The ball cannot be held by a player for more than three seconds at any time, and players may not tap the ball to themselves ("replay"). This, combined with the restrictions on where one player can move, ensures that everyone on the team is regularly involved in play. Defence is restricted  not only is contact not permitted, but players must be at least three feet (90 centimetres) away from a player with the ball, meaning that hard physical contact is rare. If contact is made, a penalty is given to the team of the player who was contacted, and the player who contacted must stand "out of play", meaning they cannot participate in play until the player taking the penalty has passed the ball.
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              Malawi plays Fiji at the 2006 Commonwealth Games
            

          


          A game is played in four quarters, each one lasting 15 minutes, with intervals of three minutes between the first and second quarters, and between the third and fourth quarters. There is also an interval of five minutes at half time. If a player has an injury, a team-mate or umpire calls time, and the time keeper pauses the timer. When the game starts and the player has swapped places with another player, or is healthy, play is resumed and the timer is restarted.


          


          Court Dimensions


          A netball court is slightly larger than a basketball court, being 30.5m long and 15.25m wide. The longer sides are called Side Lines and the shorter lines called Goal Lines. The court is divided into three equal areas. A 90cm-diameter Centre Circle is located in the centre of the court. A 4.9m-radius semi-circle on each Goal Line is called the Goal Circle. The court lines are not more than 50mm wide. The goal posts are 3.05m high from the top of the ring. The rings have an internal diameter of 380mm and are located 150mm forward from the post. The rings are made of 15mm diameter steel. The free space around the court will be a minimum of 37.9m x 22.65m.


          


          Starting and restarting play


          When a quarter begins, or after a goal is scored, play begins from the centrer of the court with a "center pass". These passes alternate between the teams, regardless of which team scored the last goal. A center pass is taken by the Center player, who must have one foot grounded within the center circle. As the game restarts, only the teams' Center players can be in the center third. When the umpire blows the whistle to restart play, the Goal Attacks, Goal Defences, Wing Attacks and Wing Defences move into the center third, and the center pass must be taken by someone who lands within the center third of the court when they receive the pass. If the ball is not received in the centre third then the opposition receives a "free pass" where the ball was received in the area of infringement. If the ball leaves the court boundaries, then a member of the team that did not touch the ball last restarts play by making a pass from the court boundary back into play. WOW!


          


          History


          Netball a non contact sport traces its roots to basketball, which explains why its rules are related. When James Naismith devised basketball in 1891 for his students in the School for Christian Workers (later called the YMCA), female teachers got curious and started to formulate a version for girls. The outfits of women at this time hindered them from effectively executing important basketball moves such as running and dribbling, so the game had to be modified to accommodate these restrictions. Womens basketball, or netball, was conceptualized.


          Netball was first played in England in 1895 at Madame Ostenburg's College and quickly spread to all the British Commonwealth territories, but it did not yet have hard-and-fast rules. So loose were the regulations, in fact, that some games were played by nine players in each team, while some were played with only five players in each. The nets used were also ineffective  they were not open at both ends, so after each goal was scored, the umpire had to retrieve the ball from the top of the post.


          Finally, Clara Baer, a gym teacher from New Orleans, asked Naismith for a copy of the basketball rules, identified the areas within which women players could move, and consequently introduced the zoning areas we know today. This was the start of netballs formalization. These zoning rules along with many other provisions (such as elimination of the dribbling rule) were all included in the first draft of Rules for Womens Basketball. In 1901, this set of rules was ratified and netball officially became a competitive sport.


          Netball soon spread throughout Australia and the then-British colonies of Jamaica and Antigua. Further improvements were introduced some 60 years later by the International Federation of Women's Basketball and Netball  an international organization composed of netball representatives from the United Kingdom, New Zealand, Australia, South Africa and The West Indies. The first Netball World Championship was held in 1963 in Eastbourne, England, and since then, international netball championships have been held every four years. Australia has dominated the World Tournaments, beating the other 11 teams competing in 1971, 1975, 1979, 1983, 1991, 1995 and 1999. In 2003, New Zealand finally broke the pattern and took home the gold. Fiji was scheduled to host the next World Netball Championship in July 2007, but was stripped of its hosting privileges as a result of the December 2006 coup.


          Netball is still very popular in former British colonies. In fact, approximately 10,000 people play netball in Jamaica, and it remains the favored women's sport in that country. Antigua and Barbuda is also very active in the sport, with netball less popular only than cricket. It also enjoys popularity in former British African colonies, such as Malawi.


          


          Growth in popularity


          Netball is a popular participant sport, particularly in Australia and New Zealand, but also around the world in countries of the Commonwealth of Nations. In Australia and New Zealand, it is the most popular sport played by women, and both countries have a domestic competition for women. The women's game is played internationally at a high level, with Australia and New Zealand undoubtedly the world's strongest teams. Whilst not attracting much public attention, there are representative men's netball teams. Although Netball is mostly a female dominated sport with its light movements and restrictions in ability to move and contact, men use their height advantage and skill level to manipulate the game.


          Netball's fundamentals are easy for new players to learn, and it is a common sport at schools in the Commonwealth. At primary school level, mixed teams are not uncommon. As adults, men and women can compete with each other on reasonably fair terms as the restrictions on defence, limitations of numbers and positions of male players, and the women's greater familiarity with the game, prevent men's superior strength and size gaining an overly large advantage.


          


          Netball variants for children


          In Australia young netballers can enjoy a range of experiences from five to seven year olds learning basic skills in Fun Net, eight to ten year olds developing skills and game knowledge through Netta, or participating in Netball Australia's soon to be launched Net Set Go programs.


          


          FunNet


          FunNet is Netball Australia's play based motor skills program for 5-7 year olds. The emphasis is on the acquisition of basic motor skills, in a fun environment of games and activities. The length of the FunNet program can be run between 8-16 weeks, although this is flexible depending on school, association and individual needs. The goal posts are only 2.4m high and a smaller size 4 netball is used.


          


          Netta


          Netta is a basic introduction into the professional aspect of Netball for children aged seven years or older. A size 4 ball is used to develop correct passing and catching skills with up to six seconds allowed between catching and passing the ball, instead of the three seconds permitted in the adult game. All players rotate positions throughout the game so that they can experience the differences between each position. The program of Netta allows children to acquire important skills necessary in the game of netball in a fun and exciting environment. The aim of Netta is to ensure each child leaves with the confidence and skills ready to play Netball.


          


          Netball teams


          
            	International

              
                	Australian national netball team


                	England National Netball Team


                	The Proteas (South African National Netball Team)


                	Silver Ferns (New Zealand national netball team)


                	The Sunshine Girls (Jamaica National Netball Team)


                	The College Of St. Hild and St. Bede Men's Netball Team

              

            

          


          


          Major Netball competitions


          
            	Australia and New Zealand

              
                	Commonwealth Bank Trophy - Australia (to 2007)


                	National Bank Cup - NZ (to 2007)


                	Tasman Trophy Netball League (from 2008)


                	Fisher and Paykel Series

              

            


            	England

              
                	The Super League

              

            


            	International

              
                	Netball World Championship

              

            

          


          


          Recent World Championships


          New Zealand finally broke an Australian stranglehold on major titles, after a run of near-misses, with a 49-47 win in the 2003 World Championship final in Jamaica. A 3-0 series win over Australia in New Zealand in the winter of 2004 continued the ascendancy, but Australia won the return series at home in November 2004, 2-7. On October 29, 2005, in a one-off Test in Auckland, the Silver Ferns scored their most decisive victory ever against the Australian team, winning 61-36. This result made them clear favourites for the 2006 Commonwealth Games gold medal, which they subsequently won, reinforcing their World Champion status.


          In the 2006 Fisher & Paykel Series in NZ, Australia won the series 2-1, in 3 close fought games.


          


          Famous Netball Players


          
            	Ruth Aitken


            	Chris Barrett


            	Jamie Beer


            	Gemma Bland


            	Joyce Brown


            	Bianca Chatfield


            	Natasha Chokljat


            	Temepara Clark


            	Jessica Cornwell


            	Catherine Cox


            	Rena Dang


            	Karina Davies


            	Vilimaina Davu


            	Sandra Edge


            	Liz Ellis


            	Rita Fatialofa


            	Deborah Field


            	Mo'onia Gerrard


            	Selina Gilsenan


            	Sindisiwe Gumede


            	Kathryn Harby-Williams


            	Emma Hassell


            	Amber Hazleton


            	Kristen Heinrich


            	Cynna Kydd (ne Neele)


            	Jill McIntosh


            	Sharelle McMahon


            	Bernice Mene


            	Lois Muir


            	Tracey Neville


            	Amanda Newton


            	Shelley O'Donnell


            	Shannon Power


            	Susan Pratley


            	Julie Prendergast


            	Luke Richardson


            	Lesley Rumball (ne Nicol) - New Zealand's most capped netball player


            	Anne Sargeant


            	Julie Seymour


            	Waimarama Taumaunu


            	Amy Thurgood


            	Carissa Tombs


            	Paul Tourle


            	Irene van Dyk


            	Laura von Bertouch


            	Natalie von Bertouch


            	Adine Wilson (ne Harper)


            	Vicki Wilson
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                    	Motto:"Je maintiendrai"(French)

                    "Ik zal handhaven"(Dutch)

                    "I shall stand fast"1
                  


                  
                    	Anthem:" Het Wilhelmus"
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                        Location of Netherlands(dark green)

                        on the European continent(light green &dark grey)

                        in the European Union(light green)  [Legend]

                      

                    
                  


                  
                    	Capital

                    (and largest city)

                    	Amsterdam2

                  


                  
                    	Official languages

                    	Dutch3
                  


                  
                    	Ethnic groups

                    	80.9% Dutch

                    19.1% various others
                  


                  
                    	Demonym

                    	Dutch
                  


                  
                    	Government

                    	Parliamentary democracy and Constitutional monarchy
                  


                  
                    	-

                    	Monarch

                    	Queen Beatrix
                  


                  
                    	-

                    	Prime Minister

                    	Jan Peter Balkenende ( CDA)
                  


                  
                    	Independence

                    	through the Eighty Years' War from Philip II of Spain
                  


                  
                    	-

                    	Declared

                    	July 26, 1581
                  


                  
                    	-

                    	Recognised

                    	January 30, 16484
                  


                  
                    	EU accession

                    	March 25, 1957
                  


                  
                    	Area
                  


                  
                    	-

                    	Total

                    	41,526km( 135th)

                    16,033 sqmi
                  


                  
                    	-

                    	Water(%)

                    	18.41
                  


                  
                    	Population
                  


                  
                    	-

                    	2008estimate

                    	16,408,557( 61st)
                  


                  
                    	-

                    	Density

                    	395/km( 25th)

                    1,023/sqmi
                  


                  
                    	GDP( PPP)

                    	2006estimate
                  


                  
                    	-

                    	Total

                    	670,929 Billion( 16th)
                  


                  
                    	-

                    	Per capita

                    	$35,078( 10th)
                  


                  
                    	GDP (nominal)

                    	2005estimate
                  


                  
                    	-

                    	Total

                    	$625.271 billion( 16th)
                  


                  
                    	-

                    	Per capita

                    	$38,618( 10th)
                  


                  
                    	HDI(2005)

                    	▲ 0.953(high)( 9th)
                  


                  
                    	Currency

                    	Euro ( )5 ( EUR)
                  


                  
                    	Time zone

                    	CET ( UTC+1)
                  


                  
                    	-

                    	Summer( DST)

                    	CEST( UTC+2)
                  


                  
                    	Internet TLD

                    	.nl6
                  


                  
                    	Calling code

                    	+31
                  


                  
                    	1

                    	The literal translation of the motto is "I will maintain". Here "maintain" is taken to mean to stand fast or to hold ground.
                  


                  
                    	2

                    	While Amsterdam is the constitutional capital, The Hague is the seat of the government.
                  


                  
                    	3

                    	West Frisian is also an official language in the Netherlands, although only spoken in Friesland; Dutch Low Saxon and Limburgish are officially recognised as regional languages.
                  


                  
                    	4

                    	Peace of Westphalia.
                  


                  
                    	5

                    	Before 2002: Dutch guilder.
                  


                  
                    	6

                    	The .eu domain is also used, as it is shared with other European Union member states.
                  

                

              
            

          


          The Netherlands (Dutch: Nederland, IPA: [ˈne:dərlɑnt]) is the European part of the Kingdom of the Netherlands, which consists of the Netherlands, the Netherlands Antilles and Aruba in the Caribbean. The Netherlands is a parliamentary democratic constitutional monarchy, located in Western Europe. It is bordered by the North Sea to the north and west, Belgium to the south, and Germany to the east.


          The Netherlands is often called Holland. This is formally incorrect as North and South Holland in the western Netherlands are only two of the country's twelve provinces. Still, many Dutch people colloquially refer to their country as Holland in this way, as a synecdoche. For more on this and other naming issues see terminology of the Netherlands.


          The Netherlands is a geographically low-lying and densely populated country. It is popularly known for its traditional windmills, tulips, cheese, clogs (wooden shoes), delftware and gouda pottery, for its bicycles, its dikes and surge barriers, and, on the other hand, traditional values and civil virtues such as its classic social tolerance. An old parliamentary democracy, the country is more recently known for its rather liberal policies toward recreational drugs, prostitution, homosexuality, and euthanasia.


          The Netherlands has an international outlook; among other affiliations the country is a founding member of the European Union (EU), NATO, the OECD, and has signed the Kyoto protocol. Along with Belgium and Luxembourg, the Netherlands is one of three member nations of the Benelux economic union. The country is host to five international(ised) courts: the Permanent Court of Arbitration, the International Court of Justice, the International Criminal Tribunal for the Former Yugoslavia, the International Criminal Court and the Special Tribunal for Lebanon. All of these courts (except the Special Tribunal for Lebanon), as well as the EU's criminal intelligence agency ( Europol), are situated in The Hague, which has led to the city being referred to as "the world's legal capital."


          A remarkable aspect of the Netherlands is its flatness. Hilly landscapes can be found only in the south-eastern tip of the country on the foothills of the Ardennes, the central part and where the glaciers pushed up several hilly ridges such as the Hondsrug in Drenthe, the stuwwallen (push moraines) near Arnhem and Nijmegen, Salland, Twente and the Utrechtse Heuvelrug.


          


          History


          Under Charles V, Holy Roman Emperor, and king of Spain, the region was part of the Seventeen Provinces of the Netherlands, which also included most of present-day Belgium, Luxembourg, and some land of France and Germany. 1568 saw the start of the Eighty Years' War between the provinces and Spain. In 1579, the northern half of the Seventeen Provinces formed the Union of Utrecht, a treaty in which they promised to support each other in their defense against the Spanish army. The Union of Utrecht is seen as the foundation of the modern Netherlands. In 1581 the northern provinces adopted the Act of Abjuration, the declaration of independence in which the provinces officially deposed Philip II. Philip II the son of Charles V, was not prepared to let them go easily and war continued until 1648 when Spain under King Philip IV finally recognised Dutch independence in the Treaty of Mnster.


          


          Dutch Republic 1581-1795
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          Since their independence from Phillip II in 1581 the provinces formed the Republic of the Seven United Netherlands. The republic was a confederation of the provinces Holland, Zeeland, Groningen, Friesland, Utrecht, Overijssel and Gelre. All these provinces were autonomous and had their own government, the "States of the Province". The States-General, the confederal government, were seated in The Hague and consisted of representatives from each of the seven provinces. The very thinly populated region of Drenthe, mainly consisting of poor peatland, was part of the Republic too, although Drenthe was not considered one of the provinces. Drenthe had its own States but the landdrost of Drenthe was appointed by the States-General.


          The Republic occupied a number of so-called Generality Lands (Generaliteitslanden in Dutch). These territories were governed directly by the States-General, so they did not have a government of their own and they did not have representatives in the States-General. Most of these territories were occupied during the Eighty Years' War. They were mainly Roman Catholic and they were used as a buffer zone between the Republic and the Southern Netherlands.


          The Dutch grew to become one of the major seafaring and economic powers of the 17th century during the period of the Republic of the Seven United Netherlands. In the so-called Dutch Golden Age, colonies and trading posts were established all over the globe. (See Dutch colonial empire)


          Many economic historians regard the Netherlands as the first thoroughly capitalist country in the world. In early modern Europe it featured the wealthiest trading city (Amsterdam) and the first full-time stock exchange. The inventiveness of the traders led to insurance and retirement funds as well as such less benign phenomena as the boom-bust cycle, the world's first asset-inflation bubble, the tulip mania of 16361637, and according to Murray Sayle, the world's first bear raider - Isaac le Maire, who forced prices down by dumping stock and then buying it back at a discount. The republic went into a state of general decline in the later 18th century, with economic competition from England and long standing rivalries between the two main factions in Dutch society, the Staatsgezinden (Republicans) and the Prinsgezinden (Royalists or Orangists) as main factors.


          


          Under French influence 1795-1815


          On 19 January 1795, a day after stadtholder William V of Orange fled to England, the Batavian Republic (Bataafse Republiek in Dutch) was proclaimed. The proclamation of the Batavian Republic introduced the concept of the unitary state in the Netherlands. From 1795 to 1806, the Batavian Republic designated the Netherlands as a republic modelled after the French Republic.


          The Kingdom of Holland 1806  1810 (Dutch: Koninkrijk Holland, French: Royaume de Hollande) was set up by Napoleon Bonaparte as a puppet kingdom for his third brother, Louis Napoleon Bonaparte, in order to control the Netherlands more effectively. The name of the leading province, Holland, was now taken for the whole country. The kingdom of Holland covered the area of present day Netherlands, with the exception of Limburg, and parts of Zeeland, which were French territory. In 1807 Prussian East Frisia and Jever were added to the kingdom. In 1809 however, after an English invasion, Holland had to give over all territories south of the river Rhine to France.


          King Louis Napoleon did not meet Napoleon's expectations  he tried to serve Dutch interests instead of his brother's  and the King had to abdicate on 1 July 1810. He was succeeded by his five year old son Napoleon Louis Bonaparte. Napoleon Louis reigned as Louis II for just ten days as Emperor Napoleon Bonaparte ignored his young nephews accession to the throne. The Emperor sent in an army to invade the country and dissolved the Kingdom of Holland. The Netherlands then became part of the French Empire.


          From 1810 to 1813, when Napoleon Bonaparte was defeated in the battle of Leipzig, the Netherlands were part of the French Empire.


          


          Kingdom of the Netherlands


          In 1795 the last stadtholder William V of Orange fled to England. His son returned to the Netherlands in 1813 to become William I of the Netherlands, Sovereign Prince of the Netherlands. On 16 March 1815 the Sovereign Prince became King of the Netherlands.
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              Map of the Netherlands in 1843 after independence of Belgium.
            

          


          In 1815 the Congress of Vienna formed the United Kingdom of the Netherlands, by expanding the Netherlands with Belgium in order to create a strong country on the northern border of France. In addition, William became hereditary Grand Duke of Luxembourg. The Congress of Vienna gave Luxembourg to William personally in exchange for his German possessions, Nassau-Dillenburg, Siegen, Hadamar and Diez.


          Belgium rebelled and gained independence in 1830, while the personal union between Luxembourg and the Netherlands was severed in 1890, when King William III of the Netherlands died with no surviving male heirs. Ascendancy laws prevented his daughter Queen Wilhelmina from becoming the next Grand Duchess. Therefore the throne of Luxembourg passed over from the House of Orange-Nassau to the House of Nassau-Weilburg, another branch of the House of Nassau.


          


          Colonies


          The largest Dutch settlement abroad was the Cape Colony. It was established by Jan van Riebeeck on behalf of the Dutch East India Company at Cape Town (Dutch: Kaapstad) in 1652. The Prince of Orange acquiesced to British occupation and control of the Cape Colony in 1788. The Netherlands also possessed several other colonies, but Dutch settlement in these lands was limited. Most notable were the vast Dutch East Indies (now Indonesia) and Suriname (the latter was traded with the British for New Amsterdam, now known as New York). These 'colonies' were first administered by the Dutch East India Company and the Dutch West India Company, both collective private enterprises. Three centuries later these companies got into financial trouble and the territories in which they operated were taken over by the Dutch government (in 1815 and 1791 respectively). Only then did they become official colonies.


          


          Industrialisation


          During the 19th century, the Netherlands was slow to industrialize compared to neighbouring countries, mainly due to the great complexity involved in the modernizing of the infrastructure consisting largely of waterways and the great reliance its industry had on windpower.


          


          World War I


          Many historians do not recognise the Dutch involvement during World War I. However, recently historians started to change their opinion on the role of the Dutch. Although the Netherlands remained neutral during the war, it was heavily involved in the war. Von Schlieffen had originally planned to invade the Netherlands while advancing into France in the original Schlieffen Plan. This was changed by Helmuth von Moltke the Younger in order to maintain Dutch neutrality. Later during the war Dutch neutrality would prove essential to German survival up till the blockade integrated by the USA and Great Britain in 1916 when the import of goods through the Netherlands was no longer possible. However, the Dutch were able to remain neutral during the war using their diplomacy and their ability to trade.


          


          World War II


          The Netherlands remained neutral in World War I and intended to do so in World War II. However, Nazi Germany invaded the Netherlands in 1940 in the Western European campaign of the Second World War. The country was quickly overrun and the army main force surrendered on May 14 after the bombing of Rotterdam, although a Dutch and French allied force held the province of Zeeland for a short time after the Dutch surrender. The Kingdom as such continued the war from the colonial empire; the government in exile resided in London.


          During the occupation over 100,000 Dutch Jews were rounded up to be transported to Nazi concentration camps in Germany, Poland and Czechoslovakia. By the time these camps were liberated, only 876 Dutch Jews survived. Dutch workers were conscripted for forced labour in German factories, civilians were killed in reprisal for attacks on German soldiers, and the countryside was plundered for food for German soldiers in the Netherlands and for shipment to Germany. Although there are many stories of Dutch people risking their lives by hiding Jews from the Germans, like in the diary of Anne Frank, there were also Dutch people who collaborated with Nazi occupiers in hunting down and arresting hiding Jews, and some joined the Waffen-SS to form the 4th SS Volunteer Panzergrenadier Brigade Netherlands, fighting on the Eastern Front.


          The government-in-exile lost control of its major colonial stronghold, the Netherlands East Indies (Indonesia), to Japanese forces in March 1942. " American-British-Dutch-Australian" (ABDA) forces fought hard in some instances, but were overwhelmed. During the occupation, the Japanese interned Dutch civilians and used both them and Indonesian civilians as forced labour, both in the Netherlands East Indies and in neighbouring countries. This included forcing women to work as " comfort women" (sex slaves) for Japanese personnel. Some military personnel escaped to Australia and other Allied countries from where they carried on the fight against Japan.


          After a first liberation attempt by the Allied 21st Army Group stalled, much of the northern Netherlands was subject to the Dutch famine of 1944, caused by the disrupted transportation system, caused by German destruction of dikes to slow allied advances, and German confiscation of much food and livestock and above that all a very severe winter made the "Hunger Winter" of 1944-1945 one in which malnutrition and starvation were rife among the Dutch population. German forces held out until the surrender of May 5, 1945, in Wageningen at Hotel De Wereld.


          


          After the war


          After the war, the Dutch economy prospered by leaving behind an era of neutrality and gaining closer ties with neighbouring states. The Netherlands became a member of the Benelux (Belgium, the Netherlands and Luxembourg) grouping. Furthermore, the Netherlands was among the twelve founding members of the North Atlantic Treaty Organisation (NATO) and among the six founding members of the European Coal and Steel Community, which would later evolve, via the EEC ( Common Market), into the European Union.


          


          Geography


          


          Floods


          In years past, the Dutch coastline has changed considerably as a result of human intervention and natural disasters. Most notable in terms of land loss is the 1134 storm, which created the archipelago of Zeeland in the south west. The St. Elizabeth flood of 1421 and the mismanagement in its aftermath destroyed a newly reclaimed polder, replacing it with the 72 square kilometres (28 sqmi) Biesbosch tidal floodplains in the south-centre. The most recent parts of Zeeland were flooded during the North Sea Flood of 1953 when 1,836 people were killed, after which the Delta Plan was executed.
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          The disasters were partially increased in severity through human influence. People had drained relatively high lying swampland to use it as farmland. This drainage caused the fertile peat to compress and the ground level to drop, locking the land users in a vicious circle whereby they would lower the water level to compensate for the drop in ground level, causing the underlying peat to compress even more. The problem remains unsolvable to this day. Also, up until the 19th century peat was mined, dried, and used for fuel, further adding to the problem.


          To guard against floods, a series of defences against the water were contrived. In the first millennium AD, villages and farmhouses were built on man-made hills called terps. Later, these terps were connected by dykes. In the 12th century, local government agencies called "waterschappen" (English "water bodies") or "hoogheemraadschappen" ("high home councils") started to appear, whose job it was to maintain the water level and to protect a region from floods. (These agencies exist to this day, performing the same function.) As the ground level dropped, the dykes by necessity grew and merged into an integrated system. By the 13th century, windmills had come into use in order to pump water out of areas below sea level. The windmills were later used to drain lakes, creating the famous polders. In 1932, the Afsluitdijk (English "Closure Dyke") was completed, blocking the former Zuiderzee (Southern Sea) from the North Sea and thus creating the IJsselmeer ( IJssel Lake). It became part of the larger Zuiderzee Works in which four polders totalling 2,500 km2 (965 mi2) were reclaimed from the sea.


          


          Delta works


          After the 1953 disaster, the Delta project, a vast construction effort designed to end the threat from the sea once and for all, was launched in 1958 and largely completed in 2002. The official goal of the Delta project was to reduce the risk of flooding in the province of Zeeland to once per 10,000 years. (For the rest of the country, the protection-level is once per 4,000 years.) This was achieved by raising 3,000 kilometres (1,864 miles) of outer sea-dykes and 10,000 kilometres (6,200 miles) of inner, canal, and river dikes to "delta" height, and by closing off the sea estuaries of the Zeeland province. New risk assessments occasionally show problems requiring additional Delta project dyke reinforcements. The Delta project is one of the largest construction efforts in human history and is considered by the American Society of Civil Engineers as one of the seven wonders of the modern world.


          Additionally, the Netherlands is one of the countries that may suffer most from climatic change. Not only is the rising sea a problem, but also erratic weather patterns may cause the rivers to overflow.


          


          Rivers


          The country is divided into two main parts by three large rivers, the Rhine (Rijn) and its main distributary Waal, as well as the Meuse (Maas). These rivers function as a natural barrier between earlier fiefdoms, and hence created traditionally a cultural divide, as is evident in some phonetic traits that are recognisable north and south of these "Large Rivers" (de Grote Rivieren). In addition to this, there was, until quite recently, a clear religious dominance of Catholics in the south and of Protestants in the north.


          The south-western part of the Netherlands is actually a massive river delta of these rivers and two tributaries of the Scheldt (Westerschelde and Oosterschelde). Only one significant branch of the Rhine flows northeastwards, the IJssel river, discharging into the IJsselmeer, the former Zuiderzee ('southern sea'). This river also happens to form a linguistic divide. People to the east of this river speak Low Saxon dialects (except for the province of Friesland that has its own language).


          


          Climate


          The predominant wind direction in the Netherlands is south-west, which causes a moderate maritime climate, with cool summers and mild winters.


          Mean measurements by the KNMI weather station in De Bilt between 1971 and 2000:


          
            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Avg. highest temp. (C)

              	5.2

              	6.1

              	9.6

              	12.9

              	17.6

              	19.8

              	22.1

              	22.3

              	18.7

              	14.2

              	9.1

              	6.4

              	13.7
            


            
              	Avg. lowest temp. (C)

              	0.0

              	-0.1

              	2.0

              	3.5

              	7.5

              	10.2

              	12.5

              	12.0

              	9.6

              	6.5

              	3.2

              	1.3

              	5.7
            


            
              	Avg. temp. (C)

              	2.8

              	3.0

              	5.8

              	8.3

              	12.7

              	15.2

              	17.4

              	17.2

              	14.2

              	10.3

              	6.2

              	4.0

              	9.8
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              Panoramic view of windmills at Kinderdijk.
            

          


          
            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Avg. precipitation (mm)

              	67

              	48

              	65

              	45

              	62

              	72

              	70

              	58

              	72

              	77

              	81

              	77

              	793
            


            
              	Avg. hours sunshine

              	52

              	79

              	114

              	158

              	204

              	187

              	196

              	192

              	133

              	106

              	60

              	44

              	1524
            

          


          


          Nature


          The Netherlands has 20 national parks and hundreds of other nature reserves. Most are owned by Staatsbosbeheer and Natuurmonumenten and include lakes, heathland, woods, dunes and other habitats.


          Phytogeographically, the Netherlands are shared between the Atlantic European and Central European provinces of the Circumboreal Region within the Boreal Kingdom. According to the WWF, the territory of the Netherlands belongs to the ecoregion of Atlantic mixed forests. In 1871 the last old original natural woods (Beekbergerwoud) were cut down and most woods today are planted monocultures of trees like Scots Pine and trees that are not native to the Netherlands. These woods were planted on anthropogenic heaths and sand-drifts (overgrazed heaths) ( Veluwe).


          


          Government and administration


          


          Government
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              Thorbecke reformed the Dutch government to a parliamentary monarchy.
            

          


          The Netherlands has been a constitutional monarchy since 1815 and a parliamentary democracy since 1848; before that it had been a republic from 1581 to 1806, a kingdom between 1806 and 1810, and a part of France between 1810 and 1813. The Netherlands is described as a consociational state. Dutch politics and governance are characterised by an effort to achieve broad consensus on important issues, within both the political community and society as a whole. In 2007, The Economist ranked The Netherlands as the third most democratic country in the world.


          The head of state is the monarch, at present Queen Beatrix. Constitutionally the monarch still has considerable powers, but in practice it has become a ceremonial function. The monarch can exert most influence during the formation of a new cabinet, where he/she serves as neutral arbiter between the political parties.


          In practice the executive power is formed by de ministerraad ( Dutch cabinet). Because of the multi-party system no single party has ever held a majority in parliament since the 19th century, therefore coalition cabinets have to be formed. The cabinet consists usually of around thirteen to sixteen ministers of which between one and three ministers without portfolio, and a varying number of state secretaries. The head of government is the Prime Minister of the Netherlands, who is often, but not always, the leader of the largest party in the coalition. In practice the Prime Minister has been the leader of the largest coalition party since 1973. He is a primus inter pares, meaning he has no explicit powers that go beyond those of the other ministers.


          The cabinet is responsible to the bicameral parliament, the States-General which also has legislative powers. The 150 members of the Second Chamber, the Lower House, are elected in direct elections, which are held every four years or after the fall of the cabinet (by example: when one of the chambers carries a motion of no-confidence, the cabinet offers her resignation to the monarch). The provincial assemblies are directly elected every four years as well. The members of the provincial assemblies elect the 75 members of the First Chamber, the upper house, which has less legislative powers, as it can merely reject laws, not propose or amend them.


          Both trade unions and employers organisations are consulted beforehand in policymaking in the financial, economic and social areas. They meet regularly with government in the Social-Economic Council. This body advises government and its advice cannot be put aside easily.


          While historically the Dutch foreign policy was characterised by neutrality, since the Second World War the Netherlands became a member of a large number of international organisations, most prominently the UN, NATO and the EU. The Dutch economy is very open and relies on international trade.


          The Netherlands has a long tradition of social tolerance. In the 18th century, while the Dutch Reformed Church was the state religion, Catholicism and Judaism were tolerated. In the late 19th century this Dutch tradition of religious tolerance transformed into a system of pillarisation, in which religious groups coexisted separately and only interacted at the level of government. This tradition of tolerance is linked to the Dutch policies on recreational drugs, prostitution, LGBT rights, euthanasia, and abortion which are among the most liberal in the world.
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              The Binnenhof is the centre of Dutch politics.
            

          


          Since suffrage became universal in 1919 the Dutch political system has been dominated by three families of political parties: the strongest family were the Christian democrats currently represented by the Christian Democratic Appeal (CDA), second were the social democrats, of which the Labour Party (PvdA) is currently the largest party and third were the liberals of which the People's Party for Freedom and Democracy (VVD) is the main representative. These cooperated in coalition cabinets in which the Christian democrats had always been partner: so either a centre left coalition of the Christian democrats and social democrats or a centre right coalition of Christian democrats and liberals. In the 1970s the party system became more volatile: the Christian democratic parties lost seats, while new parties, like the radical democrat and progressive liberal D66, became successful.


          In the 1994 election the CDA lost its dominant position. A " purple" cabinet was formed by the VVD, D66 and PvdA. In 2002 elections this cabinet lost its majority, due to the rise of LPF, a new political party around the flamboyant populist Pim Fortuyn, who was shot to death a week before the elections took place. The elections also saw increased support for the CDA. A short lived cabinet was formed by CDA, VVD and LPF, led by the leader of the Christian democrats, Jan Peter Balkenende. After the 2003 elections in which the LPF lost almost all its seats, a cabinet was formed by the CDA, the VVD and D66. The cabinet initiated an ambitious program of reforming the welfare state, the health care system and immigration policies.


          In June 2006 the cabinet fell, as D66 voted in favour of a motion of no confidence against minister of immigration and integration Rita Verdonk in the aftermath of the upheaval about the asylum procedure of Ayaan Hirsi Ali instigated by the Dutch immigration minister Verdonk. A care taker cabinet was formed by CDA and VVD, and the general elections were held on 22 November 2006. In these elections the Christian Democratic Appeal remained the largest party and the Socialist Party made the largest gains. The formation of a new cabinet started two days after the elections. Initial investigations toward a CDA-SP-PvdA coalition failed, after which a coalition of CDA, PvdA and ChristianUnion was formed.
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              Dutch Tweede Kamer seats as of 2006

              
                
                  	 PvdD (2) D66 (3) GL (7) SP (25) PvdA (33)

                  	 CU (6) CDA (41) VVD (22) SGP (2) PVV (9)
                

              

            

          


          Summary of the 22 November 2006 Netherlands Second Chamber election results:


          


          Administrative divisions


          The Netherlands is divided into twelve administrative regions, called provinces, each under a Governor, who is called Commissaris van de Koningin (Commissioner of the Queen), except for the province Limburg where the commissioner is called Governor ( Governor). All provinces are divided into municipalities (gemeenten), 458 in total ( 1 January 2006). The country is also subdivided in water districts, governed by a water board (waterschap or hoogheemraadschap), each having authority in matters concerning water management. As of 1 January 2005 there are 27. The creation of water boards actually pre-dates that of the nation itself, the first appearing in 1196. In fact, the Dutch water boards are one of the oldest democratic entities in the world still in existence.
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                    	Flag

                    	Province

                    	Capital

                    	Largest city

                    	Area (km)

                    	Population

                    	Density (per km)
                  


                  
                    	[image: ]

                    	Drenthe

                    	Assen

                    	Assen

                    	2,641

                    	486,197

                    	184
                  


                  
                    	[image: ]

                    	Flevoland

                    	Lelystad

                    	Almere

                    	1,417

                    	374,424

                    	264
                  


                  
                    	[image: ]

                    	Friesland (Frysln)

                    	Leeuwarden

                    	Leeuwarden

                    	3,341

                    	642,209

                    	192
                  


                  
                    	[image: ]

                    	Gelderland

                    	Arnhem

                    	Nijmegen

                    	4,971

                    	1,979,059

                    	398
                  


                  
                    	[image: ]

                    	Groningen

                    	Groningen

                    	Groningen

                    	2,333

                    	573,614

                    	246
                  


                  
                    	[image: ]

                    	Limburg

                    	Maastricht

                    	Maastricht

                    	2,150

                    	1,127,805

                    	525
                  


                  
                    	[image: ]

                    	North (Noord) Brabant

                    	Den Bosch

                    	Eindhoven

                    	4,916

                    	2,419,042

                    	492
                  


                  
                    	[image: ]

                    	North (Noord) Holland

                    	Haarlem

                    	Amsterdam

                    	2,671

                    	2,613,070

                    	978
                  


                  
                    	[image: ]

                    	Overijssel

                    	Zwolle

                    	Enschede

                    	3,325

                    	1,116,374

                    	336
                  


                  
                    	[image: ]

                    	Utrecht

                    	Utrecht

                    	Utrecht

                    	1,385

                    	1,190,604

                    	860
                  


                  
                    	[image: ]

                    	Zealand (Zeeland)

                    	Middelburg

                    	Middelburg

                    	1,787

                    	380,497

                    	213
                  


                  
                    	[image: ]

                    	South (Zuid) Holland

                    	The Hague (Den Haag)

                    	Rotterdam

                    	2,814

                    	3,455,097

                    	1228
                  

                

              
            

          


          


          Demographics and urbanisation


          


          Demographics
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The Netherlands is the 25th most densely populated country in the world, with 395 inhabitants per square kilometre (1,023sqmi)or 484 people per square kilometre (1,254/sqmi) if only the land area is counted, since 18.4% is water.
            

          


          Fertility rate


          The fertility rate in the Netherlands is 1.72 children per woman, well below the 2.1 rate required for population replacement.


          Life expectancy


          Life expectancy is high in the Netherlands: 82 years for newborn girls and 77 for boys (2007).


          Body length The people of the Netherlands are amongst the tallest in the world, with an average height of about 1.85m (6ft 0.8in) for adult males and 1.68m (5ft 6in) for adult females. People in the south are on average about 2cm shorter than those in the north.


          Ethnic origins


          The ethnic origins of the citizens of the Netherlands are diverse. A majority of the population, however, still remains indigenous Dutch, although from a historic point of view, the latter notion is also to be relativised strongly. They were:


          
            	80.9% Dutch


            	2.4% Indonesian ( Indo-Dutch, South Moluccan)


            	2.4% German


            	2.2% Turkish


            	2.0% Surinamese


            	1.9% Moroccan


            	0.8% Antillean and Aruban


            	6.0% other

          


          However, this does not include the whole Kingdom of the Netherlands (such as the Netherlands Antilles and Aruba, which have a non-Dutch majority community), and only includes the population in the Netherlands itself.


          


          Urbanisation


          The Netherlands is a very densely populated country, although the cities are modest in size compared to international standards. It is not the size of the biggest cities, but the very high number of middle sized cities and towns, that accounts for the high degree of urbanisation. The capital and largest city is Amsterdam, although the government is located in The Hague. While the word capital is usually defined as the city of the government seat, no Dutchman would ever call The Hague the capital of The Netherlands.
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              Schematic map of the Randstad.
            

          


          


          The Randstad


          The Randstad (Edge City) is a conurbation in the western part of the Netherlands. It consists of the four largest Dutch cities (Amsterdam, Rotterdam, The Hague and Utrecht), plus their surrounding areas. With its 7.5 million inhabitants (almost half of the population of the Netherlands; when other conurbations connected to this area are also taken into consideration, it would have a population a little over 10 million, almost two-thirds of the entire Dutch population) it is one of the largest conurbations in Europe. There is discussion to what extent the Randstad may form a single more integrated metropolis in the future. At this moment, urban structures between these cities are not yet developed to such a level that the Randstad could be considered a kind of distributed super-agglomeration.


          Conurbation is not restricted to the Randstad alone, although the centre of gravity lies there. Quite typically, in the Netherlands there are many medium sized cities, but no truly large ones. Its largest city, Amsterdam with about 750,000 inhabitants in its own municipality, belongs to one of the smaller European capitals.


          


          The 10 largest cities
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              Urbanisation in the Netherlands.
            

          


          List of the largest cities, by population, within the borders of one municipality with their provinces in 2006: Sources are CBS based


          
            	Amsterdam (North Holland) 744,740


            	Rotterdam (South Holland) 581,615


            	The Hague ('s-Gravenhage / Den Haag) (South Holland) 474,245


            	Utrecht (Utrecht) 294,742


            	Eindhoven (North Brabant) 209,601


            	Tilburg (North Brabant) 200,975


            	Almere (Flevoland) 183,738


            	Groningen (Groningen) 180,824


            	Breda (North Brabant) 170,451


            	Nijmegen (Gelderland) 160,732

          


          However, this picture has to be completed. Municipality sizes alone do not reflect the degree of urbanisation in the Netherlands comprehensively. Many of the larger Dutch cities are the cores of a significantly larger urban agglomeration. The largest ones are listed below:


          



          


          Language, religion, and culture


          


          Language


          The official language is Dutch, which is spoken by a majority of the inhabitants, the exception being some groups of immigrants.


          Another official language is West Frisian, which is spoken in the northern province of Friesland, called Frysln in that language. West Frisian is co-official only in the province of Friesland, although with a few restrictions. Several dialects of Low Saxon (Nedersaksisch in Dutch) are spoken in much of the north and east, like the Twentse language in the Twente region, and are recognised by the Netherlands as regional languages according to the European Charter for Regional or Minority Languages, as well as the Meuse-Rhenish Franconian varieties in the southeastern province of Limburg, here called Limburgish language.
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          There is a tradition of learning foreign languages in the Netherlands: about 70% of the total population have good knowledge of English, 55 59% of German and 19% of French. Some Dutch secondary schools also teach Latin and Ancient Greek.


          


          Religion


          The Netherlands is one of the more secular countries in the Western Europe, with only 39% being religiously affiliated (31% for those aged under 35), although 62% are believers (but 40% of those not in the traditional sense). Fewer than 20% visit church regularly .


          According to the most recent Eurobarometer Poll 2005, 34% of Dutch citizens responded that "they believe there is a god", whereas 37% answered that "they believe there is some sort of spirit or life force" and 27% that "they do not believe there is any sort of spirit, god, or life force".


          In 1950, before the secularisation of Europe, and the large settlement of non-Europeans in the Netherlands, most Dutch citizens identified themselves as Christians. In 1950, out of a total population of almost 13 million, a total of 7,261,000 belonged to Protestant denominations, 3,703,000 belonged to the Roman Catholic Church, and 1,641,000 had no acknowledged religion.


          However, Christian schools are still funded by the government, but the same applies for schools founded on other religions, nowadays Islam in particular. While all schools must meet strict quality criteria, from 1917 the freedom of schools is a basic principle in the Netherlands.


          Three political parties in the Dutch parliament (CDA, ChristianUnion and SGP) base their policy on the Christian belief system.


          


          Culture
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          The Netherlands has had many well-known painters. The 17th century, when the Dutch republic was prosperous, was the age of the "Dutch Masters", such as Rembrandt van Rijn, Johannes Vermeer, Jan Steen, Jacob van Ruysdael and many others. Famous Dutch painters of the 19th and 20th century were Vincent van Gogh and Piet Mondriaan. M. C. Escher is a well-known graphics artist. Willem de Kooning was born and trained in Rotterdam, although he is considered to have reached acclaim as an American artist. Han van Meegeren was an infamous Dutch art forger.


          The Netherlands is the country of philosophers Erasmus of Rotterdam and Spinoza. All of Descartes' major work was done in the Netherlands. The Dutch scientist Christiaan Huygens (16291695) discovered Saturn's moon Titan and invented the pendulum clock. Antonie van Leeuwenhoek was the first to observe and describe single-celled organisms with a microscope.


          In the Dutch Golden Age, literature flourished as well, with Joost van den Vondel and P.C. Hooft as the two most famous writers. In the 19th century, Multatuli wrote about the bad treatment of the natives in Dutch colonies. Important 20th century authors include Harry Mulisch, Jan Wolkers, Simon Vestdijk, Cees Nooteboom, Gerard (van het) Reve and Willem Frederik Hermans. Anne Frank's Diary of a Young Girl was published after she died in The Holocaust and translated from Dutch to all major languages.


          Replicas of Dutch buildings can be found in Huis ten Bosch, Nagasaki, Japan. A similar Holland Village is being built in Shenyang, China.


          Windmills, tulips, wooden shoes, cheese and Delftware pottery are among the items associated with the Netherlands.


          


          Military
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              Royal Dutch Air Force F-16.
            

          


          Conscription in the Netherlands was suspended in 1996. All military specialities, except the Submarine service and Marine Corps(Korps Mariniers), are open to women. The Dutch Ministry of Defence employs almost over 70,000 personnel, including over 20,000 civilian and over 50,000 military personnel. The military is composed of four branches, all of which carry the prefix Koninklijke (Royal):


          
            	Koninklijke Landmacht (KL), the Royal Netherlands Army


            	Koninklijke Marine (KM), the Royal Netherlands Navy, including the Naval Air Service and Marine Corps


            	Koninklijke Luchtmacht (KLu), the Royal Netherlands Air Force


            	Koninklijke Marechaussee (KMar), the Royal Military Police, tasks include military police and border control

          


          


          Economy


          


          Economy
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          The Netherlands has a prosperous and open economy in which the government has reduced its role since the 1980s. Industrial activity is predominantly in food-processing (for example Unilever and Heineken International), chemicals (for example DSM), petroleum refining (for example Royal Dutch Shell), and electrical machinery (for example Philips). In the north of the Netherlands, near Slochteren, one of the largest natural gas fields in the world is situated. So far (2006) exploitation of this field resulted in a total revenue of 159 billion since the mid 1970s. N.V. Nederlandse Gasunie still is the largest public-private partnership P3 world-wide following the global energy-transition of 1963 from coal to gas, coupling oil and gas prices. With just over half of the reserves used up and an expected continued rise in oil prices, the revenues over the next few decades are expected to be at least that much.


          The Netherlands has the 16th largest economy in the world, and ranks 10th in GDP (nominal) per capita. Between 1998 and 2000 annual economic growth (GDP) averaged nearly 4%, well above the European average. Growth slowed considerably in 2001-05 due to the global economic slowdown, but accelerated to 4.1% in the third quarter of 2007. Inflation is 1.3% and is expected to stay low at around 1.5% in the coming years. Unemployment is at 4.0% of the labour force. By Eurostat standards however, unemployment in the Netherlands is at only 2.9% - the lowest rate of all European Union member states. The Netherlands also has a relatively low GINI coefficient of 0.326. Despite ranking only 10th in GDP per capita, UNICEF ranked the Netherlands 1st in child well-being.


          


          Agriculture and horticulture
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          A highly mechanised agricultural sector employs no more than 4% of the labour force but provides large surpluses for the food-processing industry and for exports. The Dutch rank third worldwide in value of agricultural exports, behind the United States and France, with exports earning $55 billion annually. A significant portion of Dutch agricultural exports are derived from fresh-cut plants, flowers, and bulbs, with the Netherlands exporting two-thirds of the world's total. The Netherlands also exports a quarter of all world tomatoes, and one-third of the world's exports of peppers and cucumbers. The Netherlands' location gives it prime access to markets in the UK and Germany, with the port of Rotterdam being the largest port in Europe. Other important parts of the economy are international trade (Dutch colonialism started with cooperative private enterprises such as the VOC), banking and transport. The Netherlands successfully addressed the issue of public finances and stagnating job growth long before its European partners.


          


          Currency


          As a founding member of the Euro, the Netherlands replaced (for accounting purposes) its former currency, the "Gulden" ( Guilder), on January 1, 1999, along with the other adopters of the single European currency. Actual Euro coins and banknotes followed on January 1, 2002. One Euro is equivalent to 2.20371 Dutch guilders.
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                Nederlandse Antillen

                Antia Ulandes

                Antia Hulandes

                
                  Netherlands Antilles
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:Libertate unanimus

              (Latin: "Unified by freedom")
            


            
              	Anthem: Anthem Without a Title
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              	Capital

              (and largest city)

              	Willemstad

            


            
              	Official languages

              	Dutch, English, Papiamento
            


            
              	Government
            


            
              	-

              	Monarch

              	Queen Beatrix
            


            
              	-

              	Governor

              	Frits Goedgedrag
            


            
              	-

              	Prime Minister

              	Emily de Jongh-Elhage
            


            
              	constitutional monarchy

              	part of the Kingdom of the Netherlands
            


            
              	Area
            


            
              	-

              	Total

              	800km( 184th)

              309 sqmi
            


            
              	-

              	Water(%)

              	Negligible
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	183,000( 185th)
            


            
              	-

              	Density

              	229/km( 51st)

              593/sqmi
            


            
              	GDP( PPP)

              	2003estimate
            


            
              	-

              	Total

              	$ 2.45 billion( 180th)
            


            
              	-

              	Per capita

              	$ 11,400 (2003 est.)( 79th)
            


            
              	HDI(2003)

              	n/a(unranked)( n/a)
            


            
              	Currency

              	Netherlands Antillean guilder ( ANG)
            


            
              	Time zone

              	( UTC-4)
            


            
              	Internet TLD

              	.an
            


            
              	Calling code

              	+599
            

          


          The Netherlands Antilles (Dutch: Nederlandse Antillen), previously known as the Netherlands West Indies or Dutch Antilles/West Indies, is part of the Lesser Antilles and consists of two groups of islands in the Caribbean Sea: Curaao and Bonaire, just off the Venezuelan coast, and Sint Eustatius, Saba and Sint Maarten, located southeast of the Virgin Islands. The islands form an autonomous part of the Kingdom of the Netherlands. The islands' economy depends mostly upon tourism, international financial services, international commerce and shipping and petroleum.


          The Netherlands Antilles was scheduled to be dissolved as a unified political entity on 15 December 2008, so that the five constituent islands will attain new constitutional statuses within the Kingdom of the Netherlands. This dissolution is still planned, but has been postponed to an indefinite future date.


          


          History


          Both the leeward ( Alonso de Ojeda, 1499) and windward (Christopher Columbus, 1493) island groups were discovered and initially settled by Spain. In the 17th century, the islands were conquered by the Dutch West India Company and were used as military outposts and trade bases, most prominent the slave trade. Slavery was abolished in1863.


          In 1954, the status of the islands was up-graded from a colonial territory to a part of the Kingdom of the Netherlands as a separate country within the kingdom. The island of Aruba was part of the Netherlands Antilles until 1986, when it was granted status aparte, becoming yet another part of the Kingdom of the Netherlands as a separate country within the kingdom.


          Between June 2000 and April 2005, each island of the Netherlands Antilles had a referendum on its future status. The four options that could be voted on were:


          
            	closer ties with the Netherlands


            	remaining within the Netherlands Antilles


            	autonomy as a country within the Kingdom of the Netherlands (status aparte)


            	independence

          


          Of the five islands, Sint Maarten and Curaao voted for status aparte, Saba and Bonaire voted for closer ties to the Netherlands, and Sint Eustatius voted to stay within the Netherlands Antilles.


          The full results were:


          
            
              	Island

              	Date of referendum

              	Vote for closer ties with the Netherlands

              	Vote for remaining within the Netherlands Antilles

              	Vote for status aparte

              	Vote for independence

              	Reference
            


            
              	Sint Maarten

              	June 22, 2000

              	11.6%

              	3.7%

              	69.9%

              	14.2%

              	
            


            
              	Bonaire

              	September 10, 2004

              	59.0%

              	15.9%

              	24.1%

              	<1%

              	
            


            
              	Saba

              	November 5, 2004

              	86.05%

              	13.18%

              	-

              	<1%

              	
            


            
              	Curaao

              	April 8, 2005

              	23%

              	-

              	68%

              	5%

              	
            


            
              	Sint Eustatius

              	April 8, 2005

              	20%

              	76%

              	-

              	1%

              	
            

          


          On November 26, 2005 a Round Table Conference (RTC) was held between the governments of the Netherlands, Aruba, the Netherlands Antilles, and each island in the Netherlands Antilles. The final statement to emerge from the RTC stated that autonomy for Curaao and Sint Maarten, plus a new status for Bonaire, Saba, and Sint Eustatius would come into effect by July 1, 2007. On October 12, 2006, the Netherlands reached an agreement with Saba, Bonaire, and Sint Eustatius; this agreement would make these islands special municipalities. On November 3, 2006, Curaao and Sint Maarten were granted autonomy in an agreement, but this agreement was rejected by the then island council of Curaao on November 28. The Curaao government was not sufficiently convinced that the agreement would provide enough autonomy for Curaao. On July 9, 2007 the new island council of Curaao approved the agreement previously rejected in November 2006.


          


          Constitution


          The head of state is the ruling monarch of the Netherlands, who is represented in the Netherlands Antilles by a governor. A council of ministers, chaired by a prime minister, forms the local government. Together with the governor, who holds responsibility for external affairs and defense, it forms the executive branch of the government.


          The legislative branch is two-layered. Delegates of the islands are represented in the government of the Netherlands Antilles, but each island has its own government that takes care of the daily affairs on the island.


          The Netherlands Antilles are not part of the European Union. Since 2006 the Islands have given rise to diplomatic disputes between Venezuela and the Netherlands. Venezuelan President Hugo Chvez claims that the Netherlands may allow the United States to install military bases that would be necessary for a planned U.S. invasion of Venezuela. On May 23, 2006 an international military manoeuver known as Joint Caribbean Lion 2006, including forces of the U.S. Navy, began.


          


          Future status
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          The Netherlands Antilles was to be disbanded on December 15, 2008.This dissolution is still planned, but has been postponed to an indefinite future date. The idea of the Netherlands Antilles as a state never enjoyed full support of all islands and political relations between islands were often strained. After a long struggle, Aruba seceded from the Netherlands Antilles in 1986, and formed its own state within the Kingdom of the Netherlands. The desire for secession has also been strong in Sint Maarten.


          In 2004 a commission of the governments of the Netherlands Antilles and the Netherlands reported on a future status for the Netherlands Antilles. The commission advised a revision of the Statute of the Kingdom of the Netherlands in order to dissolve the Netherlands Antilles.


          Two new associated states within the Kingdom of the Netherlands would be formed, Curaao and Sint Maarten. Meanwhile, Bonaire, Saba and Sint Eustatius would become a direct part of the Netherlands as special municipalities (bijzondere gemeente), a form of "public body" (openbaar lichaam) as outlined in article 134 of the Dutch Constitution. These municipalities will resemble ordinary Dutch municipalities in most ways (they will have a mayor, aldermen and a municipal council, for example) and will have to introduce most Dutch law. Residents of these three islands will also be able to vote in Dutch national and European elections. There are, however, some derogations for these islands. Social security, for example, will not be on the same level as it is in the Netherlands, and it is not certain whether the islands will be obliged to introduce the euro; they may retain the Antillean guilder pending further negotiations. All five of the island territories may also continue to access the Common Court of Justice of Aruba and the Netherlands Antilles (with the Joint Court probably receiving a new name). The three islands will also have to involve the Dutch Minister of Foreign Relations before they can make agreements with countries in the region.


          Originally the term used for Bonaire, Saba and St. Eustatius to describe their expected association with the Netherlands was "Kingdom Islands" (Koninkrijkseilanden). The Dutch province of North Holland has offered the three new municipalities the opportunity to become part of the province.


          Additionally, the Kingdom government would consist of the government of the Netherlands and one mandated minister per Caribbean country. The special municipalities would be represented in the Kingdom Government by the Netherlands, as they can vote for the Dutch parliament.


          The Netherlands has proposed that the new EU constitution allow the Netherlands Antilles and Aruba to opt for the status of Outermost Region (OMR) also called Ultra Peripheral Region (UPR), if they wish.


          


          Islands


          The Netherland Antilles have no major administrative divisions, although each island has its own local government.


          The two island groups of which the Netherlands Antilles consists are:


          
            	the "Leeward Islands" (Benedenwindse Eilanden), part of the Leeward Antilles island chain off the Venezuelan coast (along with Aruba) ( ABC islands).

              
                	Bonaire, including an islet called Klein Bonaire ("Little Bonaire")


                	Curaao, including an islet called Klein Curaao ("Little Curaao")

              

            


            	the "Windward Islands" (Bovenwindse Eilanden) east of Puerto Rico and the Virgin Islands ( SSS islands). These are part of what are in English called the Leeward Islands, but in e.g. French, Spanish, Dutch and the English spoken locally these are considered part of the Windward Islands.

              
                	Saba


                	Sint Eustatius


                	Sint Maarten, the southern half of the island Saint Martin (the northern half, Saint-Martin, is an overseas collectivity of France).

              

            

          


          


          Geography
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              Map of the Netherlands Antilles
            

          


          The windward islands are all of volcanic origin and hilly, leaving little ground suitable for agriculture. The leeward islands have a mixed volcanic and coral origin. The highest point is Mount Scenery, 862 metres (2,828ft), on Saba (also the highest point in all the Kingdom of the Netherlands).


          The Netherlands Antilles have a tropical climate, with warm weather all year round. The windward Islands are subject to hurricanes in the summer months.


          


          Economy


          Tourism, petroleum transshipment and oil refinement (on Curaao), as well as offshore finance are the mainstays of this small economy, which is closely tied to the outside world. The islands enjoy a high per capita income and a well-developed infrastructure as compared with other countries in the region. Almost all consumer and capital goods are imported, with Venezuela, the United States, and Mexico being the major suppliers, as well as the Dutch government which supports the islands with substantial development aid. Poor soils and inadequate water supplies hamper the development of agriculture. The Antillean guilder has a fixed exchange rate with the United States dollar of 1.79:1.


          


          Demographics


          A large part of the Netherlands Antilleans descends from European colonists and African slaves that were brought and traded here from the 17th to 19th century. The rest of the population originates from other Caribbean islands, Latin America, East Asia and elsewhere in the world.


          Papiamentu is predominant on Curaao and Bonaire (as well as the neighboring island of Aruba). This creole descends from Portuguese and West African languages with a strong admixture of Dutch, plus subsequent lexical contributions from Spanish and English.


          After a decades-long debate, English and Papiamentu have been made official languages alongside Dutch in early March 2007. Legislation is produced in Dutch but parliamentary debate is in Papiamentu or English, depending on the island. Due to the islands' closeness to South America, Spanish is becoming increasingly known and used throughout the archipelago.


          The majority of the population are followers of the Christian faith, mostly Roman Catholic. Curaao also hosts a sizeable group of followers of the Jewish faith, descendants of a Portuguese group of Sephardic Jews that arrived from Amsterdam and Brazil in 1654.


          Most Netherlands Antilleans are Dutch citizens and this status permits and encourages the young and university-educated to emigrate to the Netherlands. This exodus is considered to be to the islands' detriment as it creates a brain drain. On the other hand, immigrants from the Dominican Republic, Haiti, the Anglophone Caribbean and Colombia have increased their presence in recent years.


          


          Culture


          The origins of the population and location of the islands give the Netherlands Antilles a mixed culture.


          Tourism and overwhelming media presence from the United States has increased the regional United States influence. On all the islands, the holiday of Carnival is, like in many Caribbean and Latin American countries, an important one. Festivities include "jump-up" parades with beautifully colored costumes, floats, and live bands as well as beauty contests and other competitions. Carnival on the islands also includes a middle-of-the-night j'ouvert (juv) parade that ends at sunrise with the burning of a straw King Momo, cleansing the island of sins and bad luck. On Statia he is called Prince Stupid.


          
            Retrieved from " http://en.wikipedia.org/wiki/Netherlands_Antilles"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Network Rail


        
          

          
            
              	Network Rail
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              	Type

              	Company limited by guarantee
            


            
              	Founded

              	2002
            


            
              	Headquarters

              	London
            


            
              	Keypeople

              	Sir Ian McAllister, Chairman

              Iain Coucher Chief Executive

              Peter Henderson  Group Infrastructure Director

              Ron Henderson - Group Finance Director
            


            
              	Industry

              	Railway infrastructure provision
            


            
              	Revenue

              	5.8 Billion ( 2007)
            


            
              	Employees

              	32,000
            


            
              	Website

              	www.networkrail.co.uk
            

          


          Network Rail is a British "not for dividend" company limited by guarantee whose principal asset is Network Rail Infrastructure Limited, a company limited by shares. Network Rail owns and operates the fixed infrastructure assets of the British railway system.


          


          Responsibilities


          Network Rail owns the infrastructure, including the railway tracks, signals, tunnels, bridges, level crossings and most stations, but not the passenger or commercial freight rolling stock. Network Rail took over ownership by buying Railtrack plc, which was in "railway administration", from Railtrack Group plc for 500 million. The purchase was completed on 3 October 2002.


          The company's headquarters is at 40 Melton Street, Euston, London. The current Chairman is Sir Ian McAllister, also Chairman of the Carbon Trust and formerly Managing Director of Ford Motor Company Limited. Its chief executive is Iain Coucher. Its executive board is small.


          Following an initial period in which Network Rail established itself and demonstrated its competence in addressing the principal challenges of improving asset condition, reducing unit costs and tackling delay, the Governments Rail Review in 2004 White Paper said that Network Rail should be given responsibility for whole-industry performance reporting, timetable development, specification of small and medium network enhancements, and the delivery of route-specific utilisation strategies (RUS). Some of these are functions which Network Rail already had; others - such as the obligation to devise route utilisation strategies - were transferred to Network Rail from the Strategic Rail Authority, a non-departmental public body, part of the UK government. (The SRA was subsequently abolished.)


          Network Rail also secured a 15-year lease on Square One in Manchester, moving and recruiting 800 staff to one of Manchester's largest refurbished office spaces.


          


          Private sector status, governance structure and accountability


          There has been considerable controversy over whether Network Rail is a public-sector or a private-sector entity. Although officially a private sector organisation, the fact that its debts are underwritten by the government, and it is funded by the government, has led to it being described as being "nationalisation in all but name". It is claimed that the government is keen for Network Rail not to be classified as a public sector organisation, as this would mean that the company's enormous debts (over 20 billion) would be counted as public expenditure liabilities.


          The company is accountable to a body of Members through its corporate constitution, to its commercial train operator customers through its contracts with them (the contracts are subject to regulatory oversight), and to the public interest through the statutory powers of the Office of Rail Regulation.


          Since Network Rail does not have shareholders, its members hold the Board of Directors to account for their management of the business. Members are appointed by an independent panel and serve a three-year term. They have a number of statutory rights and duties which include attending annual general meetings, receiving the Annual Report and Accounts, and approving the appointment or re-appointment of Network Rails directors. Members have a duty to act in the best interests of the company without personal bias. They receive no payments other than travel expenses.


          Members have clearly defined and limited powers; they do not run the company. Setting the strategic direction and the day-to-day management of Network Rail is the responsibility of the companys Board of Directors. That direction must be consistent with the regulatory jurisdiction of the Office of Rail Regulation, and with the requirements of its contracts. The Office of Rail Regulation in turn operates within the overall transport policy set by the UK Department for Transport, including as to what the Government wants the railway industry to achieve and how much money the Government is prepared to put into the industry. This means that the degree of Government influence and control over the company is higher than it was before these enlargements of the powers and role of the Government were introduced by the Railways Act 2005.


          At any one time there are around 100 members in total, drawn from a wide range of industry partners and members of the public. There are two general categories of membership, industry members comprising any organisation holding a licence to operate on the railway or preferred bidder for a railway franchise, and public members who are drawn from the wider stakeholder community.


          The UK Office for National Statistics insists that it is correct to have classified Network Rail as in the private sector. Nethertheless some mistakes in referencing the company as a public sector entity are occasionally made; in October 2002 in the House of Lords government minister Lord McIntosh of Haringey, in answering a question, said: The Question is about the West Coast main line, and it is true that the cost has escalated from a little over 2 billion to 10 billion. That shows incredible lack of control and forethought by Railtrack. We must get a grip of it, and we are getting a grip of it. However, we were able to get a grip of it only after it went into administration and we were able to take the company back again. [Italics added] (House of Lords, Official Report, 17 October 2002, Cols 953-956). In the House of Commons on 24 October 2005, the former Secretary of State for Transport Stephen Byers MP said: "... I make no apology for ... unwinding the Tory privatisation that was Railtrack" (House of Commons, Official Report, 24 October 2005, Col 66). And on 1 February 2007, the Leader of the House of Commons (Jack Straw) said: "... rail privatisation ... was one of the most catastrophic reorganisations, which we have had to resolve, and having done that  [Interruption.] The hon. Member for Wellingborough (Mr. Bone) may mock, but we brought Network Rail into public ownership ..." [Italics added] (House of Commons, Official Report, 1 February 2007, Col 363).


          Network Rail's main customers are the 21 passenger and four freight train operating companies, who provide train services on the infrastructure that the company owns and maintains. Network Rail does not run passenger services directly; ultimately both Network Rail and the train operating companies have the shared responsibility of delivering train services to the travelling public.


          


          Monitoring Network Rail's performance


          The Office of Rail Regulation monitors Network Rail's performance on a continuous basis against targets established by the regulatory authority in the most recent access charges review (2003), against obligations in the company's network licence and against forecasts in its own business plan. If performance is poor,the company will face criticism and possible enforcement action from its commercial customers (undertheir contracts) and from the Office of Rail Regulation (enforcing the company's network licence). It may also be criticised by its members in general meeting.


          In the end of year report 2005/06, the ORR reported on train performance that: "Train Performance: Good progress has been made in improving punctuality. The Public Performance Measure (PPM) of 86.4% in the year is up from 85.5% (refreshed) at the end of the third quarter (Q3) and up from 83.6% last year." Network Rail Monitor, Executive Summary


          Profit 1.For the first time in Network Rail's history a profit was made this year- allowing money to be reinvested into the network. 2.Train punctuality is at a seven year high. 3.Passenger numbers are at an all time high


          


          Network Rail and National Rail


          Network Rail should not be confused with National Rail. National Rail is a brand used to explain and promote a network of passenger railway services.


          The two networks are very similar, but not exactly the same. Most Network Rail lines also carry freight traffic, some lines are freight only, and a few lines that carry passenger traffic are not part of the National Rail network (for example High Speed 1, Heathrow Express and the London Underground). Conversely some National Rail services operate over track that is not part of the Network Rail network (for example where they run on London Underground track).


          


          Infrastructure maintenance
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          In October 2003 Network Rail announced that it would take over all infrastructure maintenance work from private contractors, following concerns about the quality of work carried out by certain private firms, and spiralling costs.


          February 2004 saw the opening of an operations centre at Waterloo station in London, operated jointly by Network Rail and the train operating company South West Trains. This was the first full collaboration of its kind since privatisation, and it is regarded as a model for other areas of the network, with a further six integrated Network Rail + TOC Control Centres having opened since then, at Blackfriars, Croydon, Swindon, Birmingham, Glasgow and, most recently, Liverpool Street.


          Track renewal, the ongoing modernisation of the railway network by replacing track and signalling, continues to be carried out by private engineering firms under contract. The biggest renewals project is the multi-billion-pound upgrade of the London to Glasgow West Coast Main Line.


          Network Rail initially sub-contracted much of the work and the site to private Infrastructure Maintenance Companies such as Carillion and First Engineering. Other sub-contractors are used on site for specialist work or additional labour. These include:


          
            	Sky Blue


            	Balfour Beatty


            	Laboursite


            	BCL


            	Atkins Rail

          


          Since 2003 Network Rail has been building up significant in-house engineering skills, including funding of apprenticeship schemes. Network Rail reports significant savings resulting from the initial transfers of work away from contracting companies. Additional contracts were taken back by Network Rail after the serious accident at Potters Bar and other accidents at Rotherham and King's Cross led Jarvis to pull out of the track repair business. Shortly after this, and due to other failures by maintenance companies, Network Rail took control of many more maintenance duties.


          In 2006, Network Rail made public a high-tech plan to combat the effects of slippery rail. This plan involves the use of satellites for tracking trouble areas, water-jetting trains and crews using railhead scrubbers, sand sticks and a substance called Natrusolve, which dissolves leaf mulch.


          All workers working on, near or trackside have to undergo a Personal Track Safety assessment (re-assessed every two years).


          The safety record of the company has been marred by the Grayrigg derailment, when a Virgin express crashed at Grayrigg in Cumbria on 23 February 2007. The train was derailed by a faulty set of points. Network Rail have admitted responsibility for the accident. The RAIB investigation is ongoing, and criminal charges may be brought.


          

          In September 2007 it was announced that the number of track renewal contractors will be reduced to four from the current six. These are now


          
            	AmeySECO


            	Balfour Beatty


            	First Engineering Ltd.


            	Jarvis PLC

          


          Six to Four Announcement


          [bookmark: 2007_business_plan]


          2007 business plan


          In April 2007, Network Rail published its Business Plan complete with route maps showing the entire network divided into 26 Strategic "Routes", which in most cases might be more accurately described as geographical areas. They are as follows:


          
            	Route 1 - Kent


            	Route 2 - Brighton Main Line and Sussex


            	Route 3 - South West Main Line


            	Route 4 - Wessex Routes


            	Route 5 - West Anglia


            	Route 6 - North London Line and Thameside


            	Route 7 - Great Eastern


            	Route 8 - East Coast Main Line


            	Route 9 - North East Routes


            	Route 10 - North Trans-Pennine, North and West Yorkshire


            	Route 11 - South Trans-Pennine, South Yorkshire and Lincolnshire


            	Route 12 - Reading to Penzance


            	Route 13 - Great Western Main Line


            	Route 14 - South and Central Wales and Borders


            	Route 15 - South Wales Valleys


            	Route 16 - Chilterns


            	Route 17 - West Midlands


            	Route 18 - West Coast Main Line


            	Route 19 - Midland Main Line and East Midlands


            	Route 20 - North West Urban


            	Route 21 - Merseyrail


            	Route 22 - North Wales and Borders


            	Route 23 - North West Rural


            	Route 24 - East of Scotland


            	Route 25 - Highlands


            	Route 26 - Strathclyde and South West Scotland

          


          


          Railway stations


          Network Rail owns more than 2500 railway stations on the national rail network. Management and operation of most of them is carried out by the principal train operating company serving that station, but Network Rail manages and operates 18 of the largest and busiest stations directly. The Network Rail-managed stations are:


          
            
              	
                
                  	London Bridge


                  	London Cannon Street


                  	London Charing Cross


                  	London Euston


                  	London Fenchurch Street


                  	London Kings Cross


                  	London Liverpool Street


                  	London Paddington


                  	London St Pancras


                  	London Victoria


                  	London Waterloo

                

              

              	
                
                  	Birmingham New Street


                  	Edinburgh Waverley


                  	Gatwick Airport


                  	Glasgow Central


                  	Leeds


                  	Liverpool Lime Street


                  	Manchester Piccadilly

                

              
            

          


          


          Directors


          


          Executive Directors


          
            
              	Title

              	Person

              	Details
            


            
              	Chief Executive

              	Iain Coucher

              	On 2006- 12-12, John Armitt announced that he would retire as Chief Executive of Network Rail at the end of July 2007. Iain Coucher was the previous deputy chief executive.
            


            
              	Group Infrastructure Director

              	Peter Henderson

              	
            


            
              	Group Finance Director

              	Ron Henderson

              	
            

          


          Peter Henderson and Ron Henderson are not related.


          


          Other Directors


          
            
              	Title

              	Person

              	Details
            


            
              	Group Company Secretary

              	Hazel Walker

              	
            


            
              	Group Director, Government and Corporate Affairs

              	Victoria Pender

              	
            


            
              	Director, Planning and Regulation

              	Paul Plummer

              	
            


            
              	Director, Safety & Compliance

              	Julian Lindfield

              	
            

          


          


          Training and development


          
            Image:Network rail 30l06.JPG

            
              Network Rail's Coventry leadership development centre, Westwood
            

          


          Network Rail has several training and development sites around Britain. These include sites in Newcastle and Larbert which provide refresher courses, and train staff in new equipment. Advanced Apprentice Scheme trainees are trained at HMS Sultan in Gosport, using Royal Navy facilities. Network Rail bought a residential centre from Cable and Wireless in the Westwood Business Centre near Coventry for leadership development. The company and other industry partners such as Grant Rail and Balfour Beatty, also operate a Foundation Degree in conjunction with Sheffield Hallam University.
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              Neutron
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              The quark structure of the neutron.
            


            
              	Composition

              	one up, two down
            


            
              	Family

              	Fermion
            


            
              	Group

              	Quark
            


            
              	Interaction

              	Gravity, Electromagnetic, Weak, Strong
            


            
              	Antiparticle

              	Antineutron
            


            
              	Discovered

              	James Chadwick (1932)
            


            
              	Symbol

              	n
            


            
              	Mass

              	1.674 927 29(28)  1027kg

              939.565 560(81) MeV/c

              1.008665 u
            


            
              	Electric charge

              	0 C
            


            
              	Spin

              	
            


            
              	
            

          


          In physics, the neutron is a subatomic particle with no net electric charge and a mass of 939.573 MeV/c or 1.008 664 915 (78) u (1.6749  1027 kg, slightly more than a proton). Its spin is . Its antiparticle is called the antineutron. The neutron, along with the proton, is a nucleon.


          The nuclei of all atoms consist of protons and neutrons, except the lightest isotope of hydrogen which has only a single proton. The number of protons defines the type of element the atom forms. The number of neutrons determines the isotope of an element, therefore isotopes are atoms of the same element (i.e. atomic number) but differing atomic masses due to a different number of neutrons. For example, the carbon-12 isotope has 6 protons and 6 neutrons, while the carbon-14 isotope has 6 protons and 8 neutrons.


          A neutron consists of two down quarks and one up quark. Since it has three quarks, it is classified as a baryon.


          


          Neutron stability and beta decay


          
            [image: The Feynman diagram of the neutron beta decay process]

            
              The Feynman diagram of the neutron beta decay process
            

          


          Outside the nucleus, free neutrons are unstable and have a mean lifetime of 885.70.8 seconds (about 15 minutes), decaying by emission of a negative electron and antineutrino to become a proton: [image: \hbox{n}\to\hbox{p}+\hbox{e}^-+\overline{\nu}_{\mathrm{e}}]. This decay mode, known as beta decay, can also transform the character of neutrons within unstable nuclei.


          Inside of a bound nucleus, protons can also transform via beta decay into neutrons. In this case, the transformation may occur by emission of a positron (antielectron) and neutrino (instead of an antineutrino): [image: \hbox{p}\to\hbox{n}+\hbox{e}^{+}+{\nu}_{\mathrm{e}}]. The transformation of a proton to a neutron inside of a nucleus is also possible through electron capture: [image: \hbox{p}+\hbox{e}^{-}\to\hbox{n}+{\nu}_{\mathrm{e}}] . Positron capture by neutrons in nuclei that contain an excess of neutrons is also possible, but is hindered due to the fact positrons are repelled by the nucleus, and furthermore, quickly annihilate when they encounter negative electrons.


          When bound inside of a nucleus, the instability of a single neutron to beta decay is balanced against the instability that would be acquired by the nucleus as a whole if an additional proton were to participate in repulsive interactions with the other protons that are already present in the nucleus. As such, although free neutrons are unstable, bound neutrons are not necessarily so. The same reasoning explains why protons, which are stable in empty space, may transform into neutrons when bound inside of a nucleus.


          Beta decay and electron capture are types of radioactive decay and are both governed by the weak interaction.


          


          Interactions


          The neutron interacts through all four fundamental interactions: the electromagnetic, weak nuclear, strong nuclear and gravitational interactions.


          Although the neutron has zero net charge, it may interact electromagnetically in two ways: first, the neutron has a magnetic moment of the same order as the proton (see neutron magnetic moment); second, it is composed of electrically charged quarks. Thus, the electromagnetic interaction is primarily important to the neutron in deep inelastic scattering and in magnetic interactions.


          The neutron experiences the weak interaction through beta decay into a proton, electron and electron antineutrino. It experiences the gravitational force as does any energetic body; however, gravity is so weak that it may be neglected in particle physics experiments.


          The most important force to neutrons is the strong interaction. This interaction is responsible for the binding of the neutron's three quarks into a single particle. The residual strong force is responsible for the binding of neutrons and protons together into nuclei. This nuclear force plays the leading role when neutrons pass through matter. Unlike charged particles or photons, the neutron cannot lose energy by ionizing atoms. Rather, the neutron goes on its way unchecked until it makes a head-on collision with an atomic nucleus. For this reason, neutron radiation is extremely penetrating.


          


          Detection


          The common means of detecting a charged particle by looking for a track of ionization (such as in a cloud chamber) does not work for neutrons directly. Neutrons that elastically scatter off atoms can create an ionization track that is detectable, but the experiments are not as simple to carry out; other means for detecting neutrons, consisting of allowing them to interact with atomic nuclei, are more commonly used.


          A common method for detecting neutrons involves converting the energy released from such reactions into electrical signals. The nuclides 3He, 6Li, 10B, 233U, 235U, 237Np and 239Pu are useful for this purpose. A good discussion on neutron detection is found in chapter 14 of the book Radiation Detection and Measurement by Glenn F. Knoll (John Wiley & Sons, 1979).


          


          Uses


          The neutron plays an important role in many nuclear reactions. For example, neutron capture often results in neutron activation, inducing radioactivity. In particular, knowledge of neutrons and their behaviour has been important in the development of nuclear reactors and nuclear weapons.


          Cold, thermal and hot neutron radiation is commonly employed in neutron scattering facilities, where the radiation is used in a similar way one uses X-rays for the analysis of condensed matter. Neutrons are complementary to the latter in terms of atomic contrasts by different scattering cross sections; sensitivity to magnetism; energy range for inelastic neutron spectroscopy; and deep penetration into matter.


          The development of "neutron lenses" based on total internal reflection within hollow glass capillary tubes or by reflection from dimpled aluminium plates has driven ongoing research into neutron microscopy and neutron/gamma ray tomography.


          One use of neutron emitters is the detection of light nuclei, particularly the hydrogen found in water molecules. When a fast neutron collides with a light nucleus, it loses a large fraction of its energy. By measuring the rate at which slow neutrons return to the probe after reflecting off of hydrogen nuclei, a neutron probe may determine the water content in soil.


          Discovery


          In 1930 Walther Bothe and H. Becker in Germany found that if the very energetic alpha particles emitted from polonium fell on certain light elements, specifically beryllium, boron, or lithium, an unusually penetrating radiation was produced. At first this radiation was thought to be gamma radiation, although it was more penetrating than any gamma rays known, and the details of experimental results were very difficult to interpret on this basis. The next important contribution was reported in 1932 by Irne Joliot-Curie and Frdric Joliot in Paris. They showed that if this unknown radiation fell on paraffin or any other hydrogen-containing compound it ejected protons of very high energy. This was not in itself inconsistent with the assumed gamma ray nature of the new radiation, but detailed quantitative analysis of the data became increasingly difficult to reconcile with such a hypothesis. Finally, in 1932 the physicist James Chadwick in England performed a series of experiments showing that the gamma ray hypothesis was untenable. He suggested that in fact the new radiation consisted of uncharged particles of approximately the mass of the proton, and he performed a series of experiments verifying his suggestion. Such uncharged particles were eventually called neutrons, apparently from the Latin root for neutral and the Greek ending -on (by imitation of electron and proton).


          


          Anti-neutron


          The antineutron is the antiparticle of the neutron. It was discovered by Bruce Cork in the year 1956, a year after the antiproton was discovered.


          CPT-symmetry puts strong constraints on the relative properties of particles and antiparticles and, therefore, is open to stringent tests. The fractional difference in the masses of the neutron and antineutron is (95)105. Since the difference is only about 2 standard deviations away from zero, this does not give any convincing evidence of CPT-violation.


          


          Current developments


          


          Electric dipole moment


          An experiment at the Institut Laue-Langevin has attempted to measure an electric dipole, or separation of charges, within the neutron, and is consistent with an electric dipole moment of zero. These results are important in developing theories that go beyond the Standard Model, but are inconsistent with it due to the lack of explanation of the fundamental interactions.


          


          Tetraneutrons


          The existence of stable clusters of four neutrons, or tetraneutrons, has been hypothesised by a team led by Francisco-Miguel Marqus at the CNRS Laboratory for Nuclear Physics based on observations of the disintegration of beryllium-14 nuclei. This is particularly interesting, because current theory suggests that these clusters should not be stable.


          


          Protection


          Exposure to neutrons can be hazardous, since the interaction of neutrons with molecules in the body can cause disruption to molecules and atoms, and can also cause reactions which give rise to other forms of radiation (such as protons). The normal precautions of radiation protection apply: avoid exposure, stay as far from the source as possible, and keep exposure time to a minimum. Some particular thought must be given to how to protect from neutron exposure, however. For other types of radiation, e.g. alpha particles, beta particles, or gamma rays, material of a high atomic number and with high density make for good shielding; frequently lead is used. However, this approach will not work with neutrons, since the absorption of neutrons does not increase straightforwardly with atomic number, as it does with alpha, beta, and gamma radiation. Instead one needs to look at the particular interactions neutrons have with matter (see the section on detection above). For example, hydrogen rich materials are often used to shield against neutrons, since ordinary hydrogen both scatters and slows neutrons. This often means that simple concrete blocks or even paraffin-loaded plastic blocks afford better protection from neutrons than do far more dense materials. After slowing, neutrons may then be absorbed with an isotope which has high affinity for slow neutrons without causing secondary capture-radiation, such as lithium-6.


          Hydrogen-rich ordinary water effects neutron absorption in nuclear fission reactors: usually neutrons are so strongly absorbed by normal water that fuel-enrichement with fissionable isotope, is required. The deuterium in heavy water has a very much lower absorption affinity for neutrons than does protium (normal light hydrogen). Deuterium is therefore used in CANDU-type reactors, in order to slow ("moderate") neutron velocity, so that they are more effective at causing nuclear fission, without capturing them.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Neutron"
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              	Coordinates:
            


            
              	Country

              	United States
            


            
              	State

              	New Jersey
            


            
              	County

              	Essex
            


            
              	Founded/Incorporated

              	1666/1836
            


            
              	Government
            


            
              	-Type

              	Faulkner Act (Mayor-Council)
            


            
              	-Mayor

              	Cory Booker, term of office 20062010
            


            
              	Area
            


            
              	-City

              	26.0 sqmi(67.3 km)
            


            
              	-Land

              	23.8sqmi(61.6km)
            


            
              	- Water

              	2.2sqmi(5.7km)
            


            
              	Elevation

              	30 ft (9 m)
            


            
              	Population (2006)
            


            
              	-City

              	281,402
            


            
              	- Density

              	11,400/sqmi(4,400/km)
            


            
              	- Metro

              	18,818,536
            


            
              	Time zone

              	Eastern Standard Time ( UTC-5)
            


            
              	-Summer( DST)

              	EDT ( UTC-4)
            


            
              	ZIP codes

              	07100-07199
            


            
              	Area code(s)

              	862, 973
            


            
              	FIPS code

              	34-51000
            


            
              	GNIS feature ID

              	0878762
            


            
              	Website: http://www.ci.newark.nj.us/
            

          


          Newark is the largest city in New Jersey, United States, and the county seat of Essex County. As of the 2000 Census, the city had a total population of 273,546, making it the largest municipality in New Jersey and the 64th largest city in the U.S. According to the US Census Bureau, the city's 2006 population estimate is 281,402, an increase of 2.9% from 2000.


          It is located approximately five miles (8 km) west of Manhattan and two miles (3 km) north of Staten Island. Its location near the Atlantic Ocean on Newark Bay has helped make its port facility, Port Newark, the major container shipping port on Newark Bay and for New York Harbour. Together with Elizabeth, it is the home of Newark Liberty International Airport, which was the first major airport to serve the New York metropolitan area.


          Newark was originally formed as a township on October 31, 1693, based on the Newark Tract, which was first purchased on July 11, 1667. Newark was granted a Royal Charter on April 27, 1713, and was incorporated as one of New Jersey's initial 104 townships by an act of the New Jersey Legislature on February 21, 1798. During its time as a township, portions were taken to form Springfield Township ( April 14, 1794), Caldwell Township ( February 16, 1798, now known as Fairfield Township), Orange Township ( November 27, 1806), Bloomfield Township ( March 23, 1812) and Clinton Township ( April 14, 1834, remainder reabsorbed by Newark on March 5, 1902). Newark was reincorporated as a city on April 11, 1836, replacing Newark Township, based on the results of a referendum passed on March 18, 1836. The previously independent Vailsburg borough was annexed by Newark on January 1, 1905. Newark is divided into five wards; North Ward, South Ward, West Ward, East Ward, and Central Ward.


          


          History
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          Newark was founded in 1666 by Connecticut Puritans led by Robert Treat from the New Haven Colony. The New Haven colonists had been forced out of power for sheltering the judges who had fled to the New Haven Colony after sentencing Charles I of England to death.


          They sought to establish a colony with strict church rules similar to the one they had established in Milford, Connecticut. Treat wanted to name the community "Milford." Another settler Abraham Pierson said the community reflecting the new task at hand should be named "New Ark" or "New Work." The name was shortened to Newark.


          Trent and the party bought the property on the Passaic River from the Hackensack Indians by exchanging gunpowder, one hundred bars of lead, twenty axes, twenty coats, guns, pistols, swords, kettles, blankets, knives, beer, and ten pairs of breeches. The total control of the community by the Church continued until 1733 when Josiah Ogden harvested wheat on a Sunday following a lengthy rainstorm and was disciplined by the Church for Sabbath breaking. He left the church and corresponded with Episcopalian missionaries, who arrived to build a church in 1746 and broke up the Puritan theocracy.


          


          Industrial era to World War II
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          Newark's rapid growth began in the early 1800s, much of it due to a Massachusetts transplant named Seth Boyden. Boyden came to Newark in 1815, and immediately began a torrent of improvements to leather manufacture, culminating in the process for making patent leather. Boyden's genius led to Newark's manufacturing nearly 90% of the nation's leather by 1870, bringing in $8.6 million in revenue to the city in that year alone. In 1824, Boyden, bored with leather, found a way to produce malleable iron. Newark also prospered by the construction of the Morris Canal in 1831. The canal connected Newark with the New Jersey hinterland, at that time a major iron and farm area.


          Railroads arrived in 1834 and 1835. A flourishing shipping business resulted, and Newark became the area's industrial centre. By 1826, Newark's population stood at 8,017, ten times the 1776 number.


          The middle 19th century saw continued growth and diversification of Newark's industrial base. The first commercially successful plastic  Celluloid  was produced in a factory on Mechanic Street by John Wesley Hyatt. Hyatt's Celluloid found its way into Newark-made carriages, billiard balls, and dentures. Edward Weston perfected a process for zinc electroplating, as well as a superior arc lamp in Newark. Newark's Military Park had the first public electric lamps anywhere in the United States. Before moving to Menlo Park, Thomas Edison himself made Newark home in the early 1870s. He invented the stock ticker in the Brick City.


          In the late 19th century, Newark's industry was further developed, especially through the efforts of such men as J. W. Hyatt. From the mid-century on, numerous Irish and German immigrants moved to the city; the Germans established their own newspapers, which other ethnic groups have emulated. However, tensions existed between the "native stock" and the newer groups.
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          In the middle 19th century, Newark added insurance to its repertoire of businesses; Mutual Benefit was founded in the city in 1845 and Prudential in 1873. Prudential, or "the Pru" as generations knew it, was founded by another transplanted New Englander, John Fairfield Dryden. He found a niche catering to the middle and lower classes. In the late 1980s, companies based in Newark sold more insurance than those in any city except Hartford, Connecticut.


          In 1880, Newark's population stood at 136,508; in 1890 at 181,830; in 1900 at 246,070; and in 1910 at 347,000, a jump of 200,000 in three decades. As Newark's population approached a half million in the 1920s, the city's potential seemed limitless. It was said in 1927: "Great is Newark's vitality. It is the red blood in its veins  this basic strength that is going to carry it over whatever hurdles it may encounter, enable it to recover from whatever losses it may suffer and battle its way to still higher achievement industrially and financially, making it eventually perhaps the greatest industrial centre in the world".
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          Newark was bustling in the early to mid-20th century. Market and Broad Streets served as a centre of retail commerce for the region, anchored by four flourishing department stores: Hahne & Company, L. Bamberger and Company, L.S. Plaut and Company, and Kresge's. "Broad Street today is the Mecca of visitors as it has been through all its long history," Newark merchants boasted, "they come in hundreds of thousands now when once they came in hundreds."


          In 1922, Newark had 63 live theaters, 46 movie theaters, and an active nightlife. Dutch Schultz was killed in 1935 at the local Palace Bar. Billie Holiday frequently stayed at the Coleman Hotel. By some measures, the intersection of Market and Broad Streets  known as the "Four Corners"  was the busiest intersection in the United States. In 1915, Public Service counted over 280,000 pedestrian crossings in one thirteen-hour period. Eleven years later, on October 26, 1926, a State Motor Vehicle Department check at the Four Corners counted 2,644 trolleys, 4,098 buses, 2657 taxis, 3474 commercial vehicles, and 23,571 automobiles. Traffic in Newark was so heavy that the city converted the old bed of the Morris Canal into the Newark City Subway, making Newark one of the few cities in the country to have an underground system.


          New skyscrapers were being built every year, the two tallest being the 40-story Art Deco National Newark Building and the Lefcourt-Newark Building. In 1948, just after World War II, Newark hit its peak population of just under 450,000. The population also grew as immigrants from Southern and Eastern Europe settled here. Newark was the centre of distinctive neighborhoods, including a large Eastern European Jewish community concentrated along Prince Street.


          According to legend, the Texas-born artist Robert Rauschenberg accidentally left his bus in Newark and spent a week there before he realized it wasn't New York City.


          


          Post-World War II era


          Problems existed underneath the industrial hum. In 1930, a city commissioner told the Optimists, a local booster club:


          
            
              	

              	Newark is not like the city of old. The old, quiet residential community is a thing of the past, and in its place has come a city teeming with activity. With the change has come something unfortunatethe large number of outstanding citizens who used to live within the community's boundaries has dwindled. Many of them have moved to the suburbs and their home interests are there.

              	
            

          


          While many observers attributed Newark's decline to post-World War II phenomena, others point to an earlier decline in the city budget as an indicator of problems. It fell from $58 million in 1938 to only $45 million in 1944. This was a slow recovery from the Great Depression. The buildup to World War II was causing an increase in the nation's economy. The city increased its tax rate from $4.61 to $5.30.


          Some attribute Newark's downfall to its propensity for building large housing projects. Newark's housing had long been a matter of concern, as much of it was older. A 1944 city-commissioned study showed that 31 percent of all Newark dwelling units were below standards of health, and only 17 percent of Newark's units were owner-occupied. Vast sections of Newark consisted of wooden tenements, and at least 5,000 units failed to meet thresholds of being a decent place to live. Bad housing was the cause of demands that government intervene in the housing market to improve conditions.


          Historian Kenneth T. Jackson and others theorized that Newark, with a poor center surrounded by middle-class outlying areas, only did well when it was able to annex middle-class suburbs. When municipal annexation broke down, urban problems were exacerbated as the middle-class ring became divorced from the poor centre. In 1900, Newark's mayor had confidently speculated, " East Orange, Vailsburg, Harrison, Kearny, and Belleville would be desirable acquisitions. By an exercise of discretion we can enlarge the city from decade to decade without unnecessarily taxing the property within our limits, which has already paid the cost of public improvements." Only Vailsburg would ever be added.


          Although numerous problems predated World War II, Newark was more hamstrung by a number of trends in the post-WWII era. The Federal Housing Administration redlined virtually all of Newark, preferring to back up mortgages in the white suburbs. This made it impossible for people to get mortgages for purchase or loans for improvements. Manufacturers set up in lower wage environments outside the city and received larger tax deductions for building new factories in outlying areas than for rehabilitating old factories in the city. The federal tax structure essentially subsidized such inequities.


          Billed as transportation improvements, construction of new highways: Interstate 280, the New Jersey Turnpike, and Interstate 78 harmed Newark. They directly hurt the city by dividing the fabric of neighborhoods and displacing many residents. The highways indirectly hurt the city because the new infrastructure made it easier for middle-class workers to live in the suburbs and commute into the city.


          Despite its problems, Newark tried to remain vital in the postwar era. The city successfully persuaded Prudential and Mutual Benefit to stay and build new offices. Rutgers University-Newark and Seton Hall University expanded their Newark presences, with the former building a brand-new campus on a 23-acre (9 hectare) urban renewal site. The Port Authority of New York and New Jersey made Port Newark the first container port in the nation. South of the city, it built Newark Liberty International Airport, now the thirteenth busiest airport in the United States.


          The city made serious mistakes with public housing and urban renewal, although these were not the sole causes of Newark's tragedy. Across several administrations, the city leaders of Newark considered the federal government's offer to pay for 100% of the costs of housing projects as a blessing. The decline in industrial jobs meant that more poor people needed housing, whereas in prewar years, public housing was for working class families. While other cities were skeptical about putting so many poor families together and were cautious in building housing projects, Newark pursued federal funds. Eventually, Newark had a higher percentage of its residents in public housing than any other American city.


          The largely Italian-American First Ward was one of the hardest hit by urban renewal. A 46-acre (19 hectare) housing tract, labeled a slum because it had dense older housing, was torn down for multi-story, multi-racial Le Corbusier-style high rises, named the Christopher Columbus Homes. The tract had contained 8th Avenue, the commercial heart of the neighborhood. Fifteen small-scale blocks were combined into three "superblocks". The Columbus Homes, never in harmony with the rest of the neighbourhood, were vacated in the 1970s. They were finally torn down in 1994.


          From 1950 to 1960, while Newark's overall population dropped from 438,000 to 408,000, it gained 65,000 non-whites. By 1966, Newark had a black majority, a faster turnover than most other northern cities had experienced. Evaluating the riots of 1967, Newark educator Nathan Wright, Jr. said, "No typical American city has as yet experienced such a precipitous change from a white to a black majority." The misfortune of the Great Migration and Puerto Rican migration was that Southern blacks and Puerto Ricans were moving to Newark to be industrial workers just as the industrial jobs were decreasing sharply. The latest migrants to Newark left poverty in the South to find poverty in the North.


          During the 1950s alone, Newark's white population decreased by more than 25 percent from 363,000 to 266,000. From 1960 to 1967, its white population fell a further 46,000. Although in-migration of new ethnic groups combined with white flight markedly affected the demographics of Newark, the racial composition of city workers did not change as rapidly. In addition, the political and economic power in the city remained based in the white population.


          In 1967, out of a police force of 1,400, only 150 members were black, mostly in subordinate positions. Racial tensions arose because of the disproportion between residents and police demographics. Since Newark's blacks lived in neighborhoods that had been white only two decades earlier, nearly all of their apartments and stores were white-owned as well. The loss of jobs affected overall income in the city, and many owners cut back on maintenance of buildings, contributing to a cycle of deterioration in housing stock.


          Without consulting any residents of the neighbourhood to be affected, Mayor Addonizio offered to condemn and raze 150 acres (61 hectares) of a densely populated black neighbourhood in the central ward for the University of Medicine and Dentistry of New Jersey (UMDNJ). UMDNJ had wanted to settle in suburban Madison.


          [bookmark: 1967_Newark_riots]


          1967 Newark riots


          On July 12, 1967, a man named John Smith was beaten by police after allegedly violently resisting arrest. He had driven around a double-parked police car and shot at the police. A crowd gathered outside the police station where Smith was detained. Due to miscommunication, the crowd believed Smith had died in custody, although he had been transported to a hospital via a back entrance to the station. This sparked scuffles between blacks and police in the Fourth Ward, although the damage toll was only $2,500.


          Subsequent to television news broadcasts on July 13 however, new and larger riots took place. Twenty-six people were killed; 1,500 wounded; 1,600 arrested; and $10 million in property was destroyed. More than a thousand businesses were torched or looted, including 167 groceries (most of which would never reopen). Newark's reputation suffered dramatically. It was said, "wherever American cities are going, Newark will get there first."


          


          After the riots
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          The 1970s and 1980s brought continued decline. The middle class of all races continued to leave the city. Certain pockets of the city developed as domains of poverty and social isolation. Whenever the media of New York needed to find some example of urban despair, they traveled to Newark.


          In American Pastoral, the 1997 novel by Newark-born author Philip Roth, the protagonist Swede Levov says:


          
            
              	

              	Newark used to be the city where they manufactured everything, now it's the car theft capital of the world ... there was a factory where somebody was making something on every side street. Now there's a liquor store on every street  a liquor store, a pizza stand, and a seedy storefront church. Everything else is in ruins or boarded up.

              	
            

          


          In January 1975, an article in Harper's Magazine ranked the fifty largest American cities in twenty-four categories, ranging from park space to crime. Newark was one of the five worst in nineteen out of twenty-four categories, and the very worst in nine. According to the article, only 70 percent of residents owned a telephone. St. Louis, the city ranked second worst, was much farther from Newark than the cities in the top five were from each other. The article concluded:


          
            
              	

              	The city of Newark stands without serious challenge as the worst city of all. It ranked among the worst cities in no fewer than nineteen of twenty-four categories, and it was dead last in nine of them... Newark is a city that desperately needs help.

              	
            

          


          Newark has had several achievements in the two and a half decades since the riots. In 1968, the New Community Corporation was founded. It has become one of the most successful community development corporations in the nation. By 1987, the NCC owned and managed 2,265 low-income housing units.
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          Newark's downtown began to redevelop in the post-riot decades. Less than two weeks after the riots, Prudential announced plans to underwrite a $24 million office complex near Penn Station, dubbed "Gateway." Today, Gateway houses thousands of white-collar workers, though few live in Newark.


          Before the riots, the University of Medicine and Dentistry of New Jersey was considering building in the suburbs. The riots and Newark's undeniable desperation kept the medical school in the city. However, instead of being built on 167 acres (676,000m), the medical school was built on just 60 acres, part of which was already city owned. Students at the medical school soon started the "Student Family Health Clinic" to provide free health care for the underserved population, along with other community service projects. It continues to operate today as one of the nation's oldest student-run free health clinics.


          In 1970, Kenneth A. Gibson was elected mayor, the first of a major northeastern city and one of the early African-American mayors in the nation. The 1970s were a time of battles between Gibson and the shrinking white population. Gibson admitted that "Newark may be the most decayed and financially crippled city in the nation." He and the city council raised taxes to try to improve services such as schools and sanitation, but they did nothing for Newark's economic base. The CEO of Ballantine's Brewery asserted that Newark's $1 million annual tax bill was the cause of the company's bankruptcy.


          


          Newark's Renaissance


          


          Downtown
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          The New Jersey Performing Arts Centre, which opened in the downtown area in 1997 at a cost of $180 million, is seen by many as the first step in the city's road to revival. It has brought some 1.6 million people to Newark who otherwise might never have visited. NJPAC is known for its acoustics and features the New Jersey Symphony Orchestra as its resident orchestra. NJPAC also presents a diverse group of visiting artists such as Itzhak Perlman, Sarah Brightman, Sting, 'N Sync, Lauryn Hill, the Vienna Boys' Choir, Yo Yo Ma, the Royal Concertgebouw Orchestra of Amsterdam, and the Alvin Ailey American Dance Theatre.


          Since then, the city has built a baseball stadium ( Riverfront Stadium) for the Newark Bears, the city's minor league team. In 2007, the Prudential Centre (nicknamed, "The Rock") opened for the New Jersey Devils. The Passaic River waterfront is being refurbished through downtown to provide citizens with access to the river. The Newark Public Library is planning a major renovation and expansion. The Port Authority constructed a rail connection to the airport ( AirTrain Newark). Numerous commercial developments have arisen in the downtown area.


          Much of the city's revitalization efforts have been focused in the downtown area, however adjoining neighborhoods have, in recent years, begun to see some signs of development, particularly in the Central Ward. Since 2000, Newark has gained population, its first increase since the 1940s. Nevertheless, the "Renaissance" has been unevenly felt across the city and some districts continue to have below-average household incomes and higher-than-average rates of poverty.


          By the mid-2000s, the rate of crime had fallen by 58 percent from historic highs associated with severe drug problems in the mid-1990s, though murders remained high for a city of its size. In the first two months of 2008, the murder rate dropped dramatically, with no murders recorded for 43 days.


          Newark's nicknames reflect the efforts to revitalize downtown. In the 1950s a term New Newark was given to the city after the former-mayor Leo Carlin made efforts to convince major corporations in the city to remain in Newark. In the 1960s Newark was nicknamed Gateway City after the redeveloped Gateway Centre area downtown, which shares its name with the tourism region of which Newark is a part. It has more recently been called Renaissance City by the media and the public to gain recognition for its revitalization efforts.


          


          Lincoln Park/The Coast


          The Lincoln Park/Coast neighbourhood is the second district of Newark to undergo large-scale redevelopment. The area once referred to as The Coast and now referred to as Lincoln Park, was deemed the Lincoln Park/Coast Cultural District by the city. Future additions will include a Museum of African-American Music, an Arts Park, new housing, a restaurant, a nightclub, and a music studio and a dance studio. This area already has the Theatre Cafe, the City Without Walls gallery and Symphony Hall, as well as other cultural sites. Symphony Hall is likely to be renovated in the near future.


          After much of the development in the Downtown/Arts district and the ongoing need for a link between Newark Penn Station and the Broad Street Station, the first link of the light rail was built. With the development anchored around the museum in the Coast and the need for a second link to Newark Airport, this neighbourhood has already become a candidate for a future light rail system with a stop for Lincoln Park/Symphony Hall.


          


          Geography and climate


          


          Geography
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          Located at 40 44' 14" north and 74 10' 55" west, Newark is 24.14 square miles (63 km) in area. It has the second smallest land area among 100 most populous cities in the U.S, after neighboring Jersey City. The city's altitude ranges from 0 to 273.4 feet (83 m) above sea level, with the average being 55 feet (17 m). Newark is essentially a large basin sloping towards the Passaic River, with a few valleys formed by meandering streams. Historically, Newark's high places have been its wealthier neighborhoods. In the 19th and early 20th centuries, the wealthy congregated on the ridges of Forest Hill, High Street, and Weequahic.


          Until the 20th century, the marshes on Newark Bay were difficult to develop. The marshes were essentially wilderness, with a few dumps, warehouses, and cemeteries on their edges. In the 19th century, Newarkers mourned that a fifth of their city could not be used for development. However, in the 20th century, the Port Authority was able to reclaim much of the marshland for the further expansion of Newark Airport, as well as the growth of the port lands.


          Newark is surrounded by residential suburbs to the west (on the slope of the Watchung Mountains), the Passaic River and Newark Bay to the east, dense urban areas to the south and southwest, and middle-class residential suburbs and industrial areas to the north.


          


          Neighborhoods
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          Newark is New Jersey's largest and second-most diverse city, after neighboring Jersey City. Its neighborhoods are populated with people from various backgrounds, such as African Americans, Puerto Ricans, Dominicans, Italians, Albanians, Irish, Spaniards, Jamaicans, Haitians, West Africans, Brazilians, Ecuadorians, and a sizeable Portuguese population.


          The city is divided into five political wards, which are often used by residents to identify their place of habitation. In recent years, residents have begun to identify with specific neighbourhood names instead of the larger ward appellations. Nevertheless, the wards remain relatively distinct. Industrial uses, coupled with the airport and seaport lands, are concentrated in the East and South Wards, while residential neighborhoods exist primarily in the North, Central, and West Wards.


          The geography of the city is such that only the predominantly poor Central Ward shares an unbroken border with the downtown area (the North Ward is separated from the downtown by Interstate 280 and the East Ward is separated by railroad tracks; the South and West Wards do not share a border with the downtown area).


          Newark's North Ward is the ridge to the east of Branch Brook Park. The still-affluent Forest Hill is in the North Ward, as are heavily Latino areas east of Mount Prospect Avenue. The Central Ward contains much of the city's original history including the Lincoln Park, Military Park and the James Street Commons Historic Districts. The Ward also contains the University Heights Neighbourhood. In the 19th century it was inhabited by Germans. The German inhabitants were later replaced by Jews, who were then replaced by blacks. Newark built many public housing projects on superblocks in the Central Ward in the 20th century ; hence, many of the streets in this ward are no longer arranged in a grid. The West Ward comprises the neighborhoods of Roseville and Vailsburg. Vailsburg is largely black, while Roseville is mainly Latino and Italian American. The South Ward comprises poor and crime-ridden areas and the low-income Weequahic district. It was the last part of Newark to be developed. At the southern end of the ward is Weequahic Park. Finally, the East Ward consists of Newark's downtown commercial district, as well as the heavily Portuguese Ironbound neighbourhood, where much of Newark's industry was located in the 19th century. Today, due to the enterprise of its immigrant population, the Ironbound (also known as "Down Neck") is the most commercially successful part of Newark.


          


          Climate


          Newark has a humid subtropical climate according to the Kppen climate classification, with cold winters and hot & humid summers. Its proximity to the ocean has a moderating effect. Also, being near to the Altantic means Newark tends to be warmer than cities at a similar latitude or even somewhat further south, such as Chicago, Columbus, Pittsburgh, and St. Louis (although St. Louis is usually hotter in summer). Temperatures below 0 F (-18C) are rare, but temperatures between 10 F (-12C) and 20 F (-7C) are not uncommon during winter nights. The average high temperature during the winter ranges from 38 degrees to 42 degrees. Accumulated snow on the ground does not usually remain for very long. Springs in Newark are quite mild, with average high temperatures ranging from the 40sF (4C) in March to the 70s/80s F (21/27C) by early June. Summers are particularly hot and humid, with day temperatures usually in the 80s F (27C) and exceeding 90 F (32C) on many days. Heat advisories are not uncommon during the summer months, particularly July and August, the hottest months of the year when temperatures can reach 100F (38C) with high humidity. The city cools off during autumn, with high temperatures ranging between the 50s F (10C) and 70s F (21C).


          The city receives precipitation ranging from 3" to 4.5" monthly. Measurable snowfall occurs each winter, but in lesser amounts than cities in the midwest at a similar latitude.


          
            
              	Monthly Normal and Record High and Low Temperatures
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Rec High F

              	74

              	76

              	89

              	97

              	99

              	103

              	105

              	105

              	105

              	92

              	85

              	76
            


            
              	Norm High F

              	38.1

              	41.1

              	50.1

              	60.8

              	71.4

              	80.2

              	85.2

              	83.2

              	75.7

              	64.7

              	53.7

              	43
            


            
              	Norm Low F

              	24.4

              	26.6

              	34.2

              	43.7

              	54.1

              	63.5

              	69.1

              	67.7

              	59.9

              	48.2

              	39.1

              	29.8
            


            
              	Rec Low F

              	-8

              	-7

              	6

              	16

              	33

              	43

              	52

              	45

              	35

              	28

              	15

              	-1
            


            
              	Precip (in)

              	3.98

              	2.96

              	4.21

              	3.92

              	4.46

              	3.4

              	4.68

              	4.02

              	4.01

              	3.16

              	3.88

              	3.57
            


            
              	Source: USTravelWeather.com
            

          


          


          Demographics


          
            
              	Newark, New Jersey
            


            
              	Census

              	Pop.

              	

              	%
            


            
              	1790

              	1,000

              	

              	
                
                  
                

              
            


            
              	1800

              	6,000

              	

              	500%
            


            
              	1830

              	10,953

              	

              	
                
                  
                

              
            


            
              	1840

              	17,290

              	

              	57.9%
            


            
              	1850

              	38,894

              	

              	125%
            


            
              	1860

              	71,941

              	

              	85%
            


            
              	1870

              	105,059

              	

              	46%
            


            
              	1880

              	136,508

              	

              	29.9%
            


            
              	1890

              	181,830

              	

              	33.2%
            


            
              	1900

              	246,070

              	

              	35.3%
            


            
              	1910

              	347,469

              	

              	41.2%
            


            
              	1920

              	414,524

              	

              	19.3%
            


            
              	1930

              	442,337

              	

              	6.7%
            


            
              	1940

              	429,760

              	

              	2.8%
            


            
              	1950

              	438,776

              	

              	2.1%
            


            
              	1960

              	405,220

              	

              	7.6%
            


            
              	1970

              	381,930

              	

              	5.7%
            


            
              	1980

              	329,248

              	

              	13.8%
            


            
              	1990

              	275,221

              	

              	16.4%
            


            
              	2000

              	273,546

              	

              	0.6%
            


            
              	Est. 2006

              	281,402

              	

              	2.9%
            


            
              	Population 1930 - 1990.
            

          


          As of the census of 2000, there are 273,546 people, 91,382 households, and 61,956 families residing in Newark; recent census projections show that the population has already increased to around 280,000. The population density was 11,400/mile (4,400/km), or 21,000/mile (8,100 km) once airport, railroad, and seaport lands are excluded, the second-highest in the nation of any city with over 250,000 residents (after New York City).


          The racial makeup of the city was 53.46% Black or African American, 26.52% White, 1.19% Asian, 0.37% Native American, 0.05% Pacific Islander, 14.05% from other races, and 4.36% from two or more races. 29.47% of the population were Hispanic or Latino of any race. There is a significant Portuguese-speaking community, made up by Brazilian and Portuguese ethnicities, concentrated mainly at the Ironbound district.


          There were 91,382 households out of which 35.2% had children under the age of 18 living with them, 31.0% were married couples living together, 29.3% had a female householder with no husband present, and 32.2% were non-families. 26.6% of all households were made up of individuals and 8.8% had someone living alone who was 65 years of age or older. The average household size was 2.85 and the average family size was 3.43.


          In the city the population was spread out with 27.9% under the age of 18, 12.1% from 18 to 24, 32.0% from 25 to 44, 18.7% from 45 to 64, and 9.3% who were 65 years of age or older. The median age was 31 years. For every 100 females, there were 94.2 males. For every 100 females of age 18 and over, there were 91.1 males.


          


          Poverty and lack of investment
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          Poverty remains a consistent problem in Newark, despite its revitalization in recent years. Suburbanization and job loss contributed to a decline in white population of nearly 150,000 or one third from 1950 to 1967. The 1967 riots resulted in a significant population loss of both white and black middle classes which continued from the 1970s through to the 1990s. The city lost over 100,000 residents between 1960 and 1990.


          The median income for a household in the city was $26,913, and the median income for a family was $30,781. Males had a median income of $29,748 versus $25,734 for females. The per capita income for the city was $13,009. 28.4% of the population and 25.5% of families were below the poverty line. 36.6% of those under the age of 18 and 24.1% of those 65 and older were living below the poverty line. In 2003, the city's unemployment rate was 12%.


          


          Government


          


          Local government


          Effective as of July 1, 1954, the voters of the city of Newark, by a referendum held on November 3, 1953 and under the Optional Municipal Charter Law (commonly known as the Faulkner Act), adopted the Faulkner Act (Mayor-Council) Plan C as the form of local government.


          There are nine council members are elected on a nonpartisan basis at the regular municipal election or at the general election for terms of four years: one council member from each of five wards and four council members on an at-large basis. The mayor is also elected for a term of four years.


          The Municipal Council is the legislative branch of city government. It enacts by ordinance, resolution or motion the local laws which govern the people of the city, and is responsible for approval of the municipal budget, establishment of financial controls, and setting of salaries of elected officials and top appointed administrators. It may reduce or increase appropriations requested by the Mayor. By these methods the Council decides "what" the city will do about any particular matter, and then the Mayor and cabinet members decide "how" to do it. It also renders advice and consent on the Mayor's appointments and policy programs, and may investigate, when necessary, any branch of municipal government. The Council also authorizes a continuing audit by an outside firm, of all city financial transactions.


          As established by ordinance, regular public meetings of the Municipal Council are held on the first Wednesday of each month at 1:00 p.m., and the third Wednesday of each month at 7:00 p.m. in the Municipal Council Chamber in City Hall. Exceptions are made for national or religious holidays. During July and August only one meeting is held each month. A special meeting of the Municipal Council may be called by the President or a majority of its members or by the Mayor whenever an emergency requires immediate action.


          As of 2007, Newark's Municipal Council include the following members:


          
            	Mildred C. Crump (Council President/Council Member-at-Large)


            	Augusto Amador (Council Member, East Ward)


            	Carlos M. Gonzalez (Council Member-at-Large)


            	Oscar S. James, II (Council Member, South Ward)


            	Donald M. Payne, Jr. (Council Member-at-Large) Who is also a Freeholder-at-Large


            	Luis A. Quintana (Council Vice President/Council Member-at-Large)


            	Anibal Ramos, Jr. (Council Member, North Ward)


            	Ronald C. Rice (Council Member, West Ward)


            	Dana Rone (Council Member, Central Ward)

          


          On Election Day, May 9, 2006, Newark's nonpartisan election took place. Cory Booker, who had lost to Sharpe James in the 2002 mayoral race, won with 72% of the vote, soundly defeating Ronald Rice, the former Deputy Mayor.


          


          Federal, state and county representation


          Newark is in both the Tenth and Thirteenth Congressional Districts and is part of New Jersey's 27th, 28th and 29th Legislative Districts.


          New Jersey's Tenth Congressional District, covering portions of Essex County, Hudson County, and Union County, is represented by Donald M. Payne ( D, Newark). New Jersey's Thirteenth Congressional District, covering portions of Essex, Hudson, Middlesex, and Union Counties, is now represented by Albio Sires ( D, West New York), who won a special election held on November 7, 2006 to fill the vacancy the had existed since January 16, 2006. The seat had been represented by Bob Menendez (D), who was appointed to the United States Senate to fill the seat vacated by Governor of New Jersey Jon Corzine. New Jersey is represented in the Senate by Frank Lautenberg ( D, Cliffside Park) and Bob Menendez ( D, Hoboken).


          For the 2008-2009 Legislative Session, the 27th District of the New Jersey Legislature is represented in the State Senate by Richard Codey ( D, West Orange) and in the Assembly by Mila Jasey ( D, South Orange) and John F. McKeon ( D, West Orange). For the 2008-2009 Legislative Session, the 28th District of the New Jersey Legislature is represented in the State Senate by Ronald Rice ( D, Newark) and in the Assembly by Ralph R. Caputo ( D, Belleville) and Cleopatra Tucker ( D, Newark). For the 2008-2009 Legislative Session, the 29th District of the New Jersey Legislature is represented in the State Senate by Teresa Ruiz ( D, Newark) and in the Assembly by Alberto Coutinho ( D, Newark) and L. Grace Spencer ( D, Newark). The Governor of New Jersey is Jon Corzine ( D, Hoboken).


          Essex County's County Executive is Joseph N. DiVincenzo, Jr. The executive, along with the Board of Chosen Freeholders administer all county business. Essex County's Freeholders are Freeholder President Blonnie R. Watson, Freeholder Vice President Ralph R. Caputo, Freeholders-At-Large Johnny Jones, Donald M. Payne, Jr., and Patricia Sebold, Freeholder District 1 Samuel Gonzalez, Freeholder District 2 D. Bilal Beasley, Freeholder District 3 Carol Y. Clark, Freeholder District 4 Linda Lordi Cavanaugh and Freeholder District 5 Ralph R. Caputo. Adrianne Davis, Clerk of the Board


          


          Political turmoil


          Newark has been marred with episodes of political corruption throughout the years. Five of the last seven Mayors of Newark have been indicted on criminal charges, including its three most recent Mayors: Hugh Addonizio, Kenneth Gibson, and Sharpe James.


          Addonizio was mayor of Newark from 1962 to 1970. A son of Italian immigrants, he ran on a reform platform, defeating the incumbent, Leo Carlin, who, ironically, he characterized as corrupt and a part of the political machine of the era. During the 1967 riots, it was found that Addonizio and other city officials were taking kickbacks from city contractors. He was convicted of extortion and conspiracy in 1970, and was sentenced to ten years in federal prison.


          His successor was Kenneth Gibson, the city's first African American mayor, elected in 1970. He pleaded guilty to federal tax evasion in 2002 as part of a plea agreement on fraud and bribery charges. During his tenure as Mayor in 1980, he was tried and acquitted of giving out no-show jobs by an Essex County jury.


          Sharpe James, who defeated Gibson in 1986 and declined to run for a sixth term in 2006, was indicted on 33 counts of conspiracy, mail fraud, and wire fraud by a federal grand jury sitting in Newark. The grand jury charged that James illegally used city-owned credit cards for personal gain, illegally spending $58,000, and that James orchestrated a scheme to sell city-owned land at below-market prices to his companion, who immediately re-sold the land to developers and gained profit of over $500,000. James had an initial appearance on 12 July 2007 and entered a plea of not guilty to the 25 counts facing him. However, James was eventually found guilty on fraud charges by a federal jury on April 17, 2008 for his role in the conspiring to rig land sales at nine-city owned properties.


          


          Crime


          In 1996, MONEY Magazine ranked Newark "The Most Dangerous City in the Nation." In 2006, Newark had 104 homicides, which was the highest since 1995 and a spike from the 83 in 2004. In 2007, the city recorded a total of 99 homicides for the year. However, these numbers represent a significant drop from the record of 161 murders set in 1981.


          Newark grabbed national headlines in 2008 for a dramatic decline in murders. In January and February, Newark enjoyed 43 days without recording an official homicide, the longest streak since 1961, when the city went 57 days without a murder. As of March 12, Newark had six homicides on the books in 2008, compared to 18 by the same date in 2007. As of March 23, 2008, Newark's 2008 murder rate is about 9.2 per 100,000, a drop of 75% from 2006 levels.


          


          Sister cities


          Newark has five sister cities, as designated by Sister Cities International:


          
            	[image: Flag of the People's Republic of China] Xuzhou, China

          


          


          Economy
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          Newark has over 300 types of businesses. These include 1,800 retail, 540 wholesale establishments, eight major bank headquarters (including those of New Jersey's three largest banks), and twelve savings and loan association headquarters. Deposits in Newark-based banks are over $20 billion.


          Newark is the third-largest insurance centre in United States, after New York City and Hartford. Prudential Insurance and Mutual Benefit Companies originated in Newark. The former, one of the largest insurance companies in the world, is still headquartered in Newark. Many other companies are headquartered in the city, including International Discount Telecommunications, New Jersey Transit, Public Service Electric and Gas (PSE&G), and Horizon Blue Cross and Blue Shield of New Jersey.


          Though Newark is not the industrial colossus of the past, the city does have a considerable amount of industry. The southern portion of the Ironbound, also known as the Industrial Meadowlands, has seen many factories built since World War II, including a large Anheuser-Busch brewery. The service industry is also growing rapidly, replacing those in the manufacturing industry, which was once Newark's primary economy. In addition, transportation has become a growing business in Newark, accounting for 24,000 jobs in 1996.


          Newark based Companies:


          
            	International Discount Telecommunications


            	Horizon Blue Cross and Blue Shield of New Jersey


            	Net2Phone


            	Prudential Insurance


            	Public Service Electric and Gas


            	McCarter & English, LLP

          


          


          Port Newark


          
            [image: Newark Bay with the New Jersey Turnpike and Newark Bay Bridge visible.]

            
              Newark Bay with the New Jersey Turnpike and Newark Bay Bridge visible.
            

          


          Port Newark is the part of Port Newark-Elizabeth Marine Terminal that is in Newark. It is a port facility on Newark Bay run by the Port Authority of New York and New Jersey that serves as the principal container ship facility for goods entering and leaving the metropolitan region of New York City and the northeastern quadrant of North America. The Port is the fifteenth busiest in the world today, but was number one as recently as 1985. In 2003 the Port moved over $100 billion in goods. Plans are underway for billions of dollars of improvements - larger cranes, bigger railyard facilities, deeper channels, and expanded wharves.


          


          Education


          


          Colleges and Universities


          Newark is the home of the New Jersey Institute of Technology (NJIT), Rutgers University - Newark, Seton Hall University School of Law, the University of Medicine and Dentistry of New Jersey (Newark Campus), Essex County College, and a Berkeley College campus. Most of Newark's academic institutions are located in the city's University Heights district. Rutgers-Newark and NJIT are in the midst of major expansion programs, including plans to purchase, and sometimes raze, surrounding buildings, as well as revitalize current campuses. With more students requesting to live on campus, the universities have plans to build and expand several dormitories. Such overcrowding is contributing to the revitalization of nearby apartments. Nearby restaurants primarily serve college students. Well lit, frequently policed walks have been organized by the colleges to encourage students to venture downtown.


          


          Public schools
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          The Newark Public Schools, a state-operated school district, enrolls approximately 45,000 students, making it the largest school system in New Jersey. The district is one of 31 Abbott Districts statewide. The city's public schools are among the lowest-performing in the state, even after the state government decided to take over management of the city's schools in 1995, which was done under the presumption that improvement would follow. The school district continues to struggle with low high school graduation rates and low standardized test scores.


          The total school enrollment in Newark city was 75,000 in 2003. Pre-primary school enrollment was 12,000 and elementary or high school enrollment was 46,000 children. College enrollment was 16,000.


          As of 2003, 64% of people 25 years and over had at least graduated from high school and 11% had a bachelor's degree or higher. Among people 16 to 19 years old, 10% were dropouts; they were not enrolled in school and had not graduated from high school.


          


          Private schools


          Link Community School is a non-denominational coeducational day school located serving approximately 128 students in seventh and eighth grades. Saint Benedict's Preparatory School is an all boys Roman Catholic high school founded in 1868 and conducted by the Benedictine monks of Newark Abbey. Its campus has grown to encompass both sides of MLK Jr. Blvd. near Market Street and includes a dormitory for boarding students.Christ The King Prep. Founded 2007 part of the Cristo Rey Community Also, St. Vincent Academy, an all girl school. Located in Newark.


          


          Culture


          


          Architecture and Sculptures
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          Downtown Newark is not laid out on a grid. There are several notable Beaux-Arts buildings, such as the Veterans' Administration building, the Newark Museum, the Newark Public Library, and the Cass Gilbert-designed Essex County Courthouse. Notable Art Deco buildings include several 1920s era skyscrapers, such as the National Newark Building, (Newark's tallest building) 1180 Raymond Boulevard, (Newark's second tallest building) the intact Newark Penn Station, and Arts High School. Gothic architecture can be found at the Cathedral of the Sacred Heart by Branch Brook Park, which is one of the largest gothic cathedrals in the United States. It is rumored to have as much stained glass as the Cathedral of Chartres. Newark also has two public sculpture works by Gutzon Borglum  Wars of America in Military Park and Seated Lincoln in front of the Essex County Courthouse.


          


          Museums and Galleries


          The Newark Museum is the largest in New Jersey. It has a first class American art collection and its Tibetan collection is considered one of the best in the world. The Museum also contains science galleries, a planetarium, a mini zoo, a gallery for children's exhibits, a fire museum, a sculpture garden and an 18th century schoolhouse. Also part of the Museum is the historic Ballantine House, a restored Victorian mansion which is a National Historic Landmark.


          The city is also home to the New Jersey Historical Society, which has rotating exhibits on New Jersey and Newark. The Newark Public Library also produces a series of historical exhibits.


          The Newark Public Library is the state's largest public library with more than a million volumes. The Library has frequent exhibits on a variety of topics, many feature items from its Fine Print and Special Collections.


          In February 2004, plans were announced for a new Smithsonian-affiliated Museum of African American Music to be built in the city's Coast/Lincoln Park neighbourhood. The museum will be dedicated to black musical styles, from gospel to rap. The new museum will incorporate the facade of the old South Park Presbyterian Church, where Abraham Lincoln once spoke. Groundbreaking is planned for winter 2006 with the grand opening scheduled for 2007.


          On December 9th, 2007 the Jewish Museum of New Jersey located at 145 Broadway in the Broadway neighbourhood held its grand opening. The museum is dedicated to the portrayal of the rich cultural heritage of New Jerseys Jewish people. The museum is housed at Congregation Ahavas Sholom , the last continually operating synagogue in Newark. At one time there were fifty shuls in Newark serving a Jewish population of 70,000, which was once the sixth largest Jewish community in the United States. Together, the Jewish Museum of New Jersey and Congregation Ahavas Sholom keep the light of Judaism alive in the city of Newark.


          Newark is also home to numerous art galleries including City Without Walls (cWOW) Gallery Aferro and Aljira. Aljira is a gallery showing "emerging or under-represented artists" located near Military Park and has recently included Khalid Kodi's self-titled work on Darfur. cWOW is another important contemporary art gallery in Newark that has been in operation since 1975. cWOW is located in The Coast district of Newark, which will be home to the new Museum of African-American Music (MOAAM).


          


          Professional sports
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              	Club

              	Sport

              	Founded

              	League

              	Venue
            


            
              	New Jersey Devils

              	Hockey

              	1974 Newark: 2007

              	NHL: Eastern Conference

              	Prudential Centre
            


            
              	Red Bull New York

              	Soccer

              	1995 Harrison: 2008

              	MLS: Eastern Conference

              	Red Bull Park
            


            
              	Newark Bears

              	Baseball

              	1998

              	Atlantic League

              	Riverfront Stadium
            


            
              	New Jersey Ironmen

              	Indoor Soccer

              	2007

              	MISL

              	Prudential Centre
            

          


          There have been many sports teams in Newark, but the city has spent much of its history without a NBA, NHL, MLB, or NFL team. Newark has a rich history in baseball as it was one of the first cities with professional baseball teams. Newark had eight National Association of Baseball Players (NABBP) teams, including the Newark Eurekas and the Newark Adriatics. Newark was then home to the Newark Indians of the International league and then to the Newark Peppers of the Federal League, sometimes nicknamed the Newfeds. Newark was also home to the Negro League team the Newark Dodgers and the Newark Eagles for which the Bears and Eagles Riverfront Stadium is partially named. Although Newark has had a rich history in baseball and currently has a minor league team, it has never had an MLB team. The current Newark minor league team, the revived Newark Bears, play at Bears and Eagles Riverfront Stadium, a stop on the Newark Elizabeth Rail Link. The Bears are part of the independent Atlantic League, which also has teams in Bridgewater Township and Camden. Newark had a short-lived NFL franchise named the Newark Tornadoes, which folded in 1930. Newark never had a National Hockey League team until Fall of 2007, when the New Jersey Devils took to the ice for the first time in the Prudential Centre. An expansion team for the Major Indoor Soccer League will also play in the Prudential Centre. Although the New Jersey Nets have decided against moving to Newark, a professional basketball team in the American Basketball Association, the Newark Express was introduced to the city in 2005. The team currently plays their home games at Essex County College and hope to move to a larger venue in the future. In Harrison, across from the Ironbound neighbourhood, Red Bull Park is being built for Red Bull New York soccer team (formerly the MetroStars). The stadium should be completed by June 2008. In the next couple of months, Newark will begin planning a Pedestrian bridge that will link the two cities at Minish Park.


          Infrastructure


          


          Transportation
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          Newark is a hub of air, road, rail, and ship traffic, making it a significant gateway into the New York metropolitan area and the Northeastern United States. Newark Liberty International Airport, the second-busiest airport in the New York region and the fourteenth-busiest in the United States (in terms of passenger traffic), saw nearly 32 million travelers in 2004 and processed nearly 1,000,000 metric tons of freight and mail. Just east of the airport lies Port Newark, the fifteenth-busiest port in the world and the largest container port on the eastern seaboard. In 2003, the port moved over $100 billion in goods.
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          The city is served by numerous highways including the New Jersey Turnpike ( Interstate 95), Interstate 280, Interstate 78, the Garden State Parkway, U.S. Route 1/9, U.S. Route 22, and Route 21. Newark is connected to the Holland Tunnel and Lower Manhattan by the Pulaski Skyway, spanning both the Passaic and Hackensack Rivers.


          Local streets in Newark conform to a quasi-grid form, with major streets radiating outward (like spokes on a wheel) from the downtown area. Some major roads in the city are named after the towns to which they lead, including South Orange Avenue, Springfield Avenue, and Bloomfield Avenue. These are some of the oldest roads in the city.
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          Newark Penn Station, situated just east of downtown, is a major train station for the city and the region, connecting the interurban PATH system (which links Newark to Manhattan) with three New Jersey Transit commuter rail lines and Amtrak service to Philadelphia and Washington, D.C. Only one mile north, the Newark Broad Street Station is served by two commuter rail lines. The two train stations are linked by the Newark Light Rail system, which also provides services from Newark Penn Station to the city's northern communities and into the neighboring towns of Belleville and Bloomfield. Built in the bed of the Morris Canal, the light rail cars runs underground in Newark's downtown area. The city's third train station, Newark Liberty International Airport, connects the Northeast Corridor and North Jersey Coast Line to the airport via AirTrain Newark. Bus service in Newark is provided by New Jersey Transit, CoachUSA contract operators, and DeCamp in North Newark.


          The Newark-Elizabeth Rail Link is a proposed light rail project that will link downtown Newark with neighboring Elizabeth and Newark Liberty International Airport. The first section of the light rail link, connecting Newark Penn Station with Broad Street Station one mile (1.6 km) away, began service on July 17, 2006.


          Newark is served by New Jersey Transit bus routes 1, 5, 11, 13, 21, 25, 27, 28, 29, 34, 37, 39, 40, 41, 42, 43, 59, 62, 65, 66, 67, 70, 71, 72, 73, 74, 75, 76, 78, 79, 90, 92, 93, 94, 96, 99, 107, and 108. Bus route 308 is an express bus route to Six Flags Great Adventure from Newark Penn Station while 319 is an express service to Atlantic City.


          


          Hospitals and health services


          Newark is home to seven hospitals, a remarkable number for a city of its size. University Hospital is the principal teaching hospital of the UMDNJ-New Jersey Medical School and is the busiest Level I trauma centre in the state. Newark Beth Israel Medical Centre is the largest hospital in the city and is a part of the Saint Barnabas Health Care System, the state's largest system of hospital and health care facilities. Beth Israel is also one of the oldest hospitals in the city, dating back to 1901. This 669-bed regional facility is also home to the Children's Hospital of New Jersey. Other hospitals in Newark include the St. James Hospital, St. Michael's Medical Centre, Columbus Hospital, Mount Carmel Guild Hospital, and United Hospitals Medical Centre (now closed).


          


          Points of interest


          
            	First Presbyterian Church Cemetery


            	Mount Olivet Cemetery


            	Cathedral Basilica of the Sacred Heart

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Newark%2C_New_Jersey"
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              	Capital

              (and largest city)

              	Nouma
            


            
              	Official languages

              	French
            


            
              	Government

              	Overseas territory of France
            


            
              	-

              	President of France

              	Nicolas Sarkozy
            


            
              	-

              	President of the Government of New Caledonia

              	Harold Martin
            


            
              	-

              	High Commissioner

              	Yves Dassonville
            


            
              	Overseas territory of France

              	since 1853
            


            
              	Area
            


            
              	-

              	Total

              	18,575km( 154th)

              7,359 sqmi
            


            
              	Population
            


            
              	-

              	Jan.1,2008estimate

              	244,600( 176th)
            


            
              	-

              	Aug./Sept.2004census

              	230,789
            


            
              	-

              	Density

              	13/km( 200th)

              34/sqmi
            


            
              	GDP (nominal)

              	2006estimate
            


            
              	-

              	Total

              	$6.813 billion( not ranked)
            


            
              	-

              	Per capita

              	$28,568 ( not ranked)
            


            
              	HDI(2003)

              	n/a(unranked)( n/a)
            


            
              	Currency

              	CFP franc ( XPF)
            


            
              	Time zone

              	( UTC+11)
            


            
              	Internet TLD

              	.nc
            


            
              	Calling code

              	+687
            

          


          New Caledonia (French: Nouvelle-Caldonie; popular names: Kanaky, Le caillou), is a " sui generis collectivity" (in practice an overseas territory) of France, made up of a main island (Grande Terre), the Loyalty Islands, and several smaller islands. It is located in the region of Melanesia in the southwest Pacific. At about half the size of Taiwan, it has a land area of 18,575.5 square kilometres (7,172 sqmi). The population was 244,600 inhabitants as of January 2008 official estimates. The capital and largest city of the territory is Nouma. The currency is the CFP franc.


          Since 1986 the United Nations Committee on Decolonization has included New Caledonia on the United Nations list of Non-Self-Governing Territories. New Caledonia will decide whether to remain within the French Republic or become an independent state in a referendum sometime after 2014.


          Its capital Nouma is the seat of the regional organization the Secretariat of the Pacific Community (formerly the South Pacific Commission).


          


          Origin of the name


          The name Caledonia derives from the Latin name of an area corresponding to modern Scotland. The name Kanaky is also in common usage in French, English and the indigenous languages. This name is favored by Melanesian nationalists. The word comes from kanaka, a Hawai`ian word (elsewhere tangata and variants) meaning "human/person/people", used by Polynesians to refer to themselves. The word was later used by the French about all the indigenous inhabitants of the South Pacific Ocean, including the Melanesian (non-Polynesian) native inhabitants of New Caledonia. The word, turned into Canaque in French, became derogatory. In the 1960s and 1970s, when the Melanesian native inhabitants started to organize themselves into political parties and call for independence, the word was transformed into a symbol of political emancipation and pride. In 1983, during the period of political turmoil, the terms Kanak and Kanaky became political brand names and colonial whites which realized the name had changed into a political statement.


          


          History


          The western Pacific was first populated about 50,000 years ago. The Austronesians moved into the area later. The diverse group of people that settled over the Melanesian archipelagos are known as the Lapita. They arrived in the archipelago now commonly known as New Caledonia and the Loyalty Islands around 1500 BC. The Lapita were highly skilled navigators and agriculturists with influence over a large area of the Pacific.


          From about the 11th century Polynesians also arrived and mixed with the populations of the archipelago.


          Europeans first sighted New Caledonia and the Loyalty Islands in the late 18th century. The British explorer James Cook sighted Grande Terre in 1774 and named it New Caledonia, Caledonia being the Latin name for Scotland. During the same voyage he also named the islands to the north of New Caledonia the New Hebrides (now Vanuatu), after the islands north of Scotland.


          Whalers operated off New Caledonia during the 19th century. Sandalwood traders were welcome but as supplies diminished, the traders became abusive. The Europeans brought new diseases such as smallpox, measles, dysentery, influenza, syphilis and leprosy. Many people died as a result of these diseases. Tensions developed into hostilities and in 1849 the crew of the Cutter were killed and eaten by the Pouma clan.


          
            [image: ]
          


          As trade in sandalwood declined it was replaced by a new form of trade, Blackbirding. Blackbirding was a euphemism for enslaving people from New Caledonia, the Loyalty Islands, New Hebrides, New Guinea and the Solomon Islands to work in sugar cane plantations in Fiji and Queensland. The trade ceased at the start of the 20th century. The victims of this trade were called Kanakas, a label later shortened to Kanak and adopted by the indigenous population after French annexation.


          The island was made a French possession in late 1853 in an attempt by Napoleon III to rival the British colonies in Australia and New Zealand. Following the example set by the British in nearby Australia, between 1864 and 1922 France sent a total of 22,000 convicted felons to penal colonies along the south-west coast of the island; this number includes regular criminals as well as political prisoners such as Parisian socialists and Kabyle nationalists. Towards the end of the penal colony era, free European settlers (including former convicts) and Asian contract workers by far out-numbered the population of forced workers. The indigenous Kanak populations declined drastically in that same period due to introduced diseases and an apartheid-like system called Code de l'Indignat which imposed severe restrictions on their livelihood, freedom of movement and land ownership.


          During World War II, US and Allies forces built a major position in New Caledonia to combat the advance of Japan in South-East Asia and toward Australia. Noumea served as a headquarters for the United States military in the Pacific. The proximity of the territory with the South Pacific operations permitted also quick repairs in Noumea of damaged US ships. The American 23rd Infantry Division is still unofficially named Americal, the name being a contraction of "America" and "New Caledonia".


          The U.S. military headquarters - a pentagonal complex - was, after the war, taken over as the base for a new regional intergovernmental development organisation: the South Pacific Commission, later known as the Secretariat of the Pacific Community.
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          New Caledonia has been on a United Nations list of non-self-governing territories since 1986. Agitation by the Front de Libration Nationale Kanak Socialiste ( FLNKS) for independence began in 1985. The FLNKS (led by the late Jean-Marie Tjibaou, assassinated in 1989) advocated the creation of an independent state of 'Kanaky'. The troubles culminated in 1988 with a bloody hostage taking in Ouva. The unrest led to agreement on increased autonomy in the Matignon Accords of 1988 and the Nouma Accord of 1998. This Accord describes the devolution process as "irreversible" and also provides for a local Caledonian citizenship, separate official symbols of Caledonian identity (such as a "national" flag), as well as mandating a referendum on the contentious issue of independence from the French Republic sometime after 2014.


          


          Politics
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          The unique status of New Caledonia is in between that of an independent country and a normal Overseas department of France.


          On the one hand, both a Territorial Congress ( Congress of New Caledonia) and government have been established, and are increasingly empowered via the gradual implementation of a devolution of powers from France in favour of New Caledonia, pursuant to the 1998 Nouma Accord. Key areas (e.g. taxation, labour law, health and hygiene, foreign trade, and others) are already in the hands of the Territorial Congress and government. Further authority will be given to the Territorial Congress in the near future. Ultimately, the French Republic should only remain in charge of foreign affairs, justice, defense, public order, and treasury. An additional enhancement to New Caledonian autonomy has come in the form of recently-introduced territorial "citizenship": Only New Caledonian "citizens" have the right to vote in local elections. The introduction of this right has been criticised, because it creates a second-class status for French citizens living in New Caledonia who do not possess New Caledonian "citizenship" (because they settled in the territory recently). Further signs of increased autonomy for the territory, include New Caledonia's right to engage in international cooperation with independent countries of the Pacific Ocean region, the continued use of a local currency (the French Pacific Franc, or CFP) rather than the Euro, as well as the authority of the Territorial Congress to pass statutes overriding French law in a certain number of areas.


          On the other hand, New Caledonia remains a part of the French Republic. The inhabitants of New Caledonia are French citizens and carry French passports. They take part in the legislative and presidential French elections, sending two representatives to the French National Assembly and one senator to the French Senate. At the 2007 French presidential election the voter turnout in New Caledonia was 68.14%. The representative of the French central state in New Caledonia is the High Commissioner of the Republic (Haut-Commissaire de la Rpublique, locally known as "haussaire"), who is the head of civil services, and who sits as an integral part of the territorial government.


          The Nouma Accord provides a mechanism for the determination of the ultimate status and degree of New Caledonian territorial autonomy: Pursuant to the Accord, the Territorial Congress will have the right to call for a referendum on independence, at any time of its choosing after 2014.


          The current president of the government elected by the territorial Congress is Harold Martin, from the loyalist (i.e. anti-independence) " Future Together" party (l'Avenir Ensemble), which crushed the long-time ruling RPCR (Rally for Caledonia in the Republic) in May 2004. "Future Together" is a party of mostly White and Polynesian New Caledonians opposed to independence, but rebelling against the hegemonistic and (allegedly) corrupt anti-independence RPCR, led by the now-discredited Jacques Lafleur. Their toppling of the RPCR (that was until then seen as the only voice of New Caledonian Whites) was a surprise to many, and a sign that New Caledonian society is undergoing changes. "Future Together," as the name implies, is opposed to a racial-oriented vision of New Caledonian political life, one based purely on the political primacy of either the Melanesian native inhabitants or the descendants of European settlers. Rather, it is in favour of a multicultural New Caledonia, of governing principles that better reflect the reality of the existence of large populations of Polynesians, Indonesians, Chinese, and other immigrant communities that make up the territory's population. Some members of "Future Together" are even in favour of independence, though not necessarily on the same basis as the Melanesian independence parties.


          


          Representation at the national level


          New Caledonia sends two deputies to the French National Assembly, one representing the commune (municipality) of Nouma, the commune of L'le-des-Pins and the Loyalty Islands Province, and the other representing the rest of New Caledonia. New Caledonia also sends one senator to the French Senate.


          


          Geography
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          New Caledonia is located around in the southwest Pacific Ocean, approximately 1,200 kilometres (746mi) east of Australia and 1,500 kilometres (932mi) northwest of New Zealand. The island nation of Vanuatu lies to the northeast.


          New Caledonia is made up of a main island, the Grande Terre, and several smaller islands, the Belep archipelago to the north of the Grande Terre, the Loyalty Islands to the east of the Grande Terre, the le des Pins to the south of the Grande Terre, the Chesterfield Islands and Bellona Reefs further to the west.


          The Grande Terre is by far the largest of the islands, and the only mountainous island. It has an area of 16,372 square kilometres (6,321sqmi), and is elongated northwest-southeast, 350 kilometres (217mi) in length and 50 to 70 kilometres (3144mi) wide. A mountain range runs the length of the island, with five peaks over 1,500 meters (4,900ft). The highest point is Mont Pani at 1,628 meters (5,341ft) elevation. The total area of New Caledonia is 19,060square kilometers (7,359sqmi), 18,575square kilometers (7,172sqmi) of those being land.
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          New Caledonia is one of the northernmost parts of a (93%) submerged continent called Zealandia. It sank after rifting away from Australia 6085 million years ago (mya) and from Antarctica between 130 and 85 mya. New Caledonia itself is separated from Australia since 65 mya, and subsequently drifted in a north-easterly direction, reaching its present position about 50 mya.


          


          Subdivisions


          Along with other Pacific Ocean territories of French Polynesia and Wallis and Futuna, New Caledonia is part of the French Republic. Its official status, unique in the French Republic, is said to be sui generis, because New Caledonia is the only French subdivision that is not a collectivit territoriale. New Caledonia was a colony until 1946, then an overseas territory ( territoire d'outre-mer, or TOM) from 1946 to 1999. The capital is Nouma, the only major conurbation in the territory.


          Administratively, the archipelago is divided into three provinces:


          
            	South Province (province Sud). Provincial capital: Nouma. Population: 164,113 inhabitants (2004).


            	North Province (province Nord). Provincial capital: Kon. Population: 44,596 inhabitants (2004).


            	Loyalty Islands Province (province des les Loyaut). Provincial capital: Lifou. Population: 22,080 inhabitants (2004).
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          It is further subdivided into thirty-three communes. One commune, Poya, is divided between two provinces. The northern half of Poya, with the main settlement and most of the population, is part of the North Province, while the southern half of the commune, with only 122 inhabitants in 2004, is part of the South Province.


          [image: ]
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          There are also three administrative subdivisions, simply known as subdivisions in French, with exactly the same names and same boundaries as the three provinces, except that the commune of Poya is entirely contained inside the North Subdivision. Contrary to the provinces, which are full political divisions with provincial assemblies and executives, the administrative subdivisions are merely deconcentrated divisions of the French central state, akin to the arrondissements of metropolitan France, with a Deputy Commissioner of the Republic (commissaire dlgu de la Rpublique), akin to a subprefect of metropolitan France, in residence in each subdivision's chief town.


          The subdivision chief towns are the same as the provincial capitals except in the South Subdivision where the chief town is La Foa, whereas the capital of the South Province is Nouma. Thus, although the provincial assembly of the South Province sits in Nouma, the South Subdivision's Deputy Commissioner of the Republic is in residence in La Foa. This was decided in order to counterbalance the overwhelming weight of Nouma in New Caledonia.


          In addition, a parallel layer of administration exists for Kanak tribal affairs; these are called aires coutumires ("traditional spheres") and are eight in number ( see map of the "aires coutumires"). Their jurisdiction does not encompass non-Kanaks living within these zones. The aires coutumires more or less correspond to the indigenous language areas of pre-French tribal alliances.


          


          Climate
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          New Caledonia lies astride the Tropic of Capricorn, between 19 and 23 south latitude. The climate of the islands is tropical, and rainfall is highly seasonal, brought by trade winds that usually come from the east. Rainfall averages about 1,500 millimetres (59in) yearly on the Loyalty Islands, 2,000 millimetres (79in) at low elevations on eastern the Grande Terre, and 2,000-4,000 millimetres (79157.5in) at high elevations on the Grande Terre. The western side of the Grande Terre lies in the rain shadow of the central mountains, and rainfall averages 1,200 millimetres (47in) per year.


          


          Ecology
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          New Caledonia is considered one of the world's most botanically-important, and critically endangered hotspots. Unlike many of the Pacific Islands, which are of relatively recent volcanic origin, New Caledonia is an ancient fragment of the Gondwana super-continent. New Caledonia and New Zealand separated from Australia 85 million years ago, and from one another 55 million years ago. This isolated New Caledonia from the rest of the world's landmasses, and made it a Noah's Ark of sorts, preserving a snapshot of prehistoric Gondwanan forests. The country still shelters an extraordinary diversity of unique, endemic, and extremely primitive plants and animals of Gondwanan origin. For more information on the significance of this country's flora and fauna, as well as the dangers it faces, and its effects on national social, economic, and political life, see Biodiversity of New Caledonia and Endemic Birds of New Caledonia.


          Although the majority of the country's citizens are unaware of the extraordinary nature of their country's biological patrimony, a few of the country's animals and plants have become somewhat emblematic in local culture. Among the best known is a hen-sized, flightless bird, commonly-known as the Cagou or Kagu, which has a large crest and an odd barking call. Its song and image are frequently seen as nationally-recognized icons. Another commonly used cultural emblem is the Columnar or Cook's Pine ( Araucaria columnaris), an important symbol in Kanak culture. The Niaouli tree (also native to Australia and New Guinea), is of medicinal interest, locally and abroad. Its sap (which contains Gomenol, a camphor-smelling compound), is used to treat head colds, and as an antiseptic. It also shows potential to treat other medical ailments. Before the Europeans arrived, there was no mammal other than the Roussette (aka flying fox), a large vegetarian bat, considered a local delicacy. Less well-known by the native population is the fact their country is home to a species of plant, ( Amborella trichopoda), believed to be genetically close to the ancestor of all flowering plants, or the fact their nation boasts the largest number and diversity of conifer species in the world, per unit of geographic area (a remarkable fact, given that conifers are usually relatively rare in tropical regions).
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          The islands contain two precipitation zones: Higher-rainfall areas (located on the Loyalty Islands, Isle of Pines (le des Pins), and on the eastern side of Grande Terre) which support New Caledonia rain forests, and a more arid region, home to the now exceedingly-endangered New Caledonia dry forests, located in the rain shadow on the western side of Grande Terre. Europeans settled on the dry west coast of Grande Terre, leaving the east (as well as the Loyalty Islands and the Isle of Pines) to the Kanaks, and resulting in an ethno-cultural division which coincides with the natural one. Extensive farming by Europeans in the dry forest areas, has caused these forest ecosystems to virtually disappear.


          It is a vast oversimplification, however, to merely describe New Caledonia's extremely important, complex and diverse ecology in terms of precipitation zones. Species and ecological diversity is further complicated by soil type (degree and type of mineralization), altitude, and geographic location (for instance, Loyalty Islands and Isle of Pines have flora that is distinct from Grande Terre).


          In addition to the remarkable terrestrial environment of New Caledonia, the country is also home to important aquatic ecosystems. Its freshwater ecology also evolved in long isolation, and the New Caledonia rivers and streams are home to many endemic species. Moreover, the New Caledonia Barrier Reef, which surrounds Grande Terre and the Isle of Pines (le des Pins), is the second-largest coral reef in the world after Australia's Great Barrier Reef, reaching a length of 1,500 kilometres (930mi). Like its terrestrial counterpart, the Caledonian reef system has great species diversity, is home to endangered dugongs (Dugong dugong), and is an important nesting site for the Green Sea Turtle (Chelonia mydas). The Nautilus is a living-fossil species, once common during the age of the dinosaurs, and survives today in the waters surrounding New Caledonia.


          


          Ecology and politics
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          Aside from the challenges posed by charting a course for the territory's racial and political life, the current government faces an additional, extraordinary challenge in balancing the needs of the territory's mining-based economy, with the protection of its globally-recognized, ecological-important wild areas (see Ecology, below, as well as Biodiversity of New Caledonia and Endemic Birds of New Caledonia). The territory is essentially one of the most evolutionarily isolated areas in the world, and its natural environment is comparable in many ways to a real-life Jurassic Park, especially with regards to its native plant life and its barrier reef, the second largest in the world. Although, no animal dinosaurs obviously exist today, New Caledonia's flora (and, in a few cases, fauna) is extraordinarily primitive, substantially unchanged from the days of the dinosaurs, and can be found virtually nowhere else on earth outside of its small land mass. Safeguarding and preserving such a critical biological resource is an important national responsibility --- one which, to date, has taken a distant back seat to the rapid and destructive exploitation of the nation's many and substantial mineral resources (nickel, and other metals). It is those very mineral resources which permit New Caledonia to have a fairly prosperous economy today, and which have made the elite and influential classes in New Caledonia quite wealthy.


          As recently as the late 1990s and the early part of the new millennium, the RPCR under Jacques Lafleur (whose family was among those benefiting from exploitation of the territory's mineral wealth) ruthlessly (and often violently) suppressed efforts by incipient, grass-roots environmental organizers like Bruno Van Peteghem. Although such efforts merely sought to implement and observe reasonable environmental norms (transparency in legal proceedings, implementation of required environmental studies prior to destructive human activities, and unbreakable protection of the most critical of biological preserves), Bruno Van Peteghem experienced threats, the firebombing of his home, and eventually, employment-based pressure that led to his exile from New Caledonia. His allies faced similar experiences.
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          The plight of New Caledonia's environmental patrimony gradually became known to the world at large, partly because Van Peteghem was made a recipient of the prestigious Goldman Environmental Prize for his efforts and sacrifice on behalf of Caledonian ecological protection. In the face of mounting international public awareness, the government slowly implemented some modifications to its near-nonexistent ecological-protection policies. For example, funds were spent on the restoration and upgrading of facilities of a few, high-profile ecologically-important sites, like the famed Madeleine Waterfalls Preserve (Chutes de la Madeleine). Although this prevented the kinds of abuses by the general public that had previously threatened the site (e.g. wood-cutting, fire, garbage, graffiti, etc.), it ultimately does little to give iron-clad protection from mining or industrial exploitation, should such exploitation be proposed for preserves like the Madeleine Waterfalls Preserve. This very fate befell the ecologically-significant area which was completely razed to implement the nearby INCO nickel mine.


          Today, despite continued slow progress in a few areas (e.g. judicial revocation of the INCO mining license in June of 2006 due to numerous abuses), the government still moves slowly, if at all, to address grave threats to New Caledonia's ecological diversity from fire, industrial and residential development, and unrestricted agricultural activity, as well as mining. Every year, more of New Caledonia's natural environment is destroyed or degraded all over its small landmass, due to governmental inaction and willful lack of funding for protective resources. Compounding the problem, is the fact that local environmental-protection agencies, charged with intelligent oversight of natural resources, have implemented a few well-intentioned, but ultimately counterproductive measures whose ultimate effect is to undercut the preservation of natural genetic diversity of the territory's flora and fauna.


          


          Economy


          New Caledonian soils contain a considerable wealth of industrially-critical elements and minerals, including about one-quarter of the world's nickel resources. Mining is therefore a significant industry that greatly benefits the territory's economy. However, the country is also home to numerous, critically-important ancient ecosystems. Thus, widely-practiced and indiscriminate open-pit mining across much of New Caledonia is claimed to be responsible for deterioration of the territory's natural heritage.


          The GDP of New Caledonia in 2006 was 6.8 billion US dollars at market exchange rates, the fourth-largest economy in Oceania after Australia, New Zealand, and Hawaii. The GDP per capita was 28,568 US dollars in 2006 (at market exchange rates, not at PPP), lower than in Australia and Hawaii, but higher than in New Zealand.


          In 2007, exports from New Caledonia amounted to 2.11 billion US dollars, 96.3% of which were mineral products and alloys (essentially nickel ore and ferronickel). Imports amounted to 2.88 billion US dollars. 26.6% of imports came from Metropolitan France, 16.1% from other European countries, 13.6% from Singapore (essentially fuel), 10.7% from Australia, 4.0% from New Zealand, 3.2% from the United States, 3.0% from Japan, and 22.7% from other coutries.


          


          Demography
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          Though still the largest group, the indigenous Melanesian Kanak community now represents 44.6% of the whole population (as of 1996 census), their proportion of the population having declined due to immigration and other factors. The rest of the population is made up of ethnic groups that arrived in New Caledonia in the last 150 years: Europeans (34.5%) (predominantly French, with German, British and Italian minorities), Polynesians (Wallisians, Tahitians) (11.8%), Indonesians (2.6%), Vietnamese (1.4%), Ni-Vanuatu (1.2%), and various other groups (3.9%), such as Malabaris and Tamils, Indians (Hindu and Muslim), Sri Lankans, Bengalis, Berbers, Japanese, Chinese, Fijians (Native Fijians and Indo- Fijian), Arabs, West Indian (mostly from other French territories) and a small number of ethnic Africans. Some of this immigration was a direct consequence of various conflicts around the world but in particular of the crumbling of the French colonial empire. The Kanak are known officially as Melanesians. Similarly, those whose roots are in French Polynesia are known either as Tahitians (which excludes persons originating in the other archipelagoes of French Polynesia) or simply as Polynesians (which would include both Tahitians and Wallisians, as well as many other minor groups). Whites that have lived in New Caledonia for several generations are locally known as Caldoches, whereas newcomers who have immigrated from metropolitan France are called Mtros or Mtropolitains. The European population also includes some pieds noirs who came after Algeria gained independence from France, some of them prominent in anti-independence politics, including Pierre Maresca, a leader of the RPCR. Within the official statistical category "Europeans" no distinction is made between Caledonian-born whites and French-born whites, however it is estimated that approximately two thirds identify themselves with the Caldoche community while the rest see themselves primarily as French immigrants. There is a significant contingent of people that arrive from France to work for a year or two and others that have come to retire. The Caldoche usually refer to themselves simply as caldoniens and may be either white (mostly French or German) or white with an admixture of Asian, Melanesian or Polynesian ancestry. Caldoche culture has many similarities with Australian and Afrikaner culture. Until very recently the Kanak population held an economically disadvantaged position in New Caledonian society, while wealthy French expatriates formed the top of the socio-economic hierarchy. The Asian and Polynesian inhabitants dominate certain segments of the local economy.
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          There have been frequent accusations by the pro-independence movement that the French government is attempting to skew the demographic balance between the ethnic communities by clandestinely settling thousands of people from mainland France among the white Caledonians. Censuses are extremely critical to the balance of power in New Caledonia, and the organisation of a new census was regularly postponed after 1996. Eventually the census was carried out in August and September 2004, amidst raging controversies over ethnic questions. Due to an intervention by French president Jacques Chirac, questions asking for the ethnicity of people were deleted from the 2004 census, officially because they were deemed to contravene the French Constitution, which states that no distinction based on ethnicity or religion should be made among French citizens. The indigenous Melanesian Kanak leaders, who are extremely sensitive to ethnic balance issues, called for New Caledonians of Kanak ethnicity not to return census forms if questions regarding ethnicity were not asked, threatening to derail the census process. Eventually, the stalemate was resolved when the local New Caledonian statistical office (a branch of the national French statistical office INSEE) agreed to ask questions regarding ethnicity. However, it is not known whether questions regarding ethnicity were asked to all residents of New Caledonia, and at any rate no data have been released, leaving the ethnic tables from the 1996 census as the only information on ethnicity currently available.


          According to the August 31, 2004 census, there were 230,789 inhabitants in New Caledonia. This figure has increased to 244,600 as of January 1, 2008 official estimates. Kanak leaders were fearful of a major influx of whites from metropolitan France which would alter the ethnic balance in the territory, but this has not happened.


          Population: 244,600 ( January 1, 2008 estimate)


          Age structure:

          0-14 years: 28,4% (male 31 818, female 30 513)

          15-64 years: 64,9% (male 71 565, female 70 815)

          65 years and over: 6,6% (male 6 773, female 7 772) (2006 est.)


          Population growth rate: 1.84% (in 2005), 1.91% (yearly average from January 2000 to January 2006)


          Birth rate: 17.2 births/1 000 population (in 2005)


          Death rate: 4.9 deaths/1 000 population (in 2005)


          Net migration rate: 5.62 migrants/1 000 population (in 2005), 5.01 migrants/1 000 population (yearly average between beginning of 2000 and end of 2005)
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          Sex ratio:

          at birth: 1,05 male(s)/female

          under 15 years: 1,04 male(s)/female

          15-64 years: 1,01 male(s)/female

          65 years and over: 0,87 male(s)/female

          total population: 1,01 male(s)/female ( 2006 est.)


          Infant mortality rate: 7,57 deaths/1,000 live births male: 8,27 deaths/1,000 live births female: 6,83 deaths/1,000 live births ( 2006 est.)


          Life expectancy at birth: (in 2005)

          total population: 75.2 years

          male: 71.9 years

          female: 78.6 years


          Total fertility rate: 2.20 children born/woman (in 2005)


          Nationality:

          noun: New Caledonian(s)

          adjective: New Caledonian


          Ethnic groups: (as of 1996 census ) Melanesian 44.6%, European 34.5%, Wallisian 9.1%, Tahitian 2.7%, Indonesian 2.6%, Vietnamese 1.4%, Ni-Vanuatu 1.2%, other (Filipino) 3.9%


          Religions: Roman Catholicism 60%, Protestantism 30%, other 10%


          Languages: French (official), 33 Melanesian-Polynesian languages


          Literacy:

          definition: age 15 and over can read and write

          total population: 91%

          male: 92%

          female: 90% (1976 est.)


          


          Languages


          French is the official language of New Caledonia as in the rest of the French Republic. At the 2004 census, 97.0% of people whose age was 14 or older reported that they could speak, read and write French, whereas only 0.97% reported that they had no knowledge of French. At the same census, 37.1% of people whose age was 14 or older reported that they could speak (but not necessarily read or write) one of the 28 indigenous Austronesian languages of New Caledonia (see New Caledonian languages and Loyalty Island languages), whereas 58.7% reported that they had no knowledge of any of these 28 indigenous languages.
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          Culture


          


          Sports


          
            [image: Flag used at the 2007 South Pacific Games.]
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          The most popular sport is cricket followed by football .The New Caledonia football team participates in the Oceania region's Nations Cup. Rugby league has been played in New Caledonia since 2003 when its rugby union governing body and clubs switched.
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              	Full name

              	Newcastle United Football Club
            


            
              	Nickname(s)

              	The Magpies, The Toon,

              Geordies
            


            
              	Founded

              	1892
            


            
              	Ground

              	St James' Park

              Newcastle upon Tyne

              England

              ( Capacity 52,387)
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          Newcastle United Football Club (also known as The Magpies or The Toon) is an English professional football club based in Newcastle upon Tyne, who currently play in the Premier League. The club was founded in 1892 after the merger of two local clubs, Newcastle East End and Newcastle West End. Since their founding year, the club have played at their home ground of St James' Park.


          They have won the First Division Championship four times and the FA Cup six times, though their league success was achieved before the Second World War. In European competition the most notable honour the club has won is the Inter-Cities Fairs Cup, in 1969.


          They have a long-standing and fierce rivalry with local team Sunderland. The Tyne-Wear derby between Newcastle United and Sunderland has been played since 1898. The club's traditional kit colours are black and white striped shirts, with black shorts and socks. Supporters of Newcastle United refer to themselves as the Toon Army.


          


          History


          The club was founded in December 1892 by the merger of two local teams Newcastle East End and Newcastle West End who were previously rivals in the Northern League, but after West End fell into financial difficulties they decided to merge. The deal included the lease on West End's stadium St. James' Park and several names were suggested for the new club, including Newcastle Rangers and Newcastle City, however they chose the name Newcastle United.
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              Newcastle competing against Woolwich Arsenal in 1906.
            

          


          Newcastle United went on to win the League Championship on three occasions during the 1900s; 1905, 1907 and 1909. The club's success continued in cup competitions, as they reached five FA Cup Finals in seven years, appearing in the final of 1905, 1906, 1908, 1910 and 1911. However they went on to win just one of them, the 1910 Final against Barnsley, in a replay at Goodison Park. However, there was still one particular low point during this period, as the team suffered a 91 defeat by fierce rivals Sunderland in the 190809 season. Sunderland still count the result as their record highest win.


          After World War I, they won the League a fourth time during 1927. The team returned to the FA Cup final in 1924, in only their second ever final at Wembley Stadium. They were successful in defeating Aston Villa and therefore winning the club's second FA Cup trophy in its history. Notable players during this period include the likes of Hughie Gallacher, Neil Harris, Stan Seymour and Frank Hudspeth.


          During the 1950s, United won the FA Cup trophy on three occasions within a five year period. In 1951 they defeated Blackpool 20, a year later Arsenal were beaten 10 and in 1955 United defeated Manchester City 31. Newcastle had gained a high profile, and so had their players; 'Wor Jackie' Milburn and Bobby 'Dazzler' Mitchell in particular.


          The old war horse Joe Harvey, who had captained the team to much of their post-war success, returned to revitalise Newcastle. He teamed up with Stan Seymour to rebuild Newcastle United and they won the Second Division Champions in 1965. Newcastle then became very much an unpredictable and inconsistent team, always capable of defeating the best, but never quite realising their potential.
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              Wyn Davies with Newcastle's 1969 Inter-Cities Fairs Cup
            

          


          Joe Harvey's team qualified for Europe for the first time in 1968 and surprised many the following year by winning the Inter-Cities Fairs Cup, (which was the forerunner of the UEFA Cup), beating Sporting Lisbon, Feyenoord, Real Zaragoza and Rangers along the way, before triumphing over two legs against Hungary's jpest FC in the final. United possessed a reliable team and Newcastle's tradition of fielding a popular goalscorer at number 9 continued, as Welshman Wyn Davies was prominent.


          In the years that followed European success, manager Harvey brought in a string of talented entertainers who thrilled the Newcastle crowd. Players such as Jimmy Smith, Tony Green, Terry Hibbitt and in particular striker Malcolm Macdonald all became favorites among the supporters. Nicknamed 'Supermac', Malcolm Macdonald was one of United's most popular figures and is still held in high regard by supporters to this day. He was an impressive goal scorer, which led United's attack to Wembley twice, in 1974 and 1976, against Liverpool in the FA Cup and Manchester City in the League Cup. But on each occasion Newcastle failed to bring the trophy back to Tyneside. A small consolation was back to back triumphs in the Texaco Cup in 1974 and 1975.


          By the start of the 1980s, United had declined dramatically and were languishing in the Second Division. Gordon Lee had replaced Harvey as boss, yet he in turn soon gave way to Richard Dinnis and then Bill McGarry. But it was Arthur Cox who steered United back again to the First Division with ex-England captain Kevin Keegan the focus of the team, having joined the club in 1982. With managers such as Jack Charlton, Willie McFaul and Jim Smith, Newcastle remained in the top-flight until the team was relegated once more in 1989.


          Later, Kevin Keegan returned to Tyneside to replace Osvaldo Ardiles as manager on a short term contract in 1992, taking what he claimed to be the only job that could tempt him back into football. United were struggling at the wrong end of Division Two; Sir John Hall had all but taken control of the club and he needed a minor miracle to stop Newcastle from tumbling into the Third Division for the first time in their history. Survival was confirmed by winning both of their final two league games, at home to Portsmouth and away to Leicester City, the latter to a last minute own goal, although as it transpired, Newcastle would have survived even if they had lost at Leicester .


          The 199293 season saw a dramatic turn around in the club's fortunes. They won their first eleven league games before a 10 home defeat against Grimsby Town ended the run, two games short of the English league record of 13 consecutive wins. Playing an exciting brand of attacking football Newcastle became Division One champions with a 20 away win, coincidentally at Grimsby, and gained promotion to the Premier League.


          Under Keegan, Newcastle continued to succeed, impressing with their attacking flair and a third place finish during the 199394 season, this was their first season back in the top flight. The attacking philosophy of Keegan led to Newcastle becoming labelled by Sky television as " The Entertainers". The following season Newcastle sold top scorer Andy Cole to Manchester United and finished 6th that season.


          With the transfer money in 199596, Newcastle rebuilt with the signing of David Ginola and Les Ferdinand amongst others. The club came very close to winning the Premier League that season, and were at one time 12 points ahead of nearest rivals Manchester United, but eventually lost out. One match in particular from that season stood out, the 43 defeat to Liverpool, which has since been described as the greatest ever Premiership match. On 30 July 1996, the disappointment of missing out on the title was lessened to an extent, as the club signed Alan Shearer for a then world record fee of 15 million. The 199697 season saw Newcastle once again finish in second.
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              St James' Park in 2006, in honour of all-time leading goalscorer Alan Shearer.
            

          


          After short and unsuccessful spells as manager from Kenny Dalglish and Ruud Gullit, former England manager Sir Bobby Robson was appointed as manager. His first home game in charge was particularly impressive; it was an 80 victory over Sheffield Wednesday, which remains the club's record home win. Good performances such as these helped the club ensure survival in the Premiership in Robson's first season. A title challenge emerged during the 200102 season, and Newcastle achieved qualification for the Champions League after finishing in 4th place. However, Robson was fired in 2004 after failing to qualify for the Champions League. Robson is still held in high regard by Newcastle supporters.


          Graeme Souness was his replacement, but he proved to be an unpopular choice being fired on 2 February 2006, despite signing Michael Owen for a record 17 million. Glenn Roeder replaced Souness; the game after his time as manager Alan Shearer overtook Jackie Milburn as the club's highest ever goal-scorer. Shearer retired at the end of the 200506 season, with a total of 206 goals for the club. Despite finishing the 2005-06 season well, Roeder's fortunes quickly changed in the 2006-07 season, and he left the club by mutual consent on May 6, 2007. Sam Allardyce was named as Roeder's successor on May 15, with what proved to be Freddy Shepherd's last act as Chairman, who sold his final shares in the club on June 7 to Mike Ashley. Sam Allardyce left the club on January 9, 2008 by mutual consent after less than eight months in charge. It was confirmed on January 16th 2008 that Kevin Keegan would return to Newcastle as manager, eleven years and eight days since leaving the club on January 8th 1997. Further appointments in January 2008 have seen Dennis Wise join the club as Executive Director (Football), as well as Tony Jimenez as Vice President (Player Recruitment) and Jeff Vetere as Technical Co-ordinator.


          


          Crest


          


          The first club badge which Newcastle United wore on their shirts was the historic coat of arms of Newcastle upon Tyne, this was worn as standard from 19691976, though it had been worn on previous occasions far earlier especially in FA Cup finals. A scroll at the bottom of the crest features a phrase in Latin; fortiter defendit triumphans which translates into English as, "triumphing by brave defence".


          From the years 19761983 United wore a club specific crest which they had developed to wear in place of the city council coat of arms. The design was of a circular shape which featured the club's name in full, it contained a magpie standing infront of the River Tyne with the historic Norman castle of Newcastle in the background. A more simplistic design followed in 1983, featuring the initials of the club's name, NUFC with the small magpie used in the previous crest within the horizontally laid C, this logo was relatively short lived and was discontinued after 1988.


          From 1988 onwards, Newcastle United have used their present club crest; in some ways it was a revert to a more traditionalist design which has similarities to the city council one which the club first used. Compared to the city coat of arms, Newcastle United's crest design is more stripped down and is modified to apply to the club specifically, this includes the use of the club's black and white stripes on the shield. Either side of shield is a silver seahorse with a gold mane and tail fin, this represents Tyneside's close relationship with the sea.
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          For much of Newcastle United's history, their home colours have been black and white striped shirts, with black shorts and black socks, though white socks are sometimes worn under some managers who consider them " lucky". For the first two years of the club's existence United continued to wear the home kit of East End, which included red shirts, white shorts and black socks; this was changed to the more familiar black and white striped kit in 1894. The new colours were adopted because many clubs in the same division as Newcastle also wore red and frequently clashed, including Liverpool and Woolwich Arsenal.


          Conversely, United's change or away colours have been very inconsistent, there is no set in stone standard and the club changes the away colours often, but most commonly it has been a shade of blue (since the 1990s) or yellow. The yellow kit was especially common throughout the 1970s and 1980s and featured a green or blue trim, depending on the season; a yellow and green striped away kit even appeared in 19881990. Other common change colours have been grey, all black, all white and green. The most unusual away kit was likely the maroon and navy blue horizontal hoop colours from the 199596 and 200607 seasons, it was a tribute to West End.


          



          


          Shirt sponsors and manufacturers


          
            
              	Period

              	Kit manufacturer

              	Shirt sponsor
            


            
              	19761979

              	Bukta

              	None
            


            
              	19801986

              	Umbro

              	Scottish & Newcastle
            


            
              	19861991

              	Greenall's
            


            
              	19911993

              	Scottish & Newcastle / McEwan's
            


            
              	19931995

              	Asics

              	Scottish & Newcastle / McEwan's
            


            
              	19952000

              	Adidas

              	Newcastle Brown Ale ( Scottish & Newcastle)
            


            
              	20002003

              	NTL
            


            
              	2003

              	Northern Rock
            

          


          


          Stadium
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          Newcastle's home stadium is St James' Park, which has been their home since the merger of East End and West End in 1891, though football was first played there in 1880. At the turn of the 20th century the ground could hold 30,000, but this was soon expanded to 60,000. However, the ground was altered little in the next 70 years, and by the 1980s was looking dated.


          The Bradford fire in 1985 prompted renovation, but progress was slow due to financial difficulties. The takeover of the club by Sir John Hall in 1992 resolved these difficulties, and the stadium was redeveloped to comply with the Taylor Report. In the mid-1990s, the club wished to build a new ground in the nearby Leazes Park, however these plans were quashed. In response to this, the club expanded St. James' Park further. Following the completion of the construction in 2000, St James' Park became the club ground with the second highest capacity in England with 52,387 seats, behind Manchester United's Old Trafford. It later became the third highest capacity after the completion of Arsenal's Emirates Stadium.


          Two stands, the Sir John Hall stand and the Milburn stand, have two tiers and are of cantilever construction, whereas the East Stand and the Gallowgate End are roughly half as high, and each have a single tier. This can make the stadium look quite lopsided. The Gallowgate End is traditionally home to Newcastle's most vociferous supporters, as it was once the stand with no roof covering. In recent years, a fan based group named Toon Ultras has began to assemble in Level 7 of the Sir John Hall Stand to attempt to "Bring Back The Noise" which supporters feel was lost when the club expanded the stadium and split fans to cater for executive boxes.


          It was announced on 2 April 2007 that the club intend to submit plans for a new 300 million development that would increase the stadium's capacity to at least 60,000, but these plans have now been dismissed in the wake of the recent take over by Mike Ashley.


          


          Supporters
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          Newcastle have a large fanbase and had the third highest average attendance (50,686) in the English Premier League for the 2006-07 season, although in terms of percentage of stadium capacity, Newcastle were tenth in the Premier League with 96.7%. Newcastle's supporters are considered to be a passionate set of fans and were found to be the most dedicated in the country in a 2007 survey. They are often referred to as the "Toon Army" or the " Geordies". The name Toon originates from the geordie pronunciation of town. It is not known for sure where exactly the term Geordie comes from. However it has also been claimed that in 1745, George II recruited many troops from around the Newcastle area. They were known as "George's men", which became "Geordies men" in the local dialect, hence Geordies. However it seems to originate from the North East coal mining industry with miners being called Geordies (As referenced in Camden Hotten, John (1869). The Slang Dictionary, Or Vulgar Words, Street Phrases And Fast Expressions of High and Low Society. John Camden Hotten, 142.Geordie, general term in Northumberland and Durham for a pitman, or coal-miner. Origin not known; the term has been in use more than a century.". Which compliments the fact that North Eastern miners used Geordie lamps, which were miner's lamps developed by George Stephenson in 1815; that George was the most popular eldest boys name in the North East of England.


          The club is based in the centre of Newcastle upon Tyne and is the only major club in the city; within England itself, the club's most prominent fanbase is from the North East down to and including Yorkshire. In recent times, where other clubs have attracted fanbases from all around the world, Newcastle's fanbase is still mostly within Britain, with a percentage from other parts of the world, particularly Scandinavia, North America and Australia.


          Like all major English football clubs, Newcastle has a number of domestic supporters' clubs. The club's supporters publish fanzines such as True Faith and The Mag. In addition to the usual English football chants, Newcastle's supporters sing the traditional Tyneside song " Blaydon Races".


          Former Labour Prime Minister Tony Blair is known to be a keen supporter of Newcastle.


          Newcastle's longest-running and deepest rivalry is with their nearest major neighbour, Sunderland, colloquially known as "The Mackems", a term used by Newcastle and Sunderland residents alike. the term came about from the ship building days where it was said that the people from Sunderland 'Mackem' and the people from Newcastle 'Takem' in order to complete the work. Matches between the two are referred to as the Tyne-Wear derby. Newcastle also have a smaller rivalry with Middlesbrough, with whom they contest the Tyne-Tees derby. It is believed that Middlesbrough's supporters consider the rivalry to be more intense than Newcastle supporters.


          


          Statistics and records


          Jimmy Lawrence holds the record for the most Newcastle appearances, having played 496 first-team matches between 1904 and 1921 as a goalkeeper. Former captain and left back Frank Hudspeth comes second, having appeared 472 times and scoring on 37 occasions.


          Alan Shearer is the club's top goalscorer with 206 goals in all competitions between 1996 and 2006 having surpassed Jackie Milburn's tally of 200 in February 2006. Milburn had held the record since 1957, his striking partner Len White is the third highest scorer at Newcastle with 153 goals. Albert Stubbins could be Newcastle's all time leading goal scorer but his goals are not counted as the majority were scored during World War II.


          Newcastle's record home attendance is 68,386, against Chelsea on 3 September 1930. The capacity of St James' Park is currently 52,387, so it is unlikely that these records will be broken in the foreseeable future. The highest attendance in the Premier League is 52,327, in a match against Manchester United on 28 August, 2005.
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          Current squad


          
            	As of 31 January 2008.
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                    	Position

                    	Player
                  


                  
                    	1

                    	[image: Flag of Ireland]

                    	GK

                    	Shay Given
                  


                  
                    	2

                    	[image: Flag of Ireland]

                    	DF

                    	Stephen Carr
                  


                  
                    	3

                    	[image: Flag of Spain]

                    	DF

                    	Jos Enrique
                  


                  
                    	5

                    	[image: Flag of Turkey]

                    	MF

                    	Emre
                  


                  
                    	6
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                    	DF

                    	Caapa
                  


                  
                    	7

                    	[image: Flag of England]

                    	MF

                    	Joey Barton
                  


                  
                    	9

                    	[image: Flag of Nigeria]

                    	FW

                    	Obafemi Martins
                  


                  
                    	10

                    	[image: Flag of England]

                    	FW

                    	Michael Owen ( captain)
                  


                  
                    	11

                    	[image: Flag of Ireland]

                    	MF

                    	Damien Duff
                  


                  
                    	13

                    	[image: Flag of England]

                    	GK

                    	Steve Harper
                  


                  
                    	14

                    	[image: Flag of France]

                    	MF

                    	Charles N'Zogbia
                  


                  
                    	16
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                    	MF

                    	James Milner
                  


                  
                    	17
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                    	FW

                    	Alan Smith
                  


                  
                    	20
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                    	MF

                    	Geremi
                  

                

              

              	

              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	21

                    	[image: Flag of Senegal]

                    	DF

                    	Habib Beye
                  


                  
                    	22
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                    	MF

                    	Nicky Butt
                  


                  
                    	23
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                    	FW

                    	Shola Ameobi
                  


                  
                    	25

                    	[image: Flag of Senegal]

                    	DF

                    	Abdoulaye Faye
                  


                  
                    	26
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                    	DF

                    	Peter Ramage
                  


                  
                    	27
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                    	DF

                    	Steven Taylor
                  


                  
                    	30
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                    	DF

                    	David Edgar
                  


                  
                    	34

                    	[image: Flag of England]

                    	GK

                    	Fraser Forster
                  


                  
                    	35

                    	[image: Flag of England]

                    	DF

                    	Ben Tozer
                  


                  
                    	36

                    	[image: Flag of Australia]

                    	FW

                    	Mark Viduka
                  


                  
                    	37
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                    	FW

                    	James Troisi
                  


                  
                    	38
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                    	MF

                    	Kazenga LuaLua
                  


                  
                    	39
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                    	FW

                    	Andy Carroll
                  

                

              
            

          


          


          Out on loan


          
            
              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	4
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                    	DF

                    	David Rozehnal ( Lazio - to end of season)
                  


                  
                    	40
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                    	GK

                    	Tim Krul ( Falkirk - to May 2008)
                  

                

              
            

          


          


          Reserves


          


          Notable players


          


          Players awarded a testimonial


          The following Newcastle United players have been awarded a testimonial match by the club:


          
            	Peter Beardsley


            	Jackie Milburn


            	Bobby Moncur


            	Bobby Mitchell


            	Alan Shearer

          


          


          Management


          While Mike Ashley is sole owner of the club, he has not given himself an official role on the board of directors of the club. St James Holdings Ltd was the company used by Ashley in the purchase of Newcastle United plc, whose shares were de-listed from the London Stock Exchange at 8 a.m. on 18 July 2007.


          


          Board of Directors


          
            
              	Position

              	Name
            


            
              	Life President

              	Sir John Hall
            


            
              	Chairman

              	Chris Mort
            


            
              	Executive Director (Football)

              	Dennis Wise
            


            
              	Vice President (Player Recruitment)

              	Tony Jimenez
            

          


          


          Current Management and Coaching


          
            
              	Position

              	Name
            


            
              	Technical Co-ordinator

              	Jeff Vetere
            


            
              	Manager

              	Kevin Keegan
            


            
              	Assistant Manager

              	Arthur Cox
            


            
              	First Team Coaches

              	Nigel Pearson

              Steve Round

              Terry McDermott
            


            
              	Reserve Team Manager

              	Adam Sadler
            


            
              	Goalkeeping Coach

              	Paul Barron
            


            
              	Fitness Coaches

              	Adrian Lamb

              Craig Russell
            


            
              	Youth Academy Manager

              	Joe Joyce
            


            
              	Youth Academy Coaches

              	Kenny Wharton

              Simon Tweddle
            


            
              	Physiotherapists

              	Derek Wright

              Kev Bell

              Mark Taylor
            


            
              	Head Scout

              	Paul Montgomery
            


            
              	Scouts

              	Chris McMenemy

              Vic Halom

              Bobby Saxton

              Jack Chapman
            

          


          


          Manager History


          As of February 3, 2008. Only competitive matches are counted.


          
            
              	Name

              	Nat

              	From

              	To

              	Record
            


            
              	P

              	W

              	D

              	L

              	Win%
            


            
              	Andy Cunningham

              	[image: Flag of Scotland]

              	January 1, 1930

              	May 31, 1935

              	251

              	105

              	45

              	101

              	41.83
            


            
              	Tom Mather

              	[image: Flag of England]

              	June 1, 1935

              	September 1, 1939

              	179

              	78

              	32

              	69

              	43.57
            


            
              	Stan Seymour

              	[image: Flag of England]

              	September 1, 1939

              	June 1, 1958

              	338

              	130

              	74

              	134

              	38.46
            


            
              	George Martin

              	[image: Flag of England]

              	May 1, 1947

              	December 1, 1950

              	155

              	76

              	40

              	39

              	49.03
            


            
              	Doug Livingstone

              	[image: Flag of Scotland]

              	December 1, 1954

              	January 1, 1956

              	99

              	43

              	20

              	36

              	43.43
            


            
              	Charlie Mitten

              	[image: Flag of England]

              	June 1, 1958

              	October 1, 1961

              	145

              	53

              	28

              	64

              	36.55
            


            
              	Norman Smith

              	[image: Flag of England]

              	October 1, 1961

              	June 1, 1962

              	35

              	12

              	8

              	15

              	34.28
            


            
              	Joe Harvey

              	[image: Flag of England]

              	June 1, 1962

              	June 1, 1975

              	591

              	224

              	52

              	215

              	37.90
            


            
              	Gordon Lee

              	[image: Flag of England]

              	June 12, 1975

              	January 30, 1977

              	74

              	28

              	20

              	26

              	37.83
            


            
              	Richard Dinnis

              	[image: Flag of England]

              	February 2, 1977

              	November 9, 1977

              	40

              	12

              	10

              	18

              	30.00
            


            
              	Bill McGarry

              	[image: Flag of England]

              	November 18, 1977

              	August 31, 1980

              	118

              	37

              	33

              	48

              	31.35
            


            
              	Arthur Cox

              	[image: Flag of England]

              	September 1, 1980

              	May 24, 1984

              	169

              	76

              	42

              	51

              	44.97
            


            
              	Jack Charlton

              	[image: Flag of England]

              	August 14, 1984

              	August 10, 1985

              	48

              	15

              	15

              	18

              	31.25
            


            
              	Willie McFaul

              	[image: Flag of Northern Ireland]

              	September 10, 1985

              	October 10, 1988

              	140

              	47

              	39

              	54

              	33.57
            


            
              	Colin Suggett

              	[image: Flag of England]

              	November 2, 1988

              	December 4, 1988

              	5

              	0

              	2

              	3

              	0
            


            
              	Jim Smith

              	[image: Flag of England]

              	December 14, 1988

              	March 26, 1991

              	121

              	44

              	38

              	39

              	36.36
            


            
              	Osvaldo Ardiles

              	[image: Flag of Argentina]

              	March 26, 1991

              	February 5, 1992

              	47

              	10

              	18

              	19

              	21.27
            


            
              	Kevin Keegan

              	[image: Flag of England]

              	February 5, 1992

              	January 8, 1997

              	251

              	138

              	52

              	62

              	54.98
            


            
              	Terry McDermott

              	[image: Flag of England]

              	January 8, 1997

              	January 14, 1997

              	1

              	0

              	1

              	0

              	0
            


            
              	Kenny Dalglish

              	[image: Flag of Scotland]

              	January 14, 1997

              	August 27, 1998

              	78

              	30

              	26

              	22

              	38.46
            


            
              	Ruud Gullit

              	[image: Flag of the Netherlands]

              	August 28, 1998

              	August 28, 1999

              	52

              	18

              	14

              	20

              	34.61
            


            
              	Steve Clarke

              	[image: Flag of Scotland]

              	August 28, 1999

              	September 2, 1999

              	1

              	0

              	0

              	1

              	0
            


            
              	Sir Bobby Robson

              	[image: Flag of England]

              	2 September 1999

              	30 August 2004

              	255

              	119

              	64

              	72

              	46.66
            


            
              	John Carver

              	[image: Flag of England]

              	11 September 2004

              	13 September 2004

              	1

              	1

              	0

              	0

              	100
            


            
              	Graeme Souness

              	[image: Flag of Scotland]

              	13 September 2004

              	2 February 2006

              	87

              	39

              	19

              	29

              	44.82
            


            
              	Glenn Roeder

              	[image: Flag of England]

              	2 February 2006

              	6 May 2007

              	73

              	33

              	16

              	24

              	45.20
            


            
              	Nigel Pearson

              	[image: Flag of England]

              	6 May 2007

              	15 May 2007

              	1

              	0

              	1

              	0

              	0
            


            
              	Sam Allardyce

              	[image: Flag of England]

              	15 May 2007

              	January 9, 2008

              	24

              	8

              	6

              	10

              	33.33
            


            
              	Nigel Pearson

              	[image: Flag of England]

              	January 9 2008

              	January 16, 2008

              	2

              	1

              	0

              	1

              	50
            


            
              	Kevin Keegan

              	[image: Flag of England]

              	January 16 2008

              	Present

              	4

              	0

              	2

              	2

              	0
            

          


          


          Honours


          Domestic


          
            	
              First Division and Premier League titles: 4

              
                	Champions: 1904-05, 1906-07, 1908-09, 1926-27


                	Runners-up: 199596, 199697

              

            

          


          
            	
              Football League Second Division: 2

              
                	Champions: 1964-65, 1992-93


                	Runners-up: 1897-98, 1947-48

              

            

          


          League Cups


          
            	
              FA Cups: 6

              
                	1910, 1924, 1932, 1951, 1952, 1955

              

            

          


          
            	
              Charity Shields and Community Shields: 1

              
                	1909

              

            

          


          European


          
            	
              Anglo-Italian Cup: 1

              
                	1973

              

            

          


          
            	
              Inter-Cities Fairs Cup: 1

              
                	1969

              

            

          


          
            	
              Intertoto Cup: 1

              
                	Winners: 2006


                	Runners-up: 2001

              

            

          


          Other Cups


          
            	
              Texaco Cups: 2

              
                	1974, 1975

              

            

          


          
            	
              Kirin Cup: 1

              
                	1983

              

            

          


          
            	
              Milk Cup: 2

              
                	1985 (Premier), 1989 (Premier)

              

            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Newcastle_United_F.C."
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
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              	Newcastle upon Tyne
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                The Tyne Bridge
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                Newcastle upon Tyne shown within Tyne and Wear
              
            


            
              	Population

              	259,536
            


            
              	OSgridreference

              	
            


            
              	Metropolitanborough

              	Newcastle City Council
            


            
              	Metropolitancounty

              	Tyne and Wear
            


            
              	Region

              	North East
            


            
              	Constituentcountry

              	England
            


            
              	Sovereignstate

              	United Kingdom
            


            
              	Post town

              	NEWCASTLE UPON TYNE
            


            
              	Postcodedistrict

              	NE1-NE7, NE12-NE13, NE15
            


            
              	Diallingcode

              	0191
            


            
              	Police

              	Northumbria
            


            
              	Fire

              	Tyne and Wear
            


            
              	Ambulance

              	North East
            


            
              	EuropeanParliament

              	North East England
            


            
              	UKParliament

              	Newcastle upon Tyne Central
            


            
              	

              	Newcastle upon Tyne East and Wallsend
            


            
              	

              	Newcastle upon Tyne North
            


            
              	

              	Tyne Bridge
            


            
              	List of places: UK  England  Tyne and Wear
            

          


          Coordinates:


          Newcastle upon Tyne ( pronunciation) (often shortened to Newcastle) is a city in Tyne and Wear, England, historically part of the English county of Northumberland. The city lies on the banks of the River Tyne. The city owes its name to the Norman castle built in 1080, by Robert II of Normandy, the eldest son of William the Conqueror.


          The area around Newcastle was historically a Roman settlement. The city grew as an important centre for the wool trade and it later became a major coal mining area. The port developed in the 16th century and, along with the shipyards lower down the river was amongst the world's largest shipbuilding and ship-repairing centres. The city is also an educational centre, with two universities.


          A city was founded in the 2nd century, during the times of Roman occupation, under the name Pons Aelius. The medieval Latin name is Novum Castrum super Tynum (Newcastle upon Tyne). The city is the 20th most populous in England; the larger Tyneside conurbation, of which Newcastle forms part, is the sixth most populous conurbation in the United Kingdom. Newcastle is a member of the English Core Cities Group and (with Gateshead) the Eurocities network of European cities.


          People from Newcastle and surrounding areas are commonly called Geordies. The Latin term Novocastrian can equally be applied to residents of any place called Newcastle.


          


          History


          


          Early development


          The first settlement in what is now Newcastle was Pons Aelius, designating the bridge across the Tyne and given the family name of the Roman Emperor Hadrian who founded it in the 2nd century AD. The population of Pons Aelius at this period was estimated at 2,000. Hadrian's Wall is still visible in parts of Newcastle, particularly along the West Road. (The course of the "Roman Wall" can also be traced eastwards to the Segedunum Roman fort in Wallsend - the wall's end). The extent of Hadrian's Wall was 73miles (117km), spanning the width of Britain; the wall incorporated Agricola's Ditch and was constructed primarily to prevent unwanted immigration from the north, not as a fighting line for a major invasion.


          After the Roman withdrawal from Britain, Newcastle became part of the powerful Anglo-Saxon kingdom of Northumbria, and became known throughout this period as Monkchester. After a series of conflicts with the Danes and the devastation north of the River Tyne inflicted by Odo of Bayeux after the 1080 rebellion against the Normans, Monkchester was all but destroyed. Because of its strategic position, Robert Curthose, son of William the Conqueror, erected a wooden castle there in the year 1080 and the town was henceforth known as Novum Castellum or New Castle.


          Throughout the Middle Ages, Newcastle was England's northern fortress. A 25-foot (7.6m) high stone wall was built around the town in the 13th century, to defend it from invaders during the Border war against Scotland. The Scots king William the Lion was imprisoned in Newcastle in 1174, and Edward I brought the Stone of Scone and William Wallace south through the town. Newcastle was successfully defended against the Scots three times during the 14th century, and around this time became a county corporate.


          From 1530 a royal act restricted all shipments of coal from Tyneside to Newcastle quayside, giving a monopoly in the coal trade to a cartel of Newcastle burgesses known as the Hostmen. This monopoly, which lasted for a considerable time, helped Newcastle prosper, but it had its impact on the growth of near-neighbours Sunderland, causing a Tyneside and a Wearside rivalry that still exists. In the Sandgate area, to the east of the city and beside the river, resided the close-knit community of keelmen and their families. They were so called because they worked on the keels, boats that were used to transfer coal from the river banks to the waiting colliers, for export to London and elsewhere. During the English Civil War, Newcastle supported the king and in 1644 was stormed ('with roaring drummes') by Cromwell's Scots allies, based in pro-Parliament Sunderland. The grateful King bestowed the motto "Fortiter Defendit Triumphans" ("Triumphing by a brave defence") upon the town. Ironically, Charles was imprisoned in Newcastle by the Scots in 1646-7.


          In the 18th century, Newcastle was the country's largest print centre after London, Oxford and Cambridge, and the Literary and Philosophical Society of 1793, with its erudite debates and large stock of books in several languages, predated the London Library by half a century. Newcastle also became the greatest glass producer in the world.


          Newcastle's development as a major city, however, owed most to its central role in the export of coal. The phrase taking coals to Newcastle was first recorded in 1538. In the 19th century, shipbuilding and heavy engineering were central to the city's prosperity; and the city was a powerhouse of the Industrial Revolution. Innovation in Newcastle and surrounding areas included the development of safety lamps, Stephenson's Rocket, Lord Armstrong's artillery, Be-Ro flour, Joseph Swan's electric light bulbs, and Charles Parsons' invention of the steam turbine, which led to the revolution of marine propulsion and the production of cheap electricity.


          Heavy industries in Newcastle declined in the second half of the 20th century; office and retail employment are now the city's staples.


          


          Urban development


          In large parts, Newcastle still retains a medieval street layout. Narrow alleys or 'chares', most of which can only be traversed by foot, still exist in abundance, particularly on the riverside. Stairs from the riverside to higher parts of the city centre and the extant Castle Keep, originally recorded in the 14th century, remain in their places. Close, Sandhill and Quayside contain modern buildings as well as structures dating from the 15th-18th centuries, including Bessie Surtees House, the Cooperage and Lloyds Quayside Bars, Derwentwater House and the currently unused Grade I-listed 16th century merchant's house at 28-30 Close.


          The city has an extensive neoclassical centre, largely developed in the 1830s by Richard Grainger and John Dobson, and recently extensively restored. Broadcaster and writer Stuart Maconie describes Newcastle as England's best-looking city and Grey Street, which curves down from Grey's Monument towards the valley of the River Tyne, was voted as England's finest street in 2005 in a survey of BBC Radio 4 listeners. A portion of Grainger Town was demolished in the 1960s to make way for the Eldon Square Shopping Centre, including all but one side of the original Eldon Square itself.


          Immediately to the northwest of the city centre is Leazes Park, established in 1873 after a petition by 3,000 working men of the city for "ready access to some open ground for the purpose of health and recreation". Just outside one corner of this is St James' Park, the stadium home of Newcastle United F.C. which dominates the view of the city from all directions.


          Another green space in Newcastle is the vast Town Moor, lying immediately north of the city centre. It is larger than Hyde Park and Hampstead Heath put together and the freemen of the city have the right to graze cattle on it. Unlike other cities where similar rights exist, they often take advantage of this, leading to the somewhat bizarre sight of cattle grazing within yards of the city's town hall, Newcastle Civic Centre. The right incidentally extends to the pitch of St James' Park, Newcastle United Football Club's ground, though this is not exercised,although the Freemen do collect rent for the loss of privilege. Honorary freemen include Bob Geldof, Nelson Mandela, Alan Shearer and the Royal Shakespeare Company. The Hoppings funfair, said to be the largest travelling fair in Europe, is held here annually in June. In the south eastern corner is Exhibition Park, which is home to the Newcastle Military Vehicle Museum.


          The wooded gorge of the Ouseburn in the east of the city is known as Jesmond Dene and forms another popular recreation area, linked by Armstrong Park and Heaton Park to the Ouseburn Valley, where the river finally reaches the River Tyne.


          Newcastle was voted as the Best City in the North in April 2007 by The Daily Telegraph newspaper - beating Liverpool, Manchester, Sheffield and Leeds in an online poll conducted of its readers.


          


          Recent developments


          The development of the city in the 1960s and 1970s saw the demolition of part of Grainger Town as a prelude to the modernist rebuilding initiatives of T. Dan Smith, the leader of Newcastle City Council. A corruption scandal was uncovered involving Smith and John Poulson, a property developer, and both were jailed. Echoes of the scandal were revisited in the late 1990s in the BBC TV mini-series, Our Friends in the North.


          The Tyne Gorge between Newcastle on the north bank and Gateshead (an administratively separate borough) on the south bank, is famous for a series of dramatic bridges, including the Tyne Bridge of 1928 which was built by Dorman Long of Middlesbrough, and Robert Stephenson's High Level Bridge of 1849, the first road/rail bridge in the world. Large-scale regeneration has replaced former shipping premises with imposing new office developments; an innovative tilting bridge, the Gateshead Millennium Bridge was commissioned by Gateshead and has integrated the older Newcastle Quayside more closely with major cultural developments in Gateshead, including the BALTIC Centre for Contemporary Art and the Norman Foster-designed The Sage Gateshead music centre. Newcastle & Gateshead Quayside is now a thriving, cosmopolitan area with an abundance of bars, restaurants and public spaces. As a tourist promotion, Newcastle and Gateshead have linked together under the banner " NewcastleGateshead", to spearhead the regeneration of the north east.


          Notable Newcastle housing developments include Ralph Erskine's the Byker Wall designed in the 1960s and now Grade II* listed. It is on UNESCO's list of outstanding 20th century buildings.


          Newcastle's thriving Chinatown lies in the north-west of Grainger Town, centred on Stowell Street. A new Chinese arch, or paifang, providing a landmark entrance, was handed over to the city with a ceremony in 2005.


          The UK's first biotechnology village, the " Centre for Life" is located in the city centre close to the Newcastle Central railway station. The village is the first step in the City Council's plans to transform Newcastle into a science city.


          
            [image: Newcastle Quayside (left bank) has seen a large amount of redevelopment and investment in recent years.]


            
              Newcastle Quayside (left bank) has seen a large amount of redevelopment and investment in recent years.
            

          


          The River Tyne will have a brand new bridge ( Bambuco Bridge) in 2008 but only for 10 days, it was not made for walking, road or cycling, it is just a sculpture.


          


          Governance


          
            [image: Newcastle Civic Centre]

            
              Newcastle Civic Centre
            

          


          Newcastle is governed using the leader and cabinet system, and the executive is Liberal Democrat, as they have 48 councillors against the Labour Party's 30. No other parties hold seats on the city's council.


          For the purposes of City Council elections, Newcastle is divided into 26 electoral wards.


          
            
              	
                
                  	Benwell and Scotswood


                  	Blakelaw


                  	Byker


                  	Castle


                  	Dene


                  	Denton


                  	Elswick


                  	Fawdon


                  	Fenham


                  	Gosforth ( East and West)


                  	Heaton (North and South)


                  	Jesmond (North and South)

                

              

              	
                
                  	Kenton


                  	Lemington


                  	Newburn


                  	Ouseburn


                  	Parklands


                  	Walker


                  	Walkergate


                  	Westerhope


                  	Westgate


                  	Wingrove


                  	Woolsington

                

              
            

          


          


          Geography


          Newcastle is situated in the North East of England, in the ceremonial county of Tyne and Wear and the historical and traditional county of Northumberland. The city itself is located on the northern bank of the River Tyne at a latitude of 54.974N and a longitude of 1.614W.


          The geology of the area is most famous for its large deposits of coal. Whilst the local bedrock consists mainly of carboniferous rocks, millstone grit and oolite are also present.


          The climate in Newcastle is temperate, although significantly warmer than some other locations at a similar latitude due to the warming influence of the Gulf Stream (via the North Atlantic Drift). Being in the rain shadow of the North Pennines, it is among the driest cities in the UK.


          


          Demography


          


          Population


          According to the UK Government's 2001 census, the city of Newcastle has a population of 189,863, whereas the unitary authority of Newcastle has a population of around 259,500. However, the metropolitan boroughs of North Tyneside (population c.190,000), South Tyneside (population c. 150,000) and Gateshead (population c.200,000) are also part of the Tyneside conurbation, giving the Newcastle-Gateshead metropolitan area a population of 799,000. According to the same statistics, the average age of people living in Newcastle is 37.8 (the national average being 38.6). 93.1% of the population are of white British ethnic background (the national average being 91.3%). Many people in the city have Scottish and Irish ancestors. There is a strong presence of Border Reiver surnames, such as Armstrong, Robson, Charlton, Kerr, Elliot, Hall etc. Other ethnic groups in Newcastle, in order of population size, are Pakistani at 1.9% and Indians at 1.2%. There are also small but significant Chinese, Jewish and Eastern European (Polish, Czech Roma) populations.


          The city is largely Christian at 70.6%; Muslims are 3.6%, and a large number (over 16%) have no religion.


          According to latest figures, the city's ethnic make-up is as follows:


          
            	White  90.5%


            	S.Asian  5.2%


            	Black  1.1%


            	Chinese  1.1%


            	Mixed-race  1.2%


            	Other  0.8%

          


          


          Health


          Newcastle Hospitals NHS Foundation Trust has one of the lowest mortality rates in the country and is ranked seventh in the country for confidence in doctors. Newcastle has three large teaching hospitals: the Royal Victoria Infirmary, the Newcastle General Hospital and the Freeman Hospital, which is also a pioneering centre for transplant surgery.


          In a report, published in early February 2007 by the Ear Institute at the University College London, and Widex, a Danish hearing aid manufacturer, Newcastle was named as the noisiest city in the whole of the UK, with an average level of 80.4 decibels. The report claimed that these noise levels would have a negative long-term impact on the health of the city's residents. The report was criticised, however, for attaching too much weight to readings at arbitrarily selected locations, which in Newcastle's case included a motorway underpass without pedestrian access.


          


          Transport and infrastructure


          


          National and international


          


          Air


          
            [image: Grey's Monument, above the Monument Metro station]

            
              Grey's Monument, above the Monument Metro station
            

          


          Newcastle International Airport is located approximately 6miles (9.7km) from the City Centre on the northern outskirts of the city near Ponteland. The airport handles over five million passengers per year, and is the tenth largest, and the fastest growing regional airport in the UK, expecting to reach 10 million passengers by 2016, and 15 million by 2030. As of 2007, over 90 destinations are available world-wide.


          


          Rail


          Newcastle Central railway station is a principal stop on the East Coast Main Line and Cross Country Route. Opened in 1850 by Queen Victoria, it was the first covered railway station in the world and was much copied across the UK. It has a neoclassical facade, originally designed by the architect John Dobson, and was constructed in collaboration with Robert Stephenson. The first services were operated by the North Eastern Railway company. The city's other mainline station, Manors, is to the east of the city centre.


          Train operator National Express East Coast provides a half-hourly frequency of trains to London, with a journey time of a about three hours. CrossCountry and First TransPennine Express operate regular services to many major destinations, whereas Northern Rail provides local and regional services.


          


          Road


          Major roads in the area include the A1 (Gateshead Newcastle Western Bypass), stretching north to Edinburgh and south to London; the A19 heading south past Sunderland and Middlesbrough to York and Doncaster; the A69 heading west to Carlisle; the A167, the old "Great North Road", heading south to Gateshead, Chester-le-Street, Durham and Darlington; and the A1058 "Coast Road", which runs from Jesmond to the east coast between Tynemouth and Cullercoats. Many of these designations are recentupon completion of the Western Bypass, and its designation as the new line of the A1, the roads between this and the former line through the Tyne Tunnel were renumbered, with many city centre roads changing from a 6-prefix to their present 1-prefix numbers.


          


          Water


          Newcastle has access to an international Ferry Terminal, at North Shields, which offers services to destinations including Amsterdam, Stavanger, Haugesund and Bergen. A ferry to Gothenburg, Sweden, operated by Danish DFDS Seaways, ceased crossing at the end of October 2006. The company cited high fuel prices and new competition from low-cost air services as the cause. DFDS Seaways' sister company, DFDS Tor Line, will continue to run scheduled freight ships between Gothenburg and several English ports, with limited capacity for passengers. From summer 2007, Thomson cruise lines includes Newcastle as a port of call on its Norwegian and Fjords cruise.


          


          Local


          


          Bus


          
            [image: Haymarket Bus Station with QuayLink Q2 bus exiting]

            
              Haymarket Bus Station with QuayLink Q2 bus exiting
            

          


          Operating from the hubs of Eldon Square Bus Station and Haymarket Bus Station, Newcastle upon Tyne and the surrounding area has an extensive bus network that is coordinated by Nexus, the Tyne and Wear Passenger Transport Executive. Buses are operated mainly by Arriva Northumbria, Go North East and Stagecoach North East. QuayLink is a hybrid electric bus service operated to the Quayside.


          


          Metro


          The city is served by the Tyne and Wear Metro, a system of suburban and underground railways covering most of Tyne and Wear. It was opened in five phases between 1980 and 1984, and was Britain's first urban light rail transit system; two extensions were opened in 1991 and 2002. It was developed from a combination of existing and newly built tracks and stations, with deep-level tunnels constructed through Newcastle city centre. A bridge was built across the Tyne, between Newcastle and Gateshead, and opened by Queen Elizabeth II in 1981. The network is operated by Nexus and carries over 37million passengers a year, extending as far as Newcastle Airport, Tynemouth and South Hylton in Sunderland.


          


          Cycle


          Newcastle city centre is a relatively cycle-unfriendly one, providing no bicycle lanes. However the C2C cycle route runs along the north bank of the River Tyne enabling cyclists to travel off-road to North Shields and Tynemouth in the east and westwards towards Hexham. Furthermore, in the suburbs there are extensive cycle routes utilising the converted trackbeds of former industrial wagonways and industrial railways.


          There are also on-road cycle lanes on main roads leading from the centre to the suburbs of Gosforth, Heaton and Wallsend. The tourist information centre in the city centre provides a free cycle map of Tyne and Wear.


          


          Education


          The city has two universities. Established as a School of Medicine and Surgery in 1834, and becoming independent from Durham University in 1963, Newcastle University is now one of the UKs leading international universities. It won the coveted Sunday Times University of the Year award in 2000. Newcastle Polytechnic was granted university status in 1992, becoming the University of Northumbria at Newcastle. Northumbria University, as it is currently known, was voted 'Best New University' by The Times Good University Guide 2005. The latter university also won a much coveted company award of the "Most IT enabled organisation" (in the UK), by the IT industry magazine Computing.


          There are eleven LEA-funded 11 to 18 schools and seven independent schools with sixth forms in Newcastle. There are a number of successful state schools, including Gosforth High School, Heaton Manor School, St Cuthbert's High School, Kenton Comprehensive School and Sacred Heart. The largest co-ed independent school is the Royal Grammar School. The largest girls' independent school is Central Newcastle High School. Both schools are located on the same street in Jesmond. Newcastle College is the largest general further education college in the North East and is a beacon status college; there are two smaller colleges in the Newcastle area.


          


          Religious sites


          
            [image: St. Nicholas' Cathedral, as seen from the Castle]

            
              St. Nicholas' Cathedral, as seen from the Castle
            

          


          Newcastle has two cathedrals, the Anglican St. Nicholas, with its elegant lantern tower of 1474, and the Roman Catholic St. Mary's, designed by Augustus Welby Pugin. Both cathedrals began their lives as parish churches. St Mary's became a cathedral in 1850 and St Nicholas' in 1882. Newcastle was a prominent centre of the Plymouth Brethren movement up to the 1950s and some small congregations still function. Among these are at the Hall, Denmark Street and Gospel Hall, St Lawrence.


          One of the largest evangelical Anglican churches in the UK is Jesmond Parish Church, situated a little to the north of the city centre.


          


          Sport


          The City has a strong sporting tradition. Premier League football team Newcastle United has been based at St James' Park since the club was established in 1892. The city also has two non-League football teams, Newcastle Blue Star and Newcastle Benfield. Also based in Newcastle are Guinness Premiership rugby union side Newcastle Falcons.


          The Metro Radio Arena is home to Newcastle Vipers ice hockey team and Newcastle Eagles basketball team. The city's speedway team Newcastle Diamonds are based at Brough Park in Byker, a venue that is also home to greyhound racing. The first track to open in Newcastle was at Goford Stadium but this only operated until 1930. Newcastle Racecourse at High Gosforth Park holds regular meets, including the prestigious race for the Northumberland Plate, first run in 1838, which takes place in June each year.


          Newcastle also hosts the start of the annual Great North Run, the world's largest half-marathon in which participants race over the Tyne Bridge into Gateshead and then towards the finish line 13.1miles (21.1km) away on the coast at South Shields. Another famous athletic event is the 5.7-mile (9.2km) Blaydon Race (a road race from Newcastle to Blaydon), which has taken place on 9 June annually since 1981, to commemorate the celebrated Blaydon Races horse racing.


          


          Culture


          


          Dialect


          The dialect of Newcastle is known as Geordie, and contains a large amount of vocabulary and distinctive word pronunciations not used in other parts of England. The Geordie dialect has much of its origins in the language spoken by Anglo-Saxon mercenaries, who were employed by the Ancient British people to fight Pictish invaders, following the withdrawal of the Romans from Britain in the 4th century. This language was the forerunner of Modern English; but while the dialects of other English regions have been heavily altered by the influences of other foreign languagesparticularly Latin and NormanFrenchthe Geordie dialect retains many elements of the old language. An example of this is the pronunciation of certain words: "dead", "cow", "house" and "strong" are pronounced "dede", "coo", "hoos" and "strang"which is how they were pronounced in the Anglo-Saxon language. Other Geordie words with Anglo-Saxon origins include: "larn" (from the Anglo-Saxon "laeran", meaning "teach"), "burn" ("stream") and "gan" ("go"). Some words used in the Geordie dialect are used elsewhere in the northern United Kingdom. The words "bonny" (meaning "pretty"), "howay" ("come on"), "stot" ("bounce") and "hadaway" ("go away" or "you're kidding"), all appear to be used in Scottish dialect; "aye" ("yes"), "chuffed" ("happy") and "nowt" (IPA://naʊt/, rhymes with out,"nothing") are used elsewhere in northern England. Many words, however, appear to be used exclusively in Newcastle and the surrounding area, such as "Canny" (a versatile word meaning "good", "nice" or "very"), "bait" ("food"), "hacky" ("dirty"), "netty" ("toilet") and "hoy" ("throw").


          


          Nightlife


          Newcastle has a reputation for being a fun-loving city with many bars, restaurants and nightclubs. More recently, Newcastle has become popular as a destination for Stag and Hen parties. Newcastle was in the top ten of the country's top night spots, and The Rough Guide to Britain placed Newcastle upon Tyne's nightlife as Great Britain's no. 1 tourist attraction.


          There are notable concentrations of pubs, bars and nightclubs around the Bigg Market, and the Quayside area of the city centre. There are many bars on the Bigg Market, and other popular areas for nightlife are Collingwood Street, Neville Street, the Central Station area and Osborne Road in the Jesmond area of the city. In recent years " The Gate" has opened in the city centre, a new indoor complex consisting of bars, upmarket clubs, restaurants and a 12-screen Empire multiplex cinema.


          Focused on the Times Square area near the Centre for Life, the "Pink Triangle" is the centre of Newcastle's gay scene and hosts many bars and pubs and two clubs. The community has seen much expansion in the past five years, with further growth planned in the future.


          The city has a wide variety of restaurants such as Italian, Indian, Persian, Japanese, Greek, Mexican, Spanish, American, Polish, Malaysian, French, Mongolian, Moroccan, Thai and has a Chinese village with many Chinese restaurants on Stowell Street. There has also been a growth in premium restaurants in recent years with top chefs.


          The biggest noticeable difference in the last ten years has been increased opening hours, more upmarket bars, a greater range of clubs and some of the older traditional pubs closing, although many have been revamped and remain very popular.


          


          Theatre


          
            [image: Frontage of the Theatre Royal]

            
              Frontage of the Theatre Royal
            

          


          The city contains many theatres. The largest, the Theatre Royal on Grey Street, first opened in 1837. It has hosted a season of performances from the Royal Shakespeare Company for over 25 years, as well as touring productions of West End musicals. The Journal Tyne Theatre hosts smaller touring productions, whilst other venues feature local talent. Northern Stage, formally known as the Newcastle Playhouse and Gulbenkian Studio, hosts various local, national and international productions in addition to those produced by the Northern Stage company. Other theatres in the city include the Live Theatre, the People's Theatre, the Round and the Jubilee Theatre. NewcastleGateshead was voted in 2006 as the arts capital of the UK in a survey conducted by the Artsworld TV channel.


          


          Festivals and fairs
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          In February, Newcastle's Chinatown is at the centre of a carnival of colour and noise as the city celebrates the Chinese New Year. This year's 2008 Chinese New Year event will also herald the launch of a new festival called EAST'08. The festival programme will have a Chinese theme celebrating the best of contemporary Chinese culture. In late February, NewcastleGateshead jointly hosts, with Sunderland and Middlesbrough, the bi-annual AV Festival. The AV Festival is the UKs largest international festival of electronic arts, and features visual art, music and moving image. In early March there is the NewcastleGateshead Comedy Festival, this event makes a return to the region since the last event in 2006, it is hoped it will now continue as an annual event.


          The Newcastle Beer Festival, organised by CAMRA, takes place in April. In May, Newcastle and Gateshead host the Evolution Festival, a music festival held on the Newcastle and Gateshead Quaysides over the Spring bank holiday, with performances by acts from the world of Rock, Indie and Dance music. EAT! NewcastleGateshead, a festival of food and drink, takes place in May 2008, following a successful pilot event in April 2007.


          The Hoppings, reputedly the largest travelling fair in Europe, takes place on Newcastle Town Moor every June. The event has its origins in the Temperance Movement during the early 1880s and coincides with the annual race week at High Gosforth Park. Newcastle Community Green Festival, which claims to be the UKs biggest free community environmental festival, also takes place every June, in Leazes Park. The Northern Rock Cyclone, a cycling festival, takes place within, or starting from, Newcastle in June. The Ouseburn Festival, a family oriented weekend festival near the city centre, incorporating a "Family Fun Day" and "Carnival Day", is held in late July.


          Newcastle Mela, held on the late August bank holiday weekend, is an annual two-day multicultural event, blending drama, music and food from Punjabi, Pakistani, Bengali and Hindu cultures. NewcastleGateshead also holds an annual International Arts Fair. The 2008 event will be held in the Norman Foster designed Sage Gateshead Music and Arts Centre in September. In October, there is the Design Event festivalan annual festival providing the public with an opportunity to see work by regional, national and international designers. The Newcastle Science Festival will be held at the start of October this year, and will include a variety of events, including exhibitions, performances, talks and readings.


          


          Shopping
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          There are several major shopping areas in Newcastle city centre. The largest of these is the Eldon Square Shopping Centre, which incorporates the first and largest Fenwick department store, and a John Lewis store which is often cited as the first department store in the world. Eldon Square is currently undergoing a full redevelopment. A new bus station, replacing the old underground bus station, was officially opened in March 2007. The wing of the centre, including the undercover Green Market, near Grainger Street and The Gate was demolished in 2007 so that the area can be redeveloped.


          The main shopping street in the city is Northumberland Street. In a 2004 report, it was ranked as the most expensive shopping street in the UK for rent, outside of London. Other shopping centres in Newcastle include the relatively modern Eldon Garden and Monument Mall complexes, the Newgate Centre, Central Arcade and the traditional Grainger Market. Outside the city, the largest suburban shopping areas are Gosforth and Byker. The largest indoor shopping centre in Europe, the MetroCentre, is located in Gateshead. The largest Tesco store in the United Kingdom is located in Kingston Park on the edge of Newcastle.


          


          Music


          


          Bands and musicians


          The 1960s saw the internationally successful rock group, The Animals, emerge from Newcastle night spots such as Club A-Go-Go on Percy Street, the 1980s saw Geordie singer Brian Johnson join Australian supergroup AC/DC. Other well-known acts with connections to the city include Sting, Bryan Ferry, Dubstar, Dire Straits, The Wildhearts, 3 Colours Red, Duran Duran, and more recently Maxmo Park, The Sound Explosion, Yourcodenameis:milo, The Motorettes and Kubichek!. Neil Tennant, singer from the Pet Shop Boys, was schooled in Newcastle. There is also a thriving underground music scene that encompasses a variety of styles, including Drum and Bass, doom metal and Post-rock.


          Lindisfarne are a folk-rock group with a strong Tyneside connection. Their most famous song, " Fog on the Tyne" (1971), was covered by Geordie ex-footballer Paul Gascoigne in 1990. Venom, reckoned by many to be the originators of black metal and extremely influential to the extreme metal scene as a whole, formed in Newcastle in 1979. Folk metal band Skyclad, often regarded as the first folk metal band, also formed in Newcastle after the breakup of Martin Walkyier thrash metal band, Sabbat.


          The predomimant record company in Newcastle is Kitchenware Records (circa 1982), previously home to acclaimed bands such as Prefab Sprout, Martin Stephenson and the Daintees and Fatima Mansions, the management of The Lighthouse Family and home to recent successes Editors as well as other bands of varied genres.


          


          Dance music


          The 1990s boom in progressive house music saw the city's Global Underground record label corner the market in the mix CD market with the likes of Sasha, Paul Oakenfold, James Lavelle, and Danny Howells recording mix compilations. The label is still going strong today with offices in London and New York, and new releases from Deep Dish and Adam Freeland.


          


          Venues
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          The largest music venue in the city is the 11,000-seat Metro Radio Arena, which is situated in the south of the city centre near the Centre for Life. The 2,000-seat Newcastle City Hall holds a number of music events every month, particularly featuring solo artists. Both of the city's universities also have large performance venues (each holding around 2,000 people). Newcastle City Council are going too demolish this and build another just after 10 years of opening.


          On 14 October 2005, the 2,000 capacity Carling Academy Newcastle opened, providing a new music venue in the city centre. The opening night was headlined by The Futureheads and the profile of the venue has attracted a greater variety of bands to play in the city. The Carling Academy Newcastle is the newest in a string of Academies to be opened across the UK.


          Other popular music venues in the city include The Head of Steam, which is near Newcastle Central railway station, and Trillians Rock Bar at Princess Square. The Cluny and the Cumberland Arms are both situated in the Ouseburn Valley between the city centre and Byker.


          Notable people


          Cardinal Basil Hume, Archbishop of Westminster (1976-1999) was born in the city in 1923. Other notable people born in or associated with Newcastle include: engineer and industrialist Lord Armstrong, engineer Robert Stephenson, Lord Taylor, Miriam Stoppard, entertainers Ant and Dec, Girls Aloud singer Cheryl Cole, and international footballers Peter Beardsley and Alan Shearer.
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          Newcastle also has a "friendship agreement" with
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          Foreign consulates


          The following countries have consular offices in Newcastle:
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          Coordinates:


          New Delhi (Hindi: नई दिल्ली, Punjabi: ਨਵੀਂ ਦਿੱਲੀ, Urdu: نئی دلی) is the capital city of India. With a total area of 42.7 km2, New Delhi is situated within the metropolis of Delhi and serves as the seat of the Government of India and the Government of the National Capital Territory of Delhi.


          Planned by Edwin Lutyens, a leading 20th century British architect, New Delhi is known for its wide, tree-lined boulevards and houses numerous national institutions and landmarks as well.


          


          History
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          Calcutta was the capital of India until 1911 during the British Raj. However, Delhi had served as the political and financial centre of several empires of ancient and medieval India, most notably of the Mughal Empire. During the early 1900s, a proposal was made to the British administration to shift the capital of the Indian Empire from Calcutta to Delhi. Unlike Calcutta, which was located on the eastern coast of India, Delhi was located in northern India and the Government of British India felt that it would be easier to administer India from Delhi rather than from Calcutta. George V, the then Emperor of India, made the announcement the capital of the Raj was to be shifted from Calcutta to Delhi.
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          New Delhi was laid out to the south of the Old City which was constructed by Mughal Emperor Shah Jahan. However, New Delhi overlays the site of seven ancient cities and hence includes many historic monuments like the Jantar Mantar and the Lodhi Gardens.


          Much of New Delhi was planned by Edwin Lutyens, a leading 20th century British architect and it has been dubbed " Lutyens' Delhi". Lutyens laid out the central administrative area of the city as a testament to Britain's imperial pretensions. At the heart of the city was the magnificent Rashtrapati Bhawan (then known as Viceroy's House) which sat atop Raisina Hill. The Rajpath, also known as King's Way, stretched from the India Gate to the Rashtrapati Bhawan. The Secretariat which houses various ministries of the Government of India, flanked out of the Rashtrapati Bhawan. The Parliament House, designed by Herbert Baker, is located at the Sansad Marg, which runs parallel to the Rajpath.


          After India gained independence in 1947, a limited autonomy was conferred to New Delhi and was administered by a Chief Commissioner appointed by the Government of India. In 1956, Delhi was converted into a union territory and eventually the Chief Commissioner was replaced by a Lieutenant Governor. The Constitution (Sixty-ninth Amendment) Act, 1991 declared the Union Territory of Delhi to be formally known as National Capital Territory of Delhi. A system of diarchy was introduced under which the elected Government was given wide powers, excluding law and order which remained with the Central Government. The actual enforcement of the legislation came in 1993.


          


          Geography
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          New Delhi lies in northern India, almost entirely in the Gangetic plains. New Delhi was once a part of the Aravalies, but all that is left now is the Delhi ridge, the first prominent geographical feature. The second feature is the Yamuna floodplains; New Delhi lies west of the Yamuna river, although for the most part, New Delhi is a landlocked city. East of the river is the urban area of Shahdara. New Delhi falls under the seismic zone-IV, making it vulnerable to major earthquakes.


          New Delhi and its vicinity have a somewhat exaggerated continental climate due to its distance from the coasts and location with respect to mountain ranges. The temperature varies from 40 degrees Celsius in summers to around 4 degrees Celsius in winters. Delhi has a semi- arid climate with high variation between summer and winter temperatures. Summers are long, from early April to October, with the monsoon season in between. Winter starts in November and peaks in January. The annual mean temperature is 25C (77F); monthly mean temperatures range from 14C to 33C (58F to 92F). The average annual rainfall is approximately 714 mm (28.1 inches), most of which is during the monsoons in July and August.


          


          Government
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          As of 2005, the government structure of the New Delhi Municipal Council includes a chairperson, three members of New Delhi's Legislative Assembly, two members nominated by the Chief Minister of National Capital Territory of Delhi (NCT) and five members nominated by the central government. The current Chief Minister of the NCT is Sheila Dikshit.


          New Delhi is governed by its own municipal government, known as the New Delhi Municipal Council. Other urban areas of the metropolis of Delhi are administered by the Municipal Corporation of Delhi and are hence not considered a part of the capital city. However, the entire metropolis of Delhi is commonly known as New Delhi in contrast to Old Delhi.


          


          Urban structure


          
            [image: Rashtrapati Bhavan is home to the President of India]

            
              Rashtrapati Bhavan is home to the President of India
            

          


          Much of New Delhi was planned by Edwin Lutyens, a leading 20th century British architect and has been dubbed "Lutyens' Delhi". Lutyens laid out the central administrative area of the city as a testament to Britain's imperial pretensions. New Delhi is structured around two central promenades called the Rajpath and the Janpath. The Rajpath, or King's Way, stretches from the Rashtrapati Bhavan to the India Gate. The Janpath, formerly Queen's Way, begins at Connaught Circus and cuts the Shantipath at right angles.


          At the heart of the city is the magnificent Rashtrapati Bhavan (formerly known as Viceroy's House) which sits atop Raisina Hill. The Secretariat, which houses various ministries of the Government of India, flanks out of the Rashtrapati Bhavan. The Parliament House, designed by Herbert Baker, is located at the Sansad Marg, which runs parallel to the Rajpath.


          


          Transport


          Public transport in New Delhi is provided by buses, auto rickshaws, a rapid transit system, taxis and suburban railways.
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          Metro


          The Delhi Mass Rapid Transit System; a world class metro service, has been instituted in New Delhi and in the rest of the metropolis. In order to meet the transport demand in Delhi, the State and Union government started the construction of a mass rapid transit system, including the Delhi Metro. As of 2007, the metro operates three lines with a total length of 65 km (40 miles) and 59 stations while several other lines are under construction.


          


          Taxi & Rickshaw


          Auto rickshaws are a popular mode of public transportation in New Delhi. They are usually coloured Green and Yellow and, like all other commmercial vehicles in the NCR, run on CNG. State permit Black and Yellow taxis can also be found dotting the city, but have relatively few takers. Another option is the Radio Taxi: luxurious sedans furnished with air-conditioner and GPS and GPRS technology enabled devices. Taxicabs though, are a distant second as compared to the popular auto rickshaws, owing to their high rates.


          


          Bus
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          Buses are the most popular means of transport catering to about 60% of the total demand. The state-owned Delhi Transport Corporation (DTC) is a major bus service provider for the city and plays a crucial role in connecting it with the rest of the metropolis. The buses operate around 34 depots, and the inter-state buses operate from the three Inter State Bus Terminals in Kashmere Gate, Sarai Kale Khan and Anand Vihar. DTC coordinates with Delhi Metro to connect commuters in areas surrounding the metro stations. DTC is constantly upgrading its fleet from dilapidated buses to the new Low-Floor Buses supplied by TATA. These modern buses are equipped with electronic displays, automatic doors, and automatic transmission. These buses come in the Green(Non-AC) and Red(AC) variants, with the latter having been recently introduced.


          


          Air


          Indira Gandhi International Airport (IGI) is situated in South West Delhi and is the main airport serving New Delhi. In 200607, the IGI airport recorded traffic of more than 20.44 million passengers, making it the second busiest airport in South Asia. Palam Airport and Safdarjung Airport are the other airfields in Delhi used for general aviation purpose.
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          Suburban Railway


          Railways served only 1% of the local traffic as of 2003. The headquarters of Indian Railways and the Northern Railway are situated in New Delhi. The New Delhi Railway Station serves as the main railway station for the city and is a major railway hub in northern India.


          


          Road


          Private vehicles account for 30% of the total demand for transport. At 1922.32km of road length per 100km, Delhi has one of the highest road densities in India. Delhi is well connected to other parts of India by five National Highways: NH 1, 2, 8, 10 and 24. Roads in Delhi are maintained by MCD (Municipal Corporation of Delhi), NDMC, Delhi Cantonment Board, Public Works Department (PWD) and Delhi Development Authority. he Auto Expo, Asia's largest auto show, showcases modern forms of public and private transport


          


          Demographics
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          As of 2003, the total population of New Delhi was 295,000. A large portion of New Delhi is associated with governmental affairs. The National Capital Territory of Delhi, of which New Delhi is a part of, had a population of 14.1million people making it the second largest metropolitan area in India after Mumbai. There are 925 women per 1000 men, and the literacy rate is 81.67%.


          Hinduism is the religion of 82% of Delhi's population, of which New Delhi is a part. There are also large communities of Muslims (11.7%), Sikhs (4.0%), Jains (1.1%) and Christians (0.9%) in Delhi. Other minorities include Parsis, Buddhists and Jews.


          Hindi is the principal spoken and written language of the city. Other languages commonly spoken in the city are English, Punjabi and Urdu. Linguistic groups from all over India are well represented in the city; among them are Maithili, Haryanvi, Kannada, Telugu, Bengali, Marathi and Tamil.


          


          Culture
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          New Delhi is a cosmopolitan city due to the multi-ethnic and multi-cultural presence of the vast Indian bureaucracy and political system. The city's capital status has amplified the importance of national events and holidays. National events such as Republic Day, Independence Day and Gandhi Jayanti (Gandhi's birthday) are celebrated with great enthusiasm in New Delhi and the rest of India. On India's Independence Day ( 15 August) the Prime Minister of India addresses the nation from the Red Fort. Most Delhiites celebrate the day by flying kites, which are considered a symbol of freedom. The Republic Day Parade is a large cultural and military parade showcasing India's cultural diversity and military might.


          Religious festivals include Divali (the festival of light), Durga Puja, Holi, Lohri, Maha Shivaratri, Eid ul-Fitr, Eid ul-Adha, Christmas and Buddha Jayanti. The Qutub Festival is a cultural event during which performances of musicians and dancers from all over India are showcased at night, with the Qutub Minar as the chosen backdrop of the event. Other events such as Kite Flying Festival, International Mango Festival and Vasant Panchami (the Spring Festival) are held every year in Delhi.


          The city held its first gay pride parade on June 30, 2008.


          


          Economy
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          Rajiv Circle, formerly called Connaught Place, one of northern India's largest commercial and financial centres, is located in the heart of New Delhi. With an estimated net State Domestic Product (SDP) of 83,085 crores (830.85billion) Indian rupee (INR) (for the year 200405), Delhi is an important commercial centre in South Asia. Delhi has a per capita income of 53,976 INR. The tertiary sector contributes 78.4% of Delhi's gross SDP followed by secondary and primary sectors with 20.2% and 1.4% contribution respectively.


          Government and quasi government sector was the primary employer in New Delhi. The city's service sector has expanded due in part to the large skilled English-speaking workforce that has attracted many multinational companies. Key service industries include information technology, telecommunications, hotels, banking, media and tourism.
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              	Location

              	Hampshire, England
            


            
              	Nearest city

              	Southampton
            


            
              	Coordinates

              	
            


            
              	Area

              	571 km (141,097 acres)
            


            
              	Established

              	1079
            


            
              	Visitors

              	7.5 million (in1992)
            


            
              	Governing body

              	New Forest National Park Authority
            

          


          The New Forest is an area of southern England which includes the largest remaining tracts of unenclosed pasture land, heathland and old-growth forest in the heavily-populated south east of England, and has National Park status. The contiguous New Forest habitat covers south west Hampshire and some of south Wiltshire. Additionally the New Forest local government district is a subdivision of Hampshire which covers most of the forest, and some nearby areas. There are many small villages dotted around the area.



          The highest point in the New Forest is Piper's Wait, just west of Bramshaw. Its summit is at 125 m (410 ft) above mean sea level.


          


          History of the New Forest


          Like much of England, the New Forest was originally woodland, but parts were cleared for cultivation from the Stone Age and into the Bronze Age. However, the poor quality of the soil in the new forest meant that the cleared areas turned into heathland "waste". There are around 250 round barrows within its boundaries, and scattered boiling mounds, and it also includes about 150 scheduled ancient monuments.


          The New Forest was created as a royal forest around 1080 by William the Conqueror for the hunting of (mainly) deer. It was first recorded as "Nova Foresta" in the Domesday Book in 1086. The story that the inhabitants of thirty-six parishes were evicted is one of the many myths surrounding the forest's history. Two of William's sons died in the forest, Prince Richard in 1081 and William Rufus in 1100. The reputed spot of the Rufus' death is marked with a stone known as the Rufus Stone.
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          As of 2005, roughly ninety per cent of the New Forest is still owned by the Crown. The Crown lands have been managed by the Forestry Commission since 1923. Around half of the Crown lands fall inside the new National Park.


          Formal commons rights were confirmed by statute in 1698. Over time, the New Forest became a source of timber for the Royal Navy, and plantations were deliberately created in the 18th century for this specific purpose. In the Great Storm of 1703, about four thousand oak trees were lost in the New Forest.


          The naval plantations encroached on the rights of the Commoners, but the Forest gained new protection under an Act of Parliament in 1877. The New Forest Act 1877 confirmed the historic rights of the Commoners and prohibited the enclosure of more than 16,000 acres (65 km) at any time. It also reconstituted the Court of Verderers as representatives of the Commoners (rather than the Crown).


          Felling of broadleaf trees, and replacement by conifers, began during the First World War to meet the wartime demand for wood. Further encroachments were made in the Second World War. This process is today being reversed in places, with some plantations being returned to heathland or broadleaf woodland.
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          Further New Forest Acts followed in 1949, 1964 and 1970. The New Forest became a Site of Special Scientific Interest in 1971, and was granted special status as the "New Forest Heritage Area" in 1985, with additional planning controls added in 1992. The New Forest was proposed as a UNESCO World Heritage Site in June 1999, and it became a National Park in 2005.


          Edward Rutherfurd's work of historical fiction, The Forest, is based in the New Forest in the time period from 1099 through 2000.


          


          Common rights
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          Forest Laws were enacted to preserve the New Forest as a location for royal deer hunting, and interference with the King's deer and its forage was punished. However the inhabitants of the area("Commoners") had pre-existing "rights of common": to turn horses and cattle (but only rarely sheep) out into the Forest to graze ("common pasture"), to gather wood (" estovers"), to cut peat for fuel (" turbary"), to dig clay (" marl"), and to turn out pigs between September and November to eat fallen acorns and beechnuts (" pannage" or "mast"). There were also licences granted to gather bracken after 29 September as litter for animals ("fern"), Along with grazing, pannage is still an important part of the forest ecology. Pigs can eat acorns without a problem, whereas to ponies and cattle large numbers of acorns can be poisonous. Pannage always lasts 60 days but the start date varies according to the weather  and when the acorns fall. The Verderers decide when pannage will start each year. At other times the pigs must be taken in and kept on the owner's land with the exception that pregnant sows, known as "privileged sows", are always allowed out providing they are not a nuisance and return to the Commoner's holding at night (they must be "levant" and "couchant" there). This last is not a true Right, however, so much as an established practice. The principle of levancy and couchancy applied generally to the right of pasture as it was unstinted but commoners must have backup land, outside the Forest, to accommodate these depastured animals as during the Foot and Mouth epidemic.
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              Cattle eating winter feed, Longdown Inclosure.
            

          


          Commons rights are attached to particular plots of land (or in the case of turbary, to particular heaths), and different land has different rights  and some of this land is some distance from the Forest itself. Rights to graze ponies and cattle are not for a certain number of animals, as is often the case on other commons. Instead a "marking fee" is paid for each animal each year by the owner. The marked animal's tail is trimmed by the local "agister" (Verderers' official), with each of the four or five Forest agisters using a different trimming pattern. Ponies are branded with the owner's brand-mark; cattle may be branded, or nowadays may have the brand-mark on an ear-tag. The grazing done by the commoners' ponies and cattle is an essential part of the management of the Forest, helping to maintain the internationally important heathland, bog, grassland and wood-pasture habitats and their associated wildlife.


          


          Geography
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          The New Forest Heritage Area covers about 580km (143321 acres), and the New Forest SSSI covers almost 300km (74131 acres), making it the largest contiguous area of un-sown vegetation in lowland Britain. It includes roughly:


          
            	146km (36077 acres) of broadleaf woodland


            	118km (29158 acres) of heathland and grassland


            	33km (8154 acres) of wet heathland


            	84km (20756 acres) of tree plantations ("inclosures") established since the 18th century, including 80km (19768 acres) planted by the Forestry Commission since the 1920s.

          


          It is drained to the south by two rivers, the Lymington and Beaulieu.


          


          Wildlife
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          As well as providing a visually remarkable and historic landscape, the ecological value of the New Forest is particularly great because of the relatively large areas of lowland habitats, lost elsewhere, which have survived. The area contains several kinds of important lowland habitat including valley bogs, wet heaths, dry heaths and deciduous woodland. The area contains a profusion of rare wildlife, including the New Forest cicada Cicadetta montana, the only cicada native to Great Britain. The wet heaths are important for rare plants, such as marsh gentian Gentiana pneumonanthe and marsh clubmoss Lycopodiella inundata. Several species of sundew may be found in the Forest, and the area is also the habitat of many unusual insect species, including the Southern damselfly Coenagrion mercuriale, and the mole cricket Gryllotalpa gryllotalpa (both rare in Britain).


          Three species of snake inhabit the Forest. The adder is the most common being found on open heath and grassland. The grass snake prefers the damper environment of the valley mires. The rare smooth snake can be found on sandy hillsides with heather and gorse.


          A program to reintroduce the sand lizard started in 1989 and the great crested newt already breeds in many locations.


          Numerous deer live in the Forest but are usually rather shy and tend to stay out of sight when people are around, but are surprisingly bold at night, even when a car drives past. Fallow deer are the most common followed by roe deer and red deer. There are also smaller populations of sika deer and muntjac. The semi-wild ponies mentioned earlier are possibly the New Forest's most famous common animals, however.


          The New Forest is designated as a Site of Special Scientific Interest (SSSI), EU Special Area of Conservation (SAC), a Special Protection Area for birds (SPA) and a Ramsar Site, it also has its own Biodiversity Action Plan (BAP)


          


          Settlements
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              Ponies walking the streets in Burley.
            

          


          Among the towns and villages lying in or adjacent to the Forest are Lyndhurst (which claims to be the 'capital' of the New Forest), Hythe, Totton, Burley, Brockenhurst, Fordingbridge, Ringwood, Beaulieu, Bransgore Lymington and New Milton. It is bounded to the west by Bournemouth and to the east by the city of Southampton. The forest gives its name to the New Forest district of Hampshire.


          See also List of locations in the New Forest.


          


          New Forest National Park


          Consultations on the possible designation of a National Park in the New Forest were commenced by the Countryside Agency in 1999. An order to create the park was made by the Agency on 24 January 2002 and submitted to the Secretary of State for confirmation in February 2002. Following objections from seven local authorities and others, a Public Inquiry was held from 8 October 2002 to 10 April 2003, concluding with that the proposal should be endorsed with some detailed changes to the boundary of the area to be designated.


          On 28 June 2004, Rural Affairs Minister Alun Michael confirmed the government's intention to designate the area as a National Park, with further detailed boundary adjustments. The area was formally designated as such on 1 March 2005. A National Park Authority for the New Forest was established on 1 April 2005 and assumed its full statutory powers on 1 April 2006. The Forestry Commission retain their powers to manage the Crown land within the Park, and the Verderers under the New Forest Acts also retain their responsibilities, and the Park Authority is expected to co-operate with these bodies, the local authorities, English Nature and other interested parties.
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              National Park area in green; pink area shows the county of Hampshire.
            

          


          The designated area of the National Park covers 571 km (141097 acres) and includes many existing SSSIs. It has a population of approximately 38,000 (excluding most of the 170,256 people who live in the New Forest local government district). As well as most of the New Forest district of Hampshire, it takes in the South Hampshire Coast Area of Outstanding Natural Beauty, a small corner of Test Valley district around the village of Canada and part of the Salisbury district in Wiltshire south-east of Redlynch.


          However, the area covered by the park does not include all the areas which were initially proposed; excluding most of the valley of the River Avon to the west of the forest and Dibden Bay to the east. Two challenges were made to the designation order, by Meyrick Estate Management Ltd in relation to the inclusion of Hinton Admiral Park, and by RWE NPower Plc to the inclusion of Fawley Power Station. The second challenge was settled out of court, with the power station being excluded. The High Court upheld the first challenge; but an appeal against the decision was then heard by the Court of Appeal in Autumn 2006. The final ruling, published on 15 February 2007, found in favour of the challenge by Meyrick Estate Management Ltd, and the land at Hinton Admiral Park is therefore excluded from the New Forest National Park.


          


          Visitor Attractions and Places
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            	Buckler's Hard


            	Beaulieu


            	New Forest Show

          


          The forest has many well kept cycle paths for the use of the large number of cyclists that visit the forest each year. Many outlets are set up to handle the high requirement for bicycle hire, with both Burley and Brockenhurst having facilities.
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                Newmarket shown within Suffolk
              
            


            
              	Population

              	14,995 (2001 Census)
            


            
              	OSgridreference

              	
            


            
              	District

              	Forest Heath
            


            
              	Shirecounty

              	Suffolk
            


            
              	Region

              	East
            


            
              	Constituentcountry

              	England
            


            
              	Sovereignstate

              	United Kingdom
            


            
              	Post town

              	NEWMARKET
            


            
              	Postcodedistrict

              	CB8
            


            
              	Diallingcode

              	01638
            


            
              	Police

              	Suffolk
            


            
              	Fire

              	Suffolk
            


            
              	Ambulance

              	East of England
            


            
              	EuropeanParliament

              	East of England
            


            
              	UKParliament

              	West Suffolk
            


            
              	List of places: UK  England  Suffolk
            

          


          Coordinates:


          Newmarket is a market town in the English county of Suffolk, approximately 65 miles (105 kilometres) north of London, which has become famous because of its connection with race horses and thoroughbred horse racing at Newmarket Racecourse. It is the largest racehorse training centre in Britain, and home to several horseracing institutions. Nine of the UK's 31 Group 1 flat races are held at Newmarket, the same number as at Ascot Racecourse.


          


          Racing


          Racing at Newmarket has been dated as far back as 1174, making it the earliest known racing venue of post-classical times. King James I (reigned 1603 - 1625) greatly increased the popularity of horse racing there, and King Charles I followed this by inaugurating the first cup race in 1634. The Jockey Club's clubhouse is in Newmarket, though its administration is based in London. In 1967 Queen Elizabeth II opened The National Stud, a breeding centre for thoroughbred horses. The town is also home to Tattersalls, the famous bloodstock auctioneers whose sales are attended by big names in the racing business. The town is home to the National Horseracing Museum and an Equine Centre for horse health.


          The town has special horse routes so the horses can reach the gallops safely from the many training establishments occupied by top trainers. More than 2,500 race horses inhabit Newmarket. By comparison, the human population is of the order of 15,000 and it is estimated that one in four jobs are connected to horseracing in one way or another. Newmarket has 3 main sections of Heath, all of which are used to train the racehorses on. "Racecourse side" is located next to the Rowley Mile Racecourse and is a predominately flat area. "Warren Hill" overlooks the town and consists of 3 all weather canters and a multitude of grass canters. "Bury Side" is the name given to the area located near the Bury Road and the Railway Line. These areas and the surrounding heath is chalk downland and has special birds and animals only suited to this terrain. It is also a very historical area with the remains of 6th century living to be found. This hill is part of the chalk formation the Newmarket Ridge.


          Most of the Newmarket-based racing stables are situated in the centre of the town, where they can easily access the gallops. Outside the town the land-use is dominated by thoroughbred breeding, studs occupying large areas in every direction. Around 70 licensed trainers and more than 60 stud farms operate in and around Newmarket.Dalham Hall Stud (the headquarters of Darley), Cheveley Park Stud (which local lore claims was once owned by King Canute), and Banstead Manor Stud (Headquarters of Juddmonte Farms) are well-known examples all which can be found in the village of Cheveley, three miles from Newmarket.
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          The town has two race courses situated on Newmarket Heath, these are the Rowley Mile and the July Course. The two courses are separated by the Devil's Dyke. This large earthwork starts in neighbouring Woodditton (sometimes spelt as Wood Ditton) and ends in Reach, a distance of over 8 miles.


          


          Transport


          Newmarket railway station is on the Cambridge - Bury St. Edmunds - Ipswich rail line, formerly belonging to the Great Eastern Railway (later part of the LNER). Newmarket's first railway was a line built by the Newmarket and Chesterford Railway Company and opened in 1848 (known as the "Newmarket Railway"). It branched off the London - Cambridge main line at Great Chesterford and ran about 15 miles north eastwards. There was an attractive terminus in Newmarket, with intermediate stations at Bourne Bridge, Balsham Road and Six Mile Bottom.


          Three years later the first nine miles or so of this line, the stretch from Great Chesterford to Six Mile Bottom, was superseded by a more viable section linking Six Mile Bottom directly with Cambridge, and so the Great Chesterford - Six Mile Bottom section closed in 1851, one of the earliest closures in British railway history (the former Bourne Bridge station is believed to have been partly incorporated into a public house just across the road from a station opened later on another line - Pampisford, on the now-closed Cambridge - Haverhill - Sudbury route). With the development of other rail lines the Newmarket terminus was replaced by the present through station in 1902; it was used as a goods station until 1967 and demolished in 1980.


          A short distance to the north east is the 1,100 yard Warren Hill tunnel. North of the tunnel, a separate station, Warren Hill, was built for raceday use.


          In late 2006, Newmarket introduced a Park and Ride service running from Studlands industrial estate to the town centre, whilst at the same time parking charges were introduced to the town.


          


          Geography


          The area of Suffolk containing Newmarket is nearly an exclave, with only a narrow strip of territory linking it to the rest of the county. Historically the town was split with one parish - St Mary - in Suffolk, and the other - All Saints - in Cambridgeshire. The Local Government Act 1888 made the entirety of Newmarket urban sanitary district part of the administrative county of West Suffolk.


          The 1972 Local Government Bill as originally proposed would have transferred the town (and Haverhill) to Cambridgeshire. The Local Government Commission for England had suggested in the 1960s that the border around Newmarket also be altered, in West Suffolk's favour. Newmarket Urban District Council supported the move to Cambridgeshire, but ultimately the government decided to withdraw this proposal and keep the existing boundary, despite intense lobbying from the UDC.


          


          Miscellany


          
            	From 1808 to 1814 Newmarket hosted a station in the shutter telegraph chain which connected the Admiralty in London to its naval ships in the port of Great Yarmouth.


            	According to "The Strange Laws of Old England" by historian and author Nigel Cawthorne, it was against the law to blow one's nose in the street and a person or persons going about the street with a head cold or distemper was liable to a fine. This law was introduced to protect not the Newmarket citizens but the vast racing stock.


            	Newmarket has an amateur football team called Newmarket Town. In recent time the club has had a successful FA Vase run, reaching the quarter finals in 2005/06.


            	Newmarket has an amateur jousting team which in 2001 became the first such team to win successive Eastern League titles.


            	Famous residents of Newmarket include jockey Frankie Dettori and trainer Sir Michael Stoute.

          


          


          Twin towns


          Newmarket has three sister cities, as designated by Sister Cities International:
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          In astronomical terminology, the new moon is the lunar phase that occurs when the Moon, in its monthly orbital motion around Earth, lies between Earth and the Sun, and is therefore in conjunction with the Sun as seen from Earth. At this time, the dark (unilluminated) portion of the Moon faces almost directly toward Earth, so that the Moon is invisible to the naked eye, as seen from Earth.


          The original meaning of the phrase "new moon" was the first visible crescent of the Moon, after conjunction with the Sun. This takes place over the western horizon in a brief period between sunset and moonset, and therefore the precise time and even the date of the appearance of the new moon by this definition will be influenced by the geographical location of the observer. The astronomical new moon, sometimes known as the dark moon to avoid confusion, occurs by definition at the moment of conjunction in ecliptic longitude with the Sun, when the Moon is invisible from the Earth. This moment is unique and does not depend on location, and under certain circumstances it may be coincident with a solar eclipse.


          The new moon is the beginning of the month in lunar calendars such as the Muslim calendar, and in lunisolar calendars such as the Hebrew calendar, Hindu calendars, Buddhist calendar, and Chinese calendar.


          


          Determining new moons: an approximate formula


          The time interval between new moonsa lunationis variable. The mean time between new moons, the synodic month, is about 29.53... days. An approximate formula to compute the mean moments of new moon ( conjunction between Sun and Moon) for successive months is:


          
            	[image: d = 5.597661 + 29.5305888610 \times N + (102.026 \times 10^{-12})\times N^2]

          


          where N is an integer, starting with 0 for the first new moon in the year 2000, and that is incremented by 1 for each successive synodic month; and the result d is the number of days (and fractions) since 2000-01-01 00:00:00 reckoned in the time scale known as Terrestrial Time (TT) used in ephemerides.


          To obtain this moment expressed in Universal Time (UT, world clock time), add the result of following approximate correction to the result d obtained above:


          
            	[image: -0.000739 - (235 \times 10^{-12})\times N^2] days

          


          Periodic perturbations change the time of true conjunction from these mean values. For all new moons between 1601 and 2401, the maximum difference is 0.592 days = 14h13m in either direction. The duration of a lunation (i.e. the time from new moon to the next new moon) varies in this period between 29.272 and 29.833 days, i.e. 0.259d = 6h12m shorter, or +0.302d = 7h15m longer than average . This range is smaller than the difference between mean and true conjunction, because during one lunation the periodic terms cannot all change to their maximum opposite value.


          See the article on the full moon cycle for a fairly simple method to compute the moment of new moon more accurately.


          The long-term error of the formula is approximately: 1 cy seconds in TT, and 11 cy seconds in UT (cy is centuries since 2000; see section Explanation of the formulae for details.)


          


          Explanation of the formula


          The moment of mean conjunction can easily be computed from an expression for the mean ecliptic longitude of the Moon minus the mean ecliptic longitude of the Sun (Delauney parameter D). Jean Meeus gave formulae to compute this in his popular Astronomical Formulae for Calculators based on the ephemerides of Brown and Newcomb (ca. 1900); and in his 1st edition of Astronomical Algorithms based on the ELP2000-85 (the 2nd edition uses ELP2000-82 with improved expressions from Chapront et al. in 1998). These are now outdated: Chapront et al. (2002) published improved parameters. Also Meeus's formula uses a fractional variable to allow computation of the four main phases, and uses a second variable for the secular terms. For the convenience of the reader, the formula given above is based on Chapront's latest parameters and expressed with a single integer variable, and the following additional terms have been added:


          constant term:


          
            	Like Meeus, apply the constant terms of the aberration of light for the Sun and light-time correction for the Moon to obtain the apparent difference in ecliptic longitudes:

          


          
            	Sun: +20.496"

          


          
            	Moon: 0.704"

          


          
            	Correction in conjunction: 0.000451 days.

          


          
            	For UT: at 1 January 2000, T (= TT  UT ) was +63.83 s ; hence the correction for the clock time UT = TT  T of the conjunction is:

          


          
            	0.000739 days.

          


          quadratic term:


          
            	In ELP200085 (see Chapront et alii 1988), D has a quadratic term of 5.8681"T; expressed in lunations N, this yields a correction of +87.4031012N days to the time of conjunction. The term includes a tidal contribution of 0.5(23.8946 "/cy). The most current estimate from Lunar Laser Ranging for the acceleration is (see Chapront et alii 2002): (25.858 0.003)"/cy. Therefore the new quadratic term of D is = -6.8498"T . Indeed the polynomial provided by Chapront et alii (2002) provides the same value (their Table 4). This translates to a correction of +14.6221012N days to the time of conjunction; the quadratic term now is:

          


          
            	+102.0261012N2 days.

          


          
            	For UT: analysis of historical observations show that T has a long-term increase of +31 s/cy . Converted to days and lunations , the correction from ET to UT becomes:

          


          
            	2351012N2 days.

          


          The theoretical tidal contribution to T is about +42 s/cy ; the smaller observed value is thought to be mostly due to changes in the shape of the Earth . Because the discrepancy is not fully explained, uncertainty of our prediction of UT (rotation angle of the Earth) may be as large as the difference between these values: 11 s/cy. The error in the position of the Moon itself is only maybe 0.5"/cy , or (because the apparent mean angular velocity of the Moon is about 0.5"/s), 1 s/cy in the time of conjunction with the Sun.


          


          Religious use


          The Islamic calendar has retained an observational definition of the new moon, marking the new month when the first Crescent Moon is actually seen, and making it impossible to be certain in advance of when a specific month will begin (in particular, the exact date on which Ramadan will begin is not known in advance). In Saudi Arabia, if the weather is cloudy when the new moon is expected, observers are sent up in airplanes. In Pakistan, there is a "Central Ruet-e-Hilal Committee", which takes help from more than 100 Observatories of Pakistan Meteorological Department all over the country and announces unanimous decision of the sighting of new moon. In Iran a special committee receives observations of every new moon to determine the beginning of each month. This committee uses one hundred groups of observers.


          Recently an attempt to unify Muslims on a scientifically calculated worldwide calendar has been adopted by both the Fiqh Council of North America and European Council for Fatwa and Research. The new calculation requires that conjunction occur before sunset in Mecca, Saudi Arabia and that moon set on the following day must take place after sunset. These can be precisely calculated and therefore a unified calendar is imminent if it becomes adopted worldwide.


          The new moon is the beginning of the month in the Chinese calendar. Some Buddhist Chinese keep a vegetarian diet on the new moon and full moon each month.


          The new moon signifies the start of every Jewish month, and is considered an important date in the Hebrew calendar. The modern form of the calendar is a rule-based lunisolar calendar, akin to the Chinese calendar, measuring months defined in lunar cycles as well as years measured in solar cycles, and distinct from the purely lunar Islamic calendar and the almost entirely solar Gregorian calendar.


          The native messianic Pentecostal group, the New Israelites of Peru, keeps the new moon as a Sabbath of rest. As an evangelical church, it follows the Bible's teachings that God sanctified the seventh day, now largely known as Saturday, as the Shabbat, and the new moons in addition to it. See Ezekiel 46:1,3. No work may be done from dusk until dusk, and the services run for 11 hours, although a large number spend 24 hours within the gates of the temples, sleeping and singing praises throughout the night.


          The new moon is also an important event in Wicca.


          The new moon is also important in astrology, as is the full moon.
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              Cover of the first Newshounds book by Thomas K. Dye
            


            
              	Author(s)

              	Thomas K. Dye
            


            
              	Website

              	http://www.newshounds.com/
            


            
              	Current status / schedule

              	Ended
            


            
              	Launch date

              	November 1, 1997
            


            
              	End Date

              	December 8, 2006
            


            
              	Publisher(s)

              	Keenspot
            


            
              	Genre(s)

              	Furry/Satire
            


            
              	Followed by

              	Newshounds II
            

          


          Newshounds is a satirical, furry webcomic drawn and written by Thomas K. Dye. The strip is in two parts. The first version, sometimes called Newshounds I, ran between November 1, 1997 to December 8, 2006. A sequel, Newshounds II, started on July 2, 2007.


          Newshounds I is set in a fictional news broadcasting company in America called KPET, staffed by one human and seven anthropomorphic animals (five dogs, a cat and a rat). The strip satirizes many aspects of news companies and news stories of the day. Although sometimes strips are separate, most of the stories span several weeks, sometimes months.


          As well as news gathering, Newshounds satirizes politics, sport and pop culture, with many of the characters satirizing one particular area. Newshounds covers controversial topics such as the war on terror, gay rights, and there are future plans to make a series of storylines about abortion.


          Newshounds is one of the longest running furry webcomics (longer running examples include Kevin and Kell (1995) and Sabrina Online (1996)). It is hosted on the Internet by the online comics syndicate Keenspot. According to The Webcomic List, it is listed in the top 1,000 webcomics on the internet. A collection of strips entitled All the Newshounds Fit to Print won the Ursa Major Award for "Best Anthropomorphic Literary Work", and it is currently on the Ursa Major Awards, "Recommended Anthropomorphics List".


          


          Scenario


          The comic follows a group of anthropomorphic pet animals and their human owner, living in an unnamed American city and together operating a small news station, KPET. The world it is set in the same as the real world, except animals are intelligent. The staff of KPET (except the owner) are animals (five dogs, one cat and one rat). The animals in the Newshounds universe are subject to the same laws as animals in the real world, such as dog licenses, having owners, and not being able to vote. However, the animals of the Newshounds universe are aware of this, thus meaning that although they have their own political views and arguments, there is very little they can do themselves apart from express a view.


          The owner, Lorna Dilbrook, originally worked for an animal shelter. When her late great-aunt Agnes died and left her $400,000, she started the station using animals from the shelter. Her staff includes two anchordogs, the vain Wolfram Blitzen and over-ambitious Renata Fayre. There is also cameradog, Kevin J. Dog who cannot keep a relationship down, right wing sports reporter Sam Shepherd and left wing and feline weather forecaster Alistair Katt. Ferris, a rat who was squatting in the house, was hired as a janitor. The final member of the team, danger-addicted Rochelle O'Shea, first joined the company as a temp, but later became a field reporter in 2001.


          There are some minor characters that have returning roles. They include Lorna's parents, Ernest and Julia Dilbrook, who often visit with a hidden motive (for example, Ernest was once on the run from the mob for not paying back a $2 million loan), Hal O'Peridol, the CEO of Sunflower Chemicals, wants to marry Renata, but she cannot stand the sight of him and Kevin's on/off girlfriend Stormy Knight. There is also a local rival news company KRVL who try to stop KPET from getting all the best stories and soldier-turned-businessman General Swallowemup, who plots to buy every business in the world.


          The Newshounds website has a section of comics set in the past, about how Lorna came to found KPET.


          


          Characters


          
            	Kevin J. Dog - Male golden retriever, KPET's camera operator and technical person. A fairly gentle and sensitive character, often playing straight man to the other characters' follies. He has a sister, Raine, and has had two failed relationships: one with Stormy Knight, who he first fell in love with due to their love of Blackadder, but she got married to her boyfriend Connor O'Connor. The other was with Della, a technophile and Kevin's technical assistant, who went missing during a holiday with her owners. His brooding over Stormy made him gain weight in early 2003. He is partly based on Thomas K. Dye.

          


          
            	Renata Fayre - A female cocker spaniel and one of the two news anchors. She is strong-willed, good at finding facts, and generally clear-headed when not in the grip of journalistic ambition, or when her vicious jealousy towards Rochelle takes over. She often spars with KRVL head anchor Dirk Snoogems. Hal O'Peridol of Sunflower Chemicals often tries to marry her. They have done so twice, but both ended very quickly. She had her muzzle reduced in size in 2000, but few people noticed any difference in the "nasal twang" Hal O'Peridol first noted less than a year before , thus ruining her hopes of getting better jobs.

          


          
            	Wolfram Blitzen - A male Norwegian Elkhound, Rochelle's husband and KPET's other news anchor. He is very fond of his looks and wardrobe; vain nearly to a degree of obsession, though the trait was largely quelled due to an incident when he became addicted to a banned fur conditioning drug in 2005. Whilst celebrating with Rochelle about getting over his addiction, he proposed marriage, to which Rochelle accepted. In August 2006, he told Rochelle that she was pregnant, and their children where recently born, named Malcolm and Emma. Other characters regard him as mundane and boring. Named after the American journalist Wolf Blitzer.

          


          
            	Rochelle O'Shea - A female collie and Wolfram's wife. As a Field reporter, she is suave and calm but troubled by a secret addiction to danger. She first came into contact with KPET as a temp in summer 2000, although she was acting as a spy for General Swallowemup. She then went into the army, where she met Wolfram and Sam. They then returned to KPET permanently in the autumn of 2001. In August 2006, after surviving a helicopter crash, Wolfram told her she was pregnant. Rochelle is the only central character introduced since the beginning of the strip.

          


          
            	Alistair Katt - Alistair is a male domestic shorthaired cat. He is supposed to be a weather forecaster, but due to the fact that he was only placed in this position because Lorna heard him mention one high pressure system, he more often acts as outspoken liberal commentator. He also serves as KPET's lawyer, to his disgust. In December 2003, he came out of the closet. He is very fond of catnip, but he temporarily loses his sanity when he mixes it with alcohol. Storylines around New Year usually focus on him: since 1999 he has spent New Year's Eve alone on the beach almost every year. Although Alistair long claimed to be little interested in any romantic matter, he occasionally goes on dates with his friend Nigel. Nigel is somewhat obsessed with Alistair and, in his own words, "crazy-mad in love", but Alistair preferred to remain friends until recently. In a recent strip, to his great shock, Alistair came to the realization he loved Nigel too, even kissing him.

          


          
            	Sam Shepherd - Sam is a male black labrador and KPET's sports reporter. He is macho and decidedly right wing. He disagrees loudly with Alistair over politics, but the pair gained mutual respect as they have both rescued each other for difficult situations. Sam had been in a dysfunctional relationship with Randy, Della's cousin, but they split up when he discovered she was cheating on him with her former boyfriend Vladimir. Despite Sam's politics, he eventually accepts Alistair's homosexuality and in April 2006 he told Alistair that George W. Bush is an "insane maniac", almost giving Alistair a heart attack.

          


          
            	Ferris the Rat - Formally a squatter in KPET's first studio, Ferris is KPET's janitor, though he is next to useless at his job. He is irrepressible, obsessed with pop-culture, infatuated with Tori Spelling, and often launches into business plans which last just long enough to cause chaos. In October 2004, Ferris got rid of his last piece of Tori Spelling memorabilia, but he still has feelings for her, particularly after her father, Aaron Spelling died in June 2006. His name probably comes from the film Ferris Bueller's Day Off.

          


          
            	Lorna Ernestine Dilbrook - The owner of KPET, its animal staff and the only human in the company. According to the comic's back-story webpages she started the station to follow her passion for news, finding its staff in the animal shelter she had worked at previously. She has kept KPET going ever since, gritting her teeth through its endless crises. She always tries to be as moral as possible, which may explain KPET's lack of success. She once went crazy after having her tooth removed; getting delusions that she was a dog and everyone else in KPET was human.

          


          


          Stories


          The comic is humorous, combining social and political satire with character-based comedy. The comic forays into sports and current events. Storylines range in length from a few days to several months and have covered, fractured love affairs, mysteries and conspiracies, the legally-enforced brainwashing of the city's animals into cheerful hygienic zombies, a paramilitary invasion of Starbucks by the armed forces of AOL Time Warner and mountain men using dogs to build a bomb. Some stories involve all the major characters, but often they focus on a few of them. No major character is more central than any other, each getting their turn in the spotlight.


          There are some recurring themes that occur in Newshounds storylines, such as Hal's many attempts to marry Renata, General Swallowemup's plot to buy every company in the world, Kevin's failed relationships with Stormy and Della, Ferris's adoration of Tori Spelling and Sam and Alistair's political differences. The major storylines can each be found and described in each of the seven Newshounds books. (See below) and in the archives on the Newshounds website.


          


          History of the comic


          


          Thomas K. Dye's first precursor to Newshounds was Pet Sounds, a strip featuring Kevin and Alistair, which he drew in 1991 and 1992 and ran in the Montclarion newspaper. He then drew three episodes of a comic book, The Boy Shop Pets. It was written between November 1991 and January 1992. The book invented some of his Newshounds characters, including Kevin J. Dog, Alistair Katt, Renata Fayre and Ferris the Rat.


          He began working on the first version of Newshounds in 1992 while living in Las Vegas. The pre-Newshounds designs of Kevin and Alistair are termed "Mark I." The original pilots of Newshounds are termed "Mark II".


          The comic began running regularly on the Internet on November 1, 1997, and its character designs are termed "Mark III." The most recent major change to Newshounds was on March 3, 2003 when Dye launched the present "Mark IV" version of the strip. The art style and character designs were changed from the previous version, though their personalities were not changed, and Rochelle first became officially a major character.


          Dye has created two other current features. Manifestations, started on February 28, 2003. This was an online graphic novel, with a new page every Saturday, and it ended in late 2005. It continued and developed a Newshounds story from spring 2001, but was otherwise disconnected from the present and future stories of Newshounds. It was much darker in tone than Newshounds, and less overtly humorous.


          The other feature is Something Happens, a satirical series of unrelated episodes that started on April 18, 2006.


          Currently, Dye is writing strip featuring Malcolm and Emma, Wolfram and Rochelle's puppies, and is considering turning it his next major project. The strip is currently entitled Kid Gloves.


          The Newshounds characters have also appeared in other comics. One strip featured characters from ten other comics. The most notable crossover was a series of storylines between August 13-20 1999 which featured characters from another furry webcomic, Funny Farm.


          Humans based on Renata, Kevin and Ferris appeared in the General Protection Fault storyline Surreptitious Machinations, but as part of the news team for fictional channel "WPET".


          Material from Newshounds was included in Attitude 3: The New Subversive Online Cartoonists.


          On 2 July, 2007, Dye started "Newshounds II", a sequel strip centering on the same characters in their new jobs at Meganewswest, the company Lorna sold KPET to on the grounds that her entire staff was allowed a position of some kind.


          


          Controversy


          Being a satirical webcomic, Newshounds often makes fun of controversial issues. There have been stories about:


          
            	The War on Terrorism.


            	George W. Bush.


            	Gay rights.


            	The Lewinsky scandal.


            	Animal rights.

          


          Dye has also said in an interview that he plans to make a story about abortion, one of the most controversial subjects in America. Dye said in an interview that, "Their underlying motive (voiced by Renata, of course) was to actually run in and get all the presents themselves. The boys dismissed Renata's complaints that there actually IS no Santa Claus by saying that she must have a terroristic agenda of her own and as a result, wasn't credible." Some people where angered as this was seen as an attack on the Boy Scouts. Dye said the joke was based on the neighbourhood the characters were in, and that as a former Cub Scout himself, he never intended to make an attack.


          


          Books


          


          There are seven Newshounds compilations have been released, covering all of the strips. The seventh book will be released after the end of the daily strips. However, they are only available in the United States.


          Each book contains special bonus material. The first six books are published by Plan 9 Publishing. whereas the seventh is published by Lulu.com.


          
            	Book 1 - Newshounds


            	Book 2 - Tonight's Top Story


            	Book 3 - Press Badge Blues


            	Book 4 - We All Came Out to Mantra


            	Book 5 - Regime Change


            	Book 6 - Surgery in the Park


            	Book 7 - All the Newshounds Fit to Print
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              	News International
            


            
              	Type

              	Media
            


            
              	Founded

              	February 1981
            


            
              	Headquarters

              	London
            


            
              	Keypeople

              	Rupert Murdoch

              James Murdoch
            


            
              	Industry

              	Mass media
            


            
              	Products

              	Newspapers and Websites
            


            
              	Website

              	http://www.newsinternational.co.uk
            

          


          News International Ltd is a British newspaper publisher owned by Rupert Murdoch's News Corporation. Until June 2002, they were called News International plc.


          The company's major titles are published by three subsidiary companies, Times Newspapers Ltd, News Group Newspapers and NI Free Newspapers Limited. These newspapers are published at a large site in Wapping in east London, near Tower Hill, which earned the nickname " Fortress Wapping" after a fierce dispute with the union to which the workforce had previously belonged. Between 1987 and 1995, News International owned, through its subsidiary News (UK) Ltd, Today, the first UK national newspaper to be printed in colour. All of News International's newspapers (with the exception of thelondonpaper, launched in 2006) were founded by other owners, in some cases hundreds of years ago.


          In October 2005 News International sold TSL Education, publishers of Times Educational Supplement and other education titles, for 235m ($415m). The Times Literary Supplement, previously part of TSL Education, has been retained by News International as part of this deal. Darwin ltd, who had took over the company, continued to produce the same product. It's main competitor is Associated Newspapers, who are subsequently owned by the Daily Mail and General Trust.


          


          News International Newspapers Limited


          


          Times Newspapers


          Times Newspapers Limited publishes the compact daily newspaper The Times and the broadsheet The Sunday Times.


          Times Newspapers was formed in 1967 when The Thomson Corporation purchased The Times from the Astor family and merged it with The Sunday Times, which it owned since 1959. This company was purchased by Murdoch's News International in February 1981. In 2006 an American edition of The Times was launched in New York, Boston and some other east coast U.S. cities.


          Murdoch states that the law and the independent board prevents him from exercising editorial control.


          


          News Group Newspapers


          News Group Newspapers publishes the tabloid newspapers The Sun and the News of the World.


          The News of the World Organisation was purchased in January 1969. The Sun was acquired in October 1969 from Mirror Group Newspapers.


          Murdoch states that he acts as a "traditional proprietor"; exercising editorial control on major issues such as which political party to back in a general election or policy on Europe.


          


          NI Free Newspapers Limited


          thelondonpaper was the first newspaper to be launched by News International rather than bought. It is an evening freesheet for the London Zone 1 area.


          


          Other holdings


          
            	News International (Advertisements) Limited


            	News International Associated Services Limited


            	News International Distribution Limited


            	News International Newspapers (Knowsley) Limited


            	News International Newspapers (Scotland) Limited


            	News International Pension Trustees Limited


            	News International Supply Company Limited


            	News International Television Investment Company Limited


            	News International Television Limited


            	NI Syndication Limited
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              	Professional issues
            


            
              	
                News Reportage Writing Ethics Objectivity Values Attribution Defamation Editorial independence Education Other topics

              
            


            
              	Fields
            


            
              	Arts Business Entertainment Environment Fashion Politics Science Sports Tech Trade Traffic Weather
            


            
              	Genres
            


            
              	
                Advocacy journalism

                Citizen journalism

                Civic journalism

                Community journalism

                Gonzo journalism

                Investigative journalism

                Literary journalism

                Narrative journalism

                New Journalism

                Opinion journalism

                Visual journalism

                Watchdog journalism

              
            


            
              	Social impact
            


            
              	
                Fourth Estate

                Fifth Estate

                Freedom of the press

                Infotainment

                Media bias

                News propaganda

                Public relations

                Yellow journalism
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                Magazines

                News agencies

                Broadcast journalism

                Online journalism

                Photojournalism

                Alternative media

                Vlog
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              	Journalist Reporter Editor Columnist Commentator Photographer News presenter Meteorologist Intern
            


            
              	
                


                

              
            

          


          A newspaper is a written publication containing news, information and advertising, usually printed on low-cost paper called newsprint. General-interest newspapers often feature articles on political events, crime, business, art/ entertainment, society and sports. Most traditional papers also feature an editorial page containing columns which express the personal opinions of writers. Supplementary sections may contain advertising, comics, coupons, and other printed media. Newspapers are most often published on a daily or weekly basis, and they usually focus on one particular geographic area where most of their readers live. Despite recent setbacks in circulation and profits newspapers are still the most iconic outlet for news and other types of written journalism.


          Features a newspaper may include are:


          
            	Weather news and forecasts


            	An advice column


            	Critic reviews of movies, plays, restaurants, etc.


            	Editorial opinions


            	A gossip column


            	Comic strips and other entertainment, such as crosswords, sudoku and horoscopes


            	A sports column or section


            	A humor column or section


            	A food column


            	Classified ads are commonly seen in local or small newspapers.

          


          


          History
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          There is some debate over which publication was the first newspaper because the definition of a newspaper has been flexible. In ancient Rome, Acta Diurna, or government announcement bulletins, were made public by Julius Caesar. They were carved on stone or metal and posted in public places. In China, early government-produced news sheets, called tipao, circulated among court officials during the late Han dynasty (second and third centuries AD). Between 713 and 734, the Kai Yuan Za Bao of the Chinese Tang Dynasty published government news; it was handwritten on silk and read by government officials. In 1582 there was the first reference to privately-published newssheets in Beijing, during the late Ming Dynasty; by 1638 the Beijing Gazette switched from woodblock print to movable type printing. However, a newspaper by Johann Caroluss, the Relation aller Frnemmen und gedenckwrdigen Historien published in 1605, is recognized as the worlds first newspaper. The Dutch Courante uyt Italien, Duytslandt, &c. of 1618 is also considered by some to be the first modern newspaper since the Relation looks more like a book than what is now considered a newspaper. The newspaper Opregte Haarlemsche Courant from Haarlem, first published in 1656, is considered by some to be the oldest continuously published newspaper, though it was forced to merge with the newspaper Haarlems Dagblad in 1942 by the German occupier. Since then the Haarlems Dagblad appears with the subtitle Oprechte Haerlemse Courant 1656 and considers itself to be the oldest still-publishing newspaper in the world.


          In the English-speaking world, Nathaniel Butter is often credited with the creation of the first news periodical in 1622. The earliest papers in the United Kingdom were devoted to politics and government proceedings. In 1702, the first daily newspaper called The Daily Courant was published. In Boston in 1690, Benjamin Harris published Publick Occurrences Both Forreign and Domestick. This is considered the first newspaper in the American colonies even though only one edition was published before the paper was suppressed by the government. In 1704, the governor allowed the Boston News-Letter to be published and it became the first continuously published newspaper in the colonies. Soon after, weekly papers began publishing in New York and Philadelphia. These early newspapers followed the British format and were usually four pages long. They mostly carried news from Britain and content depended on the editors interests. In 1783, the Pennsylvania Evening Post became the first American daily. In 1751, John Bushells Halifax Gazette became the first Canadian newspaper. By the early 19th century, many cities in Western and Eastern Europe, as well as North and South America, published newspaper-type publications though not all of them developed in the same way; content was vastly shaped by regional and cultural preferences.
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          Advances in printing technology during the Industrial Revolution were responsible for turning the newspaper into a widely circulated means of communication. In 1814, The Times of London acquired a printing press capable of making 1,100 impressions per minute. Soon, it was adapted to print on both sides of a page at once. This innovation made newspapers cheaper and thus available to a larger part of the population. In 1833, Benjamin Day printed the first penny press newspaper, The New York Sun. Penny press papers cost about one sixth the price of other newspapers and appealed to a wider audience.


          Recent developments on the Internet are, however, posing major challenges to the business model of many newspapers. Paid circulation is declining in most countries, and advertising revenue, which makes up the bulk of most newspapers income, is shifting from print to online, resulting in a general decline in newspaper profits. This has led to some predictions that newspapers will shrink or even disappear, although new media technologies such as radio and television never supplanted print media.


          


          Categories


          A daily newspaper is issued every day, sometimes with the exception of Sundays and some national holidays. Saturday and, where they exist, Sunday editions of daily newspapers tend to be larger, include more specialized sections and advertising inserts, and cost more. Typically, the majority of these newspapers staff work Monday to Friday, so the Sunday and Monday editions largely depend on content done in advance or content that is syndicated. Most daily newspapers are published in the morning. Afternoon or evening papers are aimed more at commuters and office workers.


          Weekly newspapers are common and tend to be smaller than daily papers. In some cases, there also are newspapers that are published twice or three times a week. In the United States, such newspapers are generally still classified as weeklies.


          Most nations have at least one newspaper that circulates throughout the whole country: a national newspaper, as contrasted with a local newspaper serving a city or region. In the United Kingdom, there are numerous national newspapers, including The Independent, The Times, The Daily Telegraph, The Guardian, The Observer, The Daily Mail, The Sun, The Daily Express and The Daily Mirror. In the United States and Canada, there are few truly national newspapers, with the notable exceptions The Wall Street Journal and USA Today in the US and The Globe and Mail and The National Post in Canada. Large metropolitan newspapers with expanded distribution networks such as The New York Times and The Washington Post can fill the role of de facto national newspapers.


          As English has become the international language of business and technology, many newspapers formerly published only in non-English languages have also developed English-language editions. In places as varied as Jerusalem and Bombay (Mumbai), newspapers are printed to a local and international English-speaking public. The advent of the Internet has also allowed the non-English newspapers to put out a scaled-down English version to give their newspaper a global outreach.


          There is also a small group of newspapers which may be characterised as international newspapers. Some, such as Christian Science Monitor and The International Herald Tribune, have always had that focus, while others are repackaged national newspapers or international editions of national-scale or large metropolitan newspapers. Often these international editions are scaled down to remove articles that might not interest the wider range of readers.


          Job titles within the newspaper industry vary greatly. In the United States, the overall manager of the newspaper  sometimes also the owner  may be termed the publisher. This usage is less common outside the U.S., but throughout the English-speaking world the person responsible for content is usually referred to as the editor. Variations on this title such as editor-in-chief, executive editor, and so on, are common.


          While most newspapers are aimed at a broad spectrum of readers, usually geographically defined, some focus on groups of readers defined more by their interests than their location: for example, there are daily and weekly business newspapers and sports newspapers. More specialist still are some weekly newspapers, usually free and distributed within limited areas; these may serve communities as specific as certain immigrant populations, or the local gay community.


          Newspapers often refine distribution of ads and news through zoning and editioning. Zoning occurs when advertising and editorial content change to reflect the location to which the product is delivered. The editorial content often may change merely to reflect changes in advertising  the quantity and layout of which affects the space available for editorial  or may contain region-specific news. In rare instances, the advertising may not change from one zone to another, but there will be different region-specific editorial content. As the content can vary widely, zoned editions are often produced in parallel.


          Editioning occurs in the main sections as news is updated throughout the night. The advertising is usually the same in each edition (with the exception of zoned regionals, in which it is often the B section of local news that undergoes advertising changes). As each edition represents the latest news available for the next press run, these editions are produced linearly, with one completed edition being copied and updated for the next edition. The previous edition is always copied to maintain a Newspaper of Record and to fall back on if a quick correction is needed for the press. For example, both the New York Times and Wall Street Journal offer a regional edition, printed through a local contractor, and featuring locale specific content. The Journals global advertising rate card provides a good example of editioning.


          


          Format
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          Most modern newspapers are in one of three sizes:


          
            	Broadsheets: 600mm by 380mm (23 by 15 inches), generally associated with more intellectual newspapers, although a trend towards compact newspapers is changing this.


            	Tabloids: half the size of broadsheets at 380mm by 300mm (15 by 11 inches), and often perceived as sensationalist in contrast to broadsheets. Examples: The Sun, The National Enquirer, The National Ledger, The Star Magazine, New York Post, The Globe.


            	Berliner or Midi: 470mm by 315mm (18 by 12 inches) used by European papers such as Le Monde in France, La Stampa in Italy, El Pais in Spain and, since 12 September 2005, The Guardian in the United Kingdom.

          


          Newspapers are usually printed on inexpensive, off-white paper known as newsprint. Since the 1980s, the newspaper industry has largely moved away from lower-quality letterpress printing to higher-quality, four-colour process, offset printing. In addition, desktop computers, word processing software, graphics software, digital cameras and digital prepress and typesetting technologies have revolutionized the newspaper production process. These technologies have enabled newspapers to publish colour photographs and graphics, as well as innovative layouts and better design.
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          To help their titles stand out on newsstands, some newspapers are printed on coloured newsprint. For example, the Financial Times is printed on a distinctive salmon pink paper, and the Italian sports newspaper La Gazzetta dello Sport is printed on pink paper. Sheffields weekly sports publication derives its name, the  Green Un, from the traditional colour of its paper, while L'quipe (formerly LAuto) is printed on yellow paper. Both the latter promoted major cycling races and their newsprint colours were reflected in the colours of the jerseys used to denote the race leader; thus, the leader in the Giro d'Italia wears a pink jersey.


          


          Online-only


          With the introduction of the Internet, web-based newspapers have also started to be produced as online-only publications, like the Southport Reporter. To be a Web-Only newspaper they must be web published only and must not be part of or have any connection to hard-copy formats. To be classed as an Online Only Newspaper, the paper must also be regularly updated at a regular time and keep to a fixed news format, like a hardcopy newspaper. They must also be only published by professional media companies and regarded under the national/international press rules and regulations unlike blog sites and other news websites, it is run as a newspaper and is recognized by media groups in the UK, like the NUJ and/or the IFJ. Also they fall under the UKs PCC rules.


          


          Electronic paper


          In 2006, the Flemish daily De Tijd of Antwerp field tested a version of the publication using electronic paper in which text can be changed, like an online site, but is portable and show on a paper-like substrate to a few hundred selected subscribers.


          


          Circulation and readership


          The number of copies distributed, either on an average day or on particular days (typically Sunday), is called the newspapers circulation and is one of the principal factors used to set advertising rates. Circulation is not necessarily the same as copies sold, since some copies or newspapers are distributed without cost. Readership figures may be higher than circulation figures because many copies are read by more than one person, although this is offset by the number of copies distributed but not read (especially for those distributed free).


          
            [image: Newspaper vendor, Paddington, London, February 2005]

            
              Newspaper vendor, Paddington, London, February 2005
            

          


          According to the Guinness Book of Records, the daily circulation of the Soviet newspaper Trud exceeded 21,500,000 in 1990, while the Soviet weekly Argumenty i fakty boasted the circulation of 33,500,000 in 1991.


          According to United Nations data from 1995 Japan has three daily papers the Yomiuri Shimbun, Asahi Shimbun, and Mainichi Shimbun  with circulations well above 5.5 million. Germanys Bild, with a circulation of 3.8 million, was the only other paper in that category.


          In the United Kingdom, The Sun is the top seller, with around 3.2 million copies distributed daily (late-2004).


          In India, The Times of India is the largest English newspaper, with 2.14 million copies daily. According to the 2006 National Readership Study, the Dainik Jagran is the most-read, local-language (Hindi) newspaper, with 21.2 million readers .


          In the U.S., USA Today has a daily circulation of approximately 2 million, making it the most widely distributed paper in the country.


          A common measure of a newspapers health is market penetration, expressed as a percentage of households that receive a copy of the newspaper against the total number of households in the papers market area. In the 1920s, on a national basis in the U.S., daily newspapers achieved market penetration of 130 percent (meaning the average U.S. household received 1.3 newspapers). As other media began to compete with newspapers, and as printing became easier and less expensive giving rise to a greater diversity of publications, market penetration began to decline. It wasnt until the early 1970s, however, that market penetration dipped below 100 percent. By 2000, it was 53 percent 1.


          Many paid-for newspapers offer a variety of subscription plans. For example, someone might want only a Sunday paper, or perhaps only Sunday and Saturday, or maybe only a workweek subscription, or perhaps a daily subscription.


          Some newspapers provide some or all of their content on the Internet, either at no cost or for a fee. In some cases, free access is available only for a matter of days or weeks, after which readers must register and provide personal data. In other cases, free archives are provided.


          


          Advertising


          Most newspapers make a majority of their income from advertising; the income from the customers payment at the news-stand is small in comparison. The portion of the newspaper that is not advertising is called editorial content, editorial matter, or simply editorial, although the last term is also used to refer specifically to those articles in which the newspaper and its guest writers express their opinions.


          Newspapers have been hurt by the decline of many traditional advertisers. Department stores and supermarkets could be relied upon in the past to buy pages of newspaper advertisements, but due to industry consolidation are much less likely to do so now.


          In recent years, the advertorial emerged. Advertorials are most commonly recognized as an opposite-editorial which third-parties pay a fee to have included in the paper. Advertorials commonly advertise new products or techniques, such as a new design for golf equipment, a new form of laser surgery, or weight-loss drugs. The tone is usually closer to that of a press release than of an objective news story.


          


          Journalism


          Since newspapers began as a journal (record of current events), the profession involved in the making of newspapers began to be called journalism.


          In the yellow journalism era of the 19th century, many newspapers in the United States relied on sensational stories that were meant to anger or excite the public, rather than to inform. The restrained style of reporting that relies on fact checking and accuracy regained popularity around World War II.


          Criticism of journalism is varied and sometimes vehement. Credibility is questioned because of anonymous sources; errors in facts, spelling, and grammar; real or perceived bias; and scandals involving plagiarism and fabrication.


          In the past, newspapers have often been owned by so-called press barons, and were used either as a rich mans toy, or a political tool. More recently in the United States, a number of newspapers (and all of the largest ones) are being run by large media corporations such as Gannett, The McClatchy Company, Hearst Corporation, Cox, LandMark, Morris Corporation, The Tribune Company, Hollinger International, News Corporation, etc.


          Newspapers have, in the modern world, played an important role in the exercise of freedom of expression. Whistle-blowers, and those who leak stories of corruption in political circles often choose to inform newspapers before other mediums of communication, relying on the perceived willingness of newspaper editors to expose the secrets and lies of those who would rather cover them. However, there have been many circumstances of the political autonomy of newspapers being curtailed.


          Opinions of other writers and readers are expressed in the op-ed (opposite the editorial page) and letters to the editors sections of the paper.


          Some ways newspapers have tried to improve their credibility are: appointing ombudsmen, developing ethics policies and training, using more stringent corrections policies, communicating their processes and rationale with readers, and asking sources to review articles after publication.


          


          Future


          The future of newspapers is cloudy, with overall readership slowly declining in most developed countries due to increasing competition from television and the Internet. The 57th annual World Newspaper Congress, held in Istanbul in June 2004, reported circulation increases in only 35 of 208 countries studied. Most of the increases came in developing countries, notably China and India.
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          A report at the gathering said circulation declined by an average of 2.2 percent across 13 of the 15 countries that made up the European Union. One growth area is the distribution of free daily newspapers, which are not reflected in the above circulation data. Led by the Metro chain of newspapers, they grew 16 percent in 2003.


          Newspapers also face increased competition from internet sites such as Craigslist for classified ads, especially for jobs, real estate, and cars, the advertising of which has long been key sources of newspaper revenue as well as from online only newspapers. Already in the UK a newspaper called Southport Reporter started out in 2000 and remains online as a recognized newspaper, but only published online and others now exist through out the world. This opens the debate as to what constitutes a newspaper.
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          Newsround (originally called John Craven's Newsround, before the departure of Craven) is a BBC children's news programme, which has run continuously since 4 April 1972, and was one of the world's first television news magazine aimed specifically at children. Initially commissioned as a short series by BBC Children's Department, who held editorial control, its facilities are provided by BBC News. The show is now aimed at 6 to 12-year-olds. Newsround on BBC One is moving to 5:05pm from 11 February 2008 due to Neighbours moving to five.


          


          History


          Originally called John Craven's Newsround, it was mostly presented by John Craven between 4 April 1972 and 22 June 1989, though presenters including Roger Finn and Helen Rollason also presented during the 1980s.


          On Craven's departure, the show was renamed Newsround, and its presenters who regularly rotate have included Juliet Morris, Krishnan Guru-Murthy, Julie Etchingham, Chris Rogers, Kate Sanderson, Matthew Price, and Becky Jago. Regular reporters on the programme, who have also presented it, include Paul McDowell, Paul Welsh and Terry Baddoo. For over 25 years, it was usually broadcast on BBC One at 5 p.m.


          Newsround was the first BBC television programme to break the news of the loss of the Space Shuttle Challenger on 28 January 1986. As the event was shown during the opening titles, it is often erroneously stated that the tragedy happened live on air, but it in fact happened about fifteen minutes earlier. This edition was presented by Roger Finn, who had only recently joined the programme.


          


          Current format and presenters


          The Newsround edition broadcast at 5:25 pm on CBBC One has Ellie Crisell as its main anchor, with Lizo Mzimba taking Ellie's main role when she is absent. All of the presenters make reports. A half hour special on the effects of Hurricane Katrina saw presenter Lizo Mzimba nominated for a BAFTA. On the CBBC Channel, the Newsround bulletins are read by Sonali Gudka and Gavin Ramjaun. The other reporters are Laura Jones who occasionally takes the main anchor on the rare occasion when both Ellie and Lizo are absent, and Adam Fleming. Lizzie Greenwood is a reporter for Sportsround, Newsround's sister show. During Lizzie's absence Helen Skelton took her place and now continues to fill in for other presenters during their absences. Helen joined Newsround in November 2007 as mainly presenting for Sportsround but now continues also in Newsround.


          Newsround's editor is Sinad Rocks. The TV producers are Ronan Breen and Robert Thompson. The main online producer is Clare Youell.


          


          Newsround Extra


          A variation on the regular format of Newsround is a series of short (typically 15-minute) documentary films broadcast under the title Newsround Extra, which have been a regular feature since the late 1970s. There are two or three series of these documentaries during the year, which replace the regular bulletins on one day of the week (usually Monday, although sometimes on Fridays, particularly during the 1980s). There was a Newsround Extra on 1 December 2006 called The Wrong Trainers a rather dark film consisting of six short animations dealing with child poverty and related issues. In one of the presentations Chris says the Government is not spending money as wisely as they should be. Afterwards, there was a linked BBCi special following up the issues. Newsround - The Wrong Trainers won the Royal Television Society Award for best children's programme 2006. The Wrong Trainers won the factual category at the 2007 Children's Baftas.


          


          Newsround Showbiz


          Originally called Newsround Lite, Newsround Showbiz ran from 2001 to 2005. It started as a daily programme and then moved to Saturdays and Sundays. It was hosted by Lizzie, Adam, Rachel or Thalia who were regular Newsround presenters and produced by Sinead Rocks. The show contained entertainment news and gossip and generally took a lighthearted view of the world of celebrity.


          


          Newsround Investigates


          Newsround Investigates was intended as a special half-hour documentary series for CBBC, taking an in-depth look at issues affecting childrens lives. The first and only edition was on May 8, 2006. It investigated the subject of arson in schools.


          


          Sportsround


          In September 2005, a new spin-off of Newsround was launched, entitled Sportsround. It contains reports from major sporting events and local sport competitions. The show is presented by Jake Humphrey, alongside Lizzie Greenwood-Hughes & Helen Skelton occasionally. In Jake Humphry's absence Nigel Clarke will take the main anchor


          


          Newsround on the web


          Newsround has its own website as part of the main CBBC web site, featuring:


          
            	The latest news headlines, grouped into the relevant sections (e.g. World, UK, Sci-Tech, etc.)


            	An RSS feed for each of the sections (e.g. an RSS feed for World news, UK news, etc.)


            	A games section, with many Flash games.


            	Message boards for different topics (e.g. In The News, Doctor Who, etc.)


            	A voting section, where users can vote on different popular topics such as favourite film, etc.


            	Quizzes.


            	Press Pack reports presented by children.

          


          In February, an online video podcast was released called And Finally . This was a summary of the entire week's news, and a new edition was released every Thursday. There was also a podcast for Sportsround called Action Replay. This could either be downloaded as an MPEG-4 Part 14 file or as a podcast which includes both And Finally and Action Replay. Both services were part of a podcast trial which has now been stopped.


          


          Newsround Quiz


          From 18 December 2006 to 5 January 2007, digital satellite and Freeview viewers could access the free and interactive Newsround Review of The Year Quiz by pressing the red button on their remote control. Viewers watched video questions and then selected their answer by pressing the coloured keys on their remote control.


          


          Newsround Review of the Year


          This is a special 45 minute edition of newsround which features a review of all the years news this programme has featured for many years. Ellie Crisell, Lizo Mzimba and Laura Jones present. But there was no review of the year programme for 2007.


          


          Criticisms


          The programme has been criticized by young people, on its own CBBC message boards, as being "patronising." On diversity, some have accused Newsround of discrimination against LGBT people, pointing out a perceived reluctance to include LGBT relevant issues or stories, and alleging that posts about gay rights have been removed from the Newsround messageboards. In October 2007 Newsround's website included an LGBT news item for the first time in 5 years, although it was not reported on air. Feedback from older children to Newsround's website is alleged to have been "surreptitiously and systematically" discounted since about summer 2006, though feedback from 14 and 15 year-olds has been seen since 11 January 2008.


          Newsround's website coverage of 9/11 was criticised by some as biased against the USA. The coverage was subsequently amended.


          


          Former presenters


          
            
              	Presenter

              	Dates presenting
            


            
              	John Craven

              	April, 1972 - 22 June 1989
            


            
              	Paul McDowell

              	1979? - 1985
            


            
              	Roger Finn

              	1985 - 1991
            


            
              	Helen Rollason

              	1986 - 1990
            


            
              	Juliet Morris

              	1990 - October, 1994
            


            
              	Krishnan Guru-Murthy

              	1991 - October, 1994
            


            
              	Julie Etchingham

              	October, 1994 - February, 1998
            


            
              	Chris Rogers

              	October, 1994 - 1999
            


            
              	Kate Sanderson

              	July, 1997 - September, 2001
            


            
              	Matthew Price

              	1999 - 2002
            


            
              	Becky Jago

              	September, 2001 - February, 2003
            


            
              	Rachel Horne

              	December, 2002 - April, 2006
            


            
              	Thalia Pellegrini

              	October, 2003 - 2007
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          The New Testament ( Greek: ή ή, Kainē Diathēkē) is the name given to the final portion of the Christian Bible, written after the Hebrew Bible (also called by Jews Tanakh), known to Christians as the Old Testament. It is sometimes called the Greek Testament or Greek Scriptures, or the New Covenant  which is the literal translation of the original Greek. The original texts were written in Koine Greek by various unknown authors after c. AD 45 and before c. AD 140. Its 27 books were gradually collected into a single volume over a period of several centuries. The New Testament is a central element of Christianity, and has played a major role in shaping modern Western culture. Although certain Christian sects differ as to which works are included in the New Testament, the vast majority of denominations have settled on the same twenty-seven book canon (see also, Biblical canon): it consists of the four narratives of Jesus Christ's ministry, called " Gospels"; a narrative of the Apostles' ministries in the early church, which is also a sequel to the third Gospel; twenty-one early letters, commonly called " epistles" in Biblical context, written by various authors and consisted mostly of Christian counsel and instruction; and an Apocalyptic prophecy, which is technically the twenty-second epistle. Although the traditional timeline of composition may have been taken into account by the shapers of the current New Testament format, it is not nor was it meant to be in strictly chronological order. Though Jesus spoke Aramaic, the New Testament (including the Gospels) was written in Greek because that was the lingua franca of the Roman Empire.
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          Gospels


          Each of the Gospels narrates the ministry of Jesus of Nazareth. The traditional author is listed after each entry. Modern scholarship differs on precisely by whom, when, or in what original form the various gospels were written.


          
            	The Gospel of Matthew, traditionally ascribed to the Apostle Matthew, son of Alphaeus.


            	The Gospel of Mark, traditionally ascribed to Mark the Evangelist, who wrote down the recollections of the Apostle Simon Peter.


            	The Gospel of Luke, traditionally ascribed to Luke, a physician and companion of Paul of Tarsus.


            	The Gospel of John, traditionally ascribed to the Apostle John, son of Zebedee

          


          The first three are commonly classified as the Synoptic Gospels. They contain very similar accounts of events in Jesus' life. The Gospel of John stands apart for its unique records of several miracles and sayings of Jesus, not found elsewhere.


          


          Acts


          The book of Acts, also termed Acts of the Apostles or Acts of the Holy Spirit, is a narrative of the Apostles' ministry after Christ's death, which is also a sequel to the third Gospel. Examining style, phraseology, and other evidence, modern scholarship generally concludes that Acts and Luke share the same author.


          
            	Acts, traditionally Luke.

          


          


          Pauline epistles


          The Pauline epistles (or Corpus Paulinum) constitute those epistles traditionally attributed to Paul, though his authorship is disputed, and in one case (Hebrews) nearly universally rejected (see section on authorship below). Paul appears to have dictated his epistles to scribes, and some specifically mention his habit of appending a salutation in his own handwriting. These are marked with an * below.


          
            	Epistle to the Romans*


            	First Epistle to the Corinthians*


            	Second Epistle to the Corinthians


            	Epistle to the Galatians


            	Epistle to the Ephesians


            	Epistle to the Philippians


            	Epistle to the Colossians*


            	First Epistle to the Thessalonians


            	Second Epistle to the Thessalonians*


            	First Epistle to Timothy


            	Second Epistle to Timothy


            	Epistle to Titus


            	Epistle to Philemon*


            	Epistle to the Hebrews

          


          


          General or Catholic epistles


          Includes those Epistles written to the church at large (Catholic in this sense simply means universal).


          
            	Epistle of James, traditionally by James, brother of Jesus and Jude Thomas.


            	First Epistle of Peter, traditionally ascribed to the Apostle Simon, called Peter.


            	Second Epistle of Peter, traditionally ascribed to the Apostle Simon, called Peter.


            	First Epistle of John, traditionally ascribed to the Apostle John, son of Zebedee.


            	Second Epistle of John, traditionally ascribed to the Apostle John, son of Zebedee.


            	Third Epistle of John, traditionally ascribed to the Apostle John, son of Zebedee.


            	Epistle of Jude, traditionally ascribed to Jude Thomas, brother of Jesus and James.

          


          


          The Apocalypse


          The final book of the New Testament has had a profound impact on Christian theology of the whole work.


          
            	Revelation. The authorship is attributed either to the Apostle John, son of Zebedee or by John of Patmos. For a discussion of authorship see the authorship article.

          


          It is worth noting Revelation is sometimes called The Apocalypse of John. It is also not read or used during church services by the Orthodox church.


          See also: Bible prophecy


          


          Order


          The New Testament books are ordered differently in different Church Traditions. For example the normal Protestant order follows the Roman Catholic order, but the traditional Lutheran order is different. Outside the Catholic/Protestant world there are different orders in the Slavonic, Syriac and Ethiopian Bibles.


          


          Apocrypha


          In ancient times there were dozens of Christian writings claiming Apostolic authorship, or for some other reason considered to have authority by some ancient churches, but which were not ultimately included in the 27-book New Testament canon. These works are considered "apocryphal", and are therefore referred to as the New Testament Apocrypha. It includes not only writing favourable to the position of the orthodoxy, but also a large amount of Gnostic writing, and non- canonical books. These apocryphal works are nevertheless important insofar as they provide an ancient context and setting for the composition of the canonical books. They also can help establish linguistic conventions common in the canonical texts. Examples of early apocryphal works are the Gospel of Thomas, the Epistle of Barnabas and the Epistle to the Laodiceans.


          


          Language


          The common languages spoken by both Jews and Gentiles in the holy land at the time of Jesus were Aramaic, Koine Greek, and to a limited extent a colloquial dialect of Mishnaic Hebrew. However, the original text of the New Testament was most likely written in Koine Greek, the vernacular dialect in 1st century Roman provinces of the Eastern Mediterranean, and has since been widely translated into other languages, most notably, Latin, Syriac, and Coptic. However, some of the Church Fathers seem to imply that Matthew was originally written in Hebrew or Aramaic, and there is another contention that the author of the Epistle to the Hebrews wrote in Hebrew, which was translated into Greek by Luke. Neither view holds much support among contemporary scholars, who argue that the literary facets of Matthew and Hebrews suggest that they were composed directly in Greek, rather than being translated.


          A very small minority of scholars consider the Aramaic version of the New Testament to be the original and believe the Greek is a translation (see Aramaic primacy).


          


          Etymology


          Some believe the English term New Testament ultimately comes from the Hebrew language. New Testament is taken from the Latin Novum Testamentum first coined by Tertullian. Some believe this in turn is a translation of the earlier Koine Greek ή ή (pronounced in postclassical Greek as Keni Dhiathiki). This Greek term is found in the original Greek language of the New Testament, though commonly translated as new covenant, and found even earlier in the Greek translation of the Old Testament that is called the Septuagint. At Jeremiah 31:31, the Septuagint translated this term into Greek from the original Hebrew ברית חדשה (brit chadashah). The Hebrew term is usually also translated into English as new covenant.


          As a result, some claim the term was first used by Early Christians to refer to the new covenant that was the basis for their relationship with God. About two centuries later at the time of Tertullian and Lactantius, the phrase was being used to designate a particular collection of books that some believed embodied this new covenant.


          Tertullian, in the 2nd century, is the first currently known to use the terms novum testamentum/new testament and vetus testamentum/old testament. For example, in Against Marcion book 3 , chapter 14, he wrote:


          
            This may be understood to be the Divine Word, who is doubly edged with the two testaments of the law and the gospel

          


          And in book 4 , chapter 6, he wrote:


          
            For it is certain that the whole aim at which he has strenuously laboured even in the drawing up of his Antitheses, centres in this, that he may establish a diversity between the Old and the New Testaments, so that his own Christ may be separate from the Creator, as belonging to this rival god, and as alien from the law and the prophets.

          


          Lactantius, also in Latin, in the 3rd century, in his Divine Institutes, book 4, chapter 20 , wrote:


          
            But all Scripture is divided into two Testaments. That which preceded the advent and passion of Christthat is, the law and the prophetsis called the Old; but those things which were written after His resurrection are named the New Testament. The Jews make use of the Old, we of the New: but yet they are not discordant, for the New is the fulfilling of the Old, and in both there is the same testator, even Christ, who, having suffered death for us, made us heirs of His everlasting kingdom, the people of the Jews being deprived and disinherited. As the prophet Jeremiah testifies when he speaks such things: [Jer 31:3132] "Behold, the days come, saith the Lord, that I will make a new testament to the house of Israel and the house of Judah, not according to the testament which I made to their fathers, in the day that I took them by the hand to bring them out of the land of Egypt; for they continued not in my testament, and I disregarded them, saith the Lord." ... For that which He said above, that He would make a new testament to the house of Judah, shows that the old testament which was given by Moses was not perfect; but that which was to be given by Christ would be complete.

          


          The Vulgate translation, in the 5th century, used testamentum in 2nd Corinthians 3 :


          
            (6) Who also hath made us fit ministers of the new testament, not in the letter but in the spirit. For the letter killeth: but the spirit quickeneth. ( Douay-Rheims)

            (14) But their senses were made dull. For, until this present day, the selfsame veil, in the reading of the old testament, remaineth not taken away (because in Christ it is made void). ( Douay-Rheims)

          


          However, the more modern NRSV translates these verses from the Koine Greek as such:


          
            (6) Who has made us competent to be ministers of a new covenant, not of letter but of spirit; for the letter kills, but the Spirit gives life.

            (14) But their minds were hardened. Indeed, to this very day, when they hear the reading of the old covenant, that same veil is still there, since only in Christ is it set aside.

          


          Thus, it is common to translate using either of two English terms, testament and covenant, even though they are not synonymous.


          



          


          Authorship


          The New Testament is a collection of works, and as such was written by multiple authors. The traditional view--that is, the authors according to most early orthodox Christians--is that all the books were written by Apostles (e.g. Matthew and Paul) or disciples working under their direction (e.g. Mark and Luke). However, since the second century or perhaps even the second half of the first century, these traditional ascriptions have been rejected by some. In modern times, with the rise of rigorous historical inquiry and textual criticism, the authenticity of orthodox authorship beliefs have been rejected in large part. While the traditional authors have been listed above, the modern critical view is discussed herein.


          Seven of the epistles of Paul are now generally accepted by most modern scholars as authentic; these undisputed letters include Romans, First Corinthians, Second Corinthians, Galatians, Philippians, First Thessalonians, and Philemon. Raymond E. Brown has this to say about Colossians: "At the present moment about 60 percent of critical scholarship holds that Paul did not write the letter" (An Introduction, p. 610; cited by earlychristianwritings.com). Liberal scholars usually question Pauline authorship for any other epistle, although there are conservative Christian scholars who accept the traditional ascriptions. Almost no current mainstream scholars, however, Christian or otherwise, hold that Paul wrote Hebrews. In fact, questions about the authorship of Hebrews go back at least to the 3rd century ecclesiastical writer Caius, who attributed only thirteen epistles to Paul (Eusebius, Hist. eccl., 6.20.3ff.). A small minority of scholars hypothesize Hebrews may have been written by one of Paul's close associates, such as Barnabas, Silas, or Luke, given that the themes therein seemed to them as largely Pauline.


          The authorship of all non-Pauline books have been disputed in recent times. Ascriptions are largely polarized between Christian and non-Christian experts, making any sort of scholarly consensus all but impossible. Even majority views are unclear.


          The Synoptic Gospels, Matthew, Mark and Luke, unlike the other New Testament works, have a unique documentary relationship. The dominant view among critical scholars, the Two-Source Hypothesis, is that both Matthew and Luke drew significantly upon the Gospel of Mark and another common source, known as the "Q Source", from Quelle, the German word for "source". However, the nature and even existence of Q is speculative, and thus scholars have proposed variants on the hypothesis which redefine or exclude it. Most Q scholars believe that it was a single written document, while a few contest that "Q" was actually a number of documents or oral traditions. If it was a documentary source, no information about its author or authors can be obtained from the resources currently available. The traditional view supposes that Matthew was written first, and Mark and Luke drew from it and the second chronological work; although not founded in textual criticism, some scholars have attempted to use their modern methods to confirm the idea. An even smaller group of scholars espouse Lukan priority. Despite the lack of a unanimous consensus, however, the majority view certainly agrees with the two-source hypothesis.


          Modern scholars are also skeptical about authorship claims for noncanonical books, such as the Nag Hammadi corpus discovered in Egypt in 1945. This corpus of fifty-two Coptic books, dated to about 350400, includes gospels in the names of Thomas, Philip, James, John, and many others. Like almost all ancient works, they represent copies rather than original texts. None of the original texts has been discovered, and scholars argue about the dating of the originals. Suggested dates vary from as early as 50 to as late as the late second century. (See Gospel of Thomas and New Testament Apocrypha.)


          To summarize, the only books for which there are solid authorship consensuses among modern critical scholars are the seven Pauline epistiles mentioned above, which are universally regarded as authentic, and Hebrews, which is nearly always rejected. The remaining nineteen books remain in dispute, some holding to the traditional view, and others regarding them as anonymous or pseudonymic.


          


          Date of composition


          According to tradition, the earliest of the books were the letters of Paul, and the last books to be written are those attributed to John, who is traditionally said to have lived to a very old age, perhaps dying as late as 100, although this is often disputed. Irenaeus of Lyons, c. 185, stated that the Gospels of Matthew and Mark were written while Peter and Paul were preaching in Rome, which would be in the 60s, and Luke was written some time later. Evangelical and Traditionalist scholars continue to support this dating.


          Most critical scholars agree on the dating of the majority of the New Testament, except for the epistles and books that they consider to be pseudepigraphical (i.e., those thought not to be written by their traditional authors). For the Gospels they tend to date Mark no earlier than 65 and no later than 75. Matthew is dated between 70 and 85. Luke is usually placed within 80 to 95. The earliest of the books of the New Testament was First Thessalonians, an epistle of Paul, written probably in 51, or possibly Galatians in 49 according to one of two theories of its writing. Of the pseudepigraphical epistles, Christian scholars tend to place them somewhere between 70 and 150, with Second Peter usually being the latest.


          In the 1830s German scholars of the Tbingen school dated the books as late as the third century, but the discovery of some New Testament manuscripts and fragments, not including some of the later writings, dating as far back as 125 (notably Papyrus 52) has called such late dating into question. Additionally, a letter to the church at Corinth in the name of Clement of Rome in 95 quotes from 10 of the 27 books of the New Testament, and a letter to the church at Philippi in the name of Polycarp in 120 quotes from 16 books. Therefore, some of the books of the New Testament were at least in a first-draft stage, though there is negligible evidence in these quotes or among biblical manuscripts for the existence of different early drafts. Other books were probably not completed until later, if we assume they must have been quoted by Clement or Polycarp. There are many minor discrepancies between manuscripts (largely spelling or grammatical differences).


          


          Canonization


          The process of canonization was complex and lengthy. It was characterized by a compilation of books that Christians found inspiring in worship and teaching, relevant to the historical situations in which they lived, and consonant with the Old Testament.


          Contrary to popular misconception, the New Testament canon was not summarily decided in large, bureaucratic Church council meetings, but rather developed very slowly over many centuries. This is not to say that formal councils and declarations were not involved, however. Some of these include the Council of Trent of 1546 for Roman Catholicism (by vote: 24 yea, 15 nay, 16 abstain), the Thirty-Nine Articles of 1563 for the Church of England, the Westminster Confession of Faith of 1647 for Calvinism, and the Synod of Jerusalem of 1672 for Greek Orthodoxy.


          According to the Catholic Encyclopedia article on the Canon of the New Testament: "The idea of a complete and clear-cut canon of the New Testament existing from the beginning, that is from Apostolic times, has no foundation in history. The Canon of the New Testament, like that of the Old, is the result of a development, of a process at once stimulated by disputes with doubters, both within and without the Church, and retarded by certain obscurities and natural hesitations, and which did not reach its final term until the dogmatic definition of the Tridentine Council."


          In the first three centuries of the Christian Church, Early Christianity, there seems not to have been a New Testament canon that was complete and universally recognized.


          One of the earliest attempts at solidifying a canon was made by Marcion, c. 140 AD, who accepted only a modified version of Luke ( Gospel of Marcion) and ten of Paul's letters, while rejecting the Old Testament entirely. His unorthodox canon was rejected by a majority of Christians, as was he and his theology, Marcionism. Adolf Harnack in Origin of the New Testament (1914) argued that the orthodox Church at this time was largely an Old Testament Church (one that "follows the Testament of the Creator-God") without a New Testament canon and that it gradually formulated its New Testament canon in response to the challenge posed by Marcion.


          The Muratorian fragment, dated at between 170 (based on an internal reference to Pope Pius I and arguments put forth by Bruce Metzger) and as late as the end of the 4th century (according to the Anchor Bible Dictionary), provides the earliest known New Testament canon attributed to mainstream (that is, not Marcionite) Christianity. It is similar, but not identical, to the modern New Testament canon.


          The oldest clear endorsement of Mark, Matthew, Luke, and John being the only legitimate gospels was written c. 180 C.E. It was a claim made by Bishop Irenaeus in his polemic Against the Heresies, for example III.XI.8: "It is not possible that the Gospels can be either more or fewer in number than they are. For, since there are four zones of the world in which we live, and four principal winds, while the Church is scattered throughout all the world, and the pillar and ground of the Church is the Gospel and the spirit of life; it is fitting that she should have four pillars, breathing out immortality on every side, and vivifying men afresh."


          At least, then, the books considered to be authoritative included the four gospels and many of the letters of Paul. Justin Martyr, Irenaeus, and Tertullian (all 2nd century) held the letters of Paul to be on par with the Hebrew Scriptures as being divinely inspired, yet others rejected him. Other books were held in high esteem but were gradually relegated to the status of New Testament Apocrypha.


          Eusebius, c. 300, gave a detailed list of New Testament writings in his Ecclesiastical History Book 3, Chapter XXV:


          
            	"1... First then must be put the holy quaternion of the Gospels; following them the Acts of the Apostles... the epistles of Paul... the epistle of John... the epistle of Peter... After them is to be placed, if it really seem proper, the Apocalypse of John, concerning which we shall give the different opinions at the proper time. These then belong among the accepted writings."

          


          
            	"3 Among the disputed writings [ Antilegomena], which are nevertheless recognized by many, are extant the so-called epistle of James and that of Jude, also the second epistle of Peter, and those that are called the second and third of John, whether they belong to the evangelist or to another person of the same name. Among the rejected [Kirsopp Lake translation: "not genuine"] writings must be reckoned also the Acts of Paul, and the so-called Shepherd, and the Apocalypse of Peter, and in addition to these the extant epistle of Barnabas, and the so-called Teachings of the Apostles; and besides, as I said, the Apocalypse of John, if it seem proper, which some, as I said, reject, but which others class with the accepted books. And among these some have placed also the Gospel according to the Hebrews... And all these may be reckoned among the disputed books."

          


          
            	"6... such books as the Gospels of Peter, of Thomas, of Matthias, or of any others besides them, and the Acts of Andrew and John and the other apostles... they clearly show themselves to be the fictions of heretics. Wherefore they are not to be placed even among the rejected writings, but are all of them to be cast aside as absurd and impious."

          


          Revelation is counted as both accepted (Kirsopp Lake translation: "Recognized") and disputed, which has caused some confusion over what exactly Eusebius meant by doing so. From other writings of the Church Fathers, we know that it was disputed with several canon lists rejecting its canonicity. EH 3.3.5 adds further detail on Paul: "Paul's fourteen epistles are well known and undisputed. It is not indeed right to overlook the fact that some have rejected the Epistle to the Hebrews, saying that it is disputed by the church of Rome, on the ground that it was not written by Paul." EH 4.29.6 mentions the Diatessaron: "But their original founder, Tatian, formed a certain combination and collection of the Gospels, I know not how, to which he gave the title Diatessaron, and which is still in the hands of some. But they say that he ventured to paraphrase certain words of the apostle [Paul], in order to improve their style."


          The New Testament canon as it is now was first listed by St. Athanasius, Bishop of Alexandria, in 367, in a letter written to his churches in Egypt, Festal Letter 39. Also cited is the Council of Rome, but not without controversy. That canon gained wider and wider recognition until it was accepted at the Third Council of Carthage in 397. Even this council did not settle the matter, however. Certain books continued to be questioned, especially James and Revelation. Even as late as the 16th century, theologian and reformer Martin Luther questioned (but in the end did not reject) the Epistle of James, the Epistle of Jude, the Epistle to the Hebrews and the Book of Revelation. Even today, German-language Luther Bibles are printed with these four books at the end of the canon, rather than their traditional order for other Christians. Due to the fact that some of the recognized Books of the Holy Scripture were having their canonicity questioned by Protestants in the 16th century, the Council of Trent reaffirmed the traditional canon (that is for Catholics the canon of the Council of Rome) of the Scripture as a dogma of the Catholic Church.


          


          Early manuscripts


          The early New Testament manuscripts can be classified into certain major families or types of text. A "text-type" is the name given to a family of texts with a common ancestor. It must be noted that many early manuscripts can be composed of several different text-types. For example, Codex Washingtonianus consists of only the four gospels, and yet, different parts are written in different text-types. Four distinctive New Testament text-types have been defined:


          The Alexandrian text-type is usually considered the best and most faithful at preserving the original; it is usually brief and austere. The main examples are the Codex Vaticanus, Codex Sinaiticus and Bodmer Papyri.


          The Western text-type has a fondness for paraphrase and is generally the longest. Most significant is the Western version of Acts, which is 10% longer. The main examples are the Codex Bezae, Codex Claromontanus, Codex Washingtonianus, Old Latin versions (prior to the Vulgate), and quotes by Marcion, Tatian, Irenaeus, Tertullian and Cyprian.


          The Caesarean text-type is a mixture of Western and Alexandrian types and is found in the Chester Beatty Papyri and is quoted by Eusebius, Cyril of Jerusalem and Armenians.


          The Byzantine text-type is the textform that is contained in a majority of the extant manuscripts and thus is often called the "Majority Text." The origin of this text is debated among scholars. Some scholars, observing that few Byzantine readings exist among early uncial manuscript witnesses, contend that the text formed late and contains conflated readings. Other scholars look to the shear number of consistent witnesses to the Byzantine textform, and the existence of readings which parallel the Byzantine textform in very early translations, as evidence that the Byzantine textform is probably the closest text to that originally penned by the New Testament authors. The Byzantine textform can be found in the Gospels of Codex Alexandrinus, later uncial texts and most minuscule texts. A variant of the Byzantine text, called the Textus Receptus, is the basis of Erasmus's printed Greek New Testament of 1516, which became the basis of the 1611 King James Version of the English New Testament.


          Most modern English versions of the New Testament are based on critical reconstructions of the Greek text, such as the United Bible Societies' Greek New Testament or Nestle-Alands' Novum Testamentum Graece, which have a pronounced Alexandrian character.


          


          Additions


          Over the years, there have been a number of possible additions to the original text, such as:


          
            	Mark 16:9-20


            	Luke 22:19b-20,43-44


            	John 7:53-8:11


            	1 John 5:7b8a

          


          In addition, there are a large number of variant readings, see Bruce Metzger's Textual Commentary on the Greek New Testament (1994) for details.


          


          Authority


          All Christian groups respect the New Testament, but they differ in their understanding of the nature, extent, and relevance of its authority. Views of the authoritativeness of the New Testament often depend on the concept of inspiration, which relates to the role of God in the formation of the New Testament. Generally, the greater the role of God in one's doctrine of inspiration, the more one accepts the doctrine of Biblical inerrancy and/or authoritativeness of the Bible. One possible source of confusion is that these terms are difficult to define, because many people use them interchangeably or with very different meanings. This article will use the terms in the following manner:


          
            	Infallibility relates to the absolute correctness of the Bible in matters of doctrine.


            	Inerrancy relates to the absolute correctness of the Bible in factual assertions (including historical and scientific assertions).


            	Authoritativeness relates to the correctness of the Bible in questions of practice in morality.

          


          Christian scholars such as Professor Peter Stoner see the Bible having compelling and detailed fulfilled Bible prophecy and argue for the Bible's inspiration. This is argued to show that the Bible is authoritative, since it is argued that only God knows the future. A common objection in the West regarding this matter is that the burden of proof is on miracles, which, by Occam's Razor, should only be considered when all ordinary explanations fail. C.S. Lewis, Norman Geisler, William Lane Craig, and Christians who engage in Christian apologetics have argued that miracles are reasonable and plausible. PDF(133 KiB) . On the other hand, in the West those who do not believe in miracles often use the arguments of David Hume, Benedict de Spinoza, or the arguments of Deism. .


          All of these concepts depend for their meaning on the supposition that the text of Bible has been properly interpreted, with consideration for the intention of the text, whether literal history, allegory or poetry, etc. Especially the doctrine of inerrancy is variously understood according to the weight given by the interpreter to scientific investigations of the world.


          


          Roman Catholicism and Eastern Orthodoxy


          For the Roman Catholic and Eastern Orthodox churches, there are two strands of revelation, the Bible, and the (rest of the) Apostolic Tradition. Both of them are interpreted by the teachings of the Church. In Catholic terminology the Teaching Office is called the Magisterium; in Orthodox terminology the authentic interpretation of scripture and tradition is limited, in the final analysis, to the Canon Law of the Ecumenical councils. Both sources of revelation are considered necessary for proper understanding of the tenets of the faith. The Roman Catholic view is expressed clearly in the Catechism of the Catholic Church (1992):


          
             83: As a result the Church, to whom the transmission and interpretation of Revelation is entrusted, does not derive her certainty about all revealed truths from the holy Scriptures alone. Both Scripture and Tradition must be accepted and honoured with equal sentiments of devotion and reverence.

             107: The inspired books teach the truth. Since therefore all that the inspired authors or sacred writers affirm should be regarded as affirmed by the Holy Spirit, we must acknowledge that the books of Scripture firmly, faithfully, and without error teach that truth which God, for the sake of our salvation, wished to see confided to the Sacred Scriptures.

          


          


          Protestantism


          Following the doctrine of sola scriptura, Protestants believe that their traditions of faith, practice and interpretations carry forward what the scriptures teach, and so tradition is not a source of authority in itself. Their traditions derive authority from the Bible, and are therefore always open to reevaluation. This openness to doctrinal revision has extended in Liberal Protestant traditions even to the reevaluation of the doctrine of Scripture upon which the Reformation was founded, and members of these traditions may even question whether the Bible is infallible in doctrine, inerrant in historical and other factual statements, and whether it has uniquely divine authority. However, the adjustments made by modern Protestants to their doctrine of Scripture vary widely.


          


          American Evangelical and fundamentalist Protestantism


          Certain American conservatives, fundamentalists and evangelicals believe that the Scriptures are both human and divine in origin: human in their manner of composition, but divine in that their source is God, the Holy Spirit, who governed the writers of scripture in such a way that they recorded nothing at all contrary to the truth. Fundamentalists accept the enduring authority and impugnity of a prescientific interpretation of the Bible. In the United States this particularly applies to issues such as the ordination of women, abortion, and homosexuality. However, although American evangelicals are overwhelmingly opposed to such things, other evangelicals are increasingly willing to consider that the views of the biblical authors may have been culturally conditioned, and they may even argue that there is room for change along with cultural norms and scientific advancements. Both fundamentalists and evangelicals profess belief in the inerrancy of the Bible. In the US the fundamentalists' stronger emphasis on literal interpretation has led to the rejection of evolution, which contradicts the doctrine of Creationism.


          Evangelicals, on the other hand, tend to avoid interpretations of the Bible that would directly contradict generally accepted scientific assertions of fact. They do not impute error to biblical authors, but rather entertain various theories of literary intent which might give credibility to human progress in knowledge of the world, while still accepting the divine inspiration of the scriptures.


          Within the US, the Chicago Statement on Biblical Inerrancy (1978) is an influential statement, articulating evangelical views on this issue. Paragraph four of its summary states: "Being wholly and verbally God-given, Scripture is without error or fault in all its teaching, no less in what it states about God's acts in creation, about the events of world history, and about its own literary origins under God, than in its witness to God's saving grace in individual lives."


          Critics of such a position point out that there are many statements that Jesus makes in the Gospels or that Paul makes in his epistles, even to the point of making them commands, which are not taken as commands by most advocates of Biblical inerrancy. Examples of this are Jesus' command to the disciples to sell all they have and give the money to the poor so as to gain treasure in the Kingdom of Heaven (Mark 10:21), or Paul's calls to imitate him in celibacy (1 Cor 7:8). Other sections of the Bible, such as the second half of John chapter six, where Jesus commands that the disciples eat his flesh and drink his blood, are interpreted by most adherents of Biblical Inerrancy as symbolic language rather than literally, as might be expected from the statements of the doctrine. Supporters of Biblical Inerrancy generally argue that these passages are intended to be symbolic, and that their symbolic nature can be seen directly in the text, thus preserving the doctrine.


          


          American Mainline and liberal Protestantism


          Mainline American Protestant denominations, including the United Methodist Church, Presbyterian Church USA, The Episcopal Church, and Evangelical Lutheran Church in America, do not teach the doctrine of inerrancy as set forth in the Chicago Statement. All of these churches have more ancient doctrinal statements asserting the authority of scripture, but may interpret these statements in such a way as to allow for a very broad range of teachingfrom evangelicalism to skepticism. It is not an impediment to ordination in these denominations to teach that the Scriptures contain errors, or that the authors follow a more or less unenlightened ethics that, however appropriate it may have seemed in the authors' time, moderns would be very wrong to follow blindly. For example, ordination of women is universally accepted in the mainline churches, abortion is condemned as a grievous social tragedy but not always a personal sin or a crime against an unborn person, and homosexuality is increasingly regarded as a genetic propensity or morally neutral preference that should be neither encouraged nor condemned. In North America, the most contentious of these issues among these churches at the present time is how far the ordination of gay men and lesbians should be accepted.


          Officials of the Presbyterian Church USA report: "We acknowledge the role of scriptural authority in the Presbyterian Church, but Presbyterians generally do not believe in biblical inerrancy. Presbyterians do not insist that every detail of chronology or sequence or prescientific description in scripture be true in literal form. Our confessions do teach biblical infallibility. Infallibility affirms the entire truthfulness of scripture without depending on every exact detail."


          Those who hold a more liberal view of the Bible as a human witness to the glory of God, the work of fallible humans who wrote from a limited experience unusual only for the insight they have gained through their inspired struggle to know God in the midst of a troubled world. Therefore, they tend not to accept such doctrines as inerrancy. These churches also tend to retain the social activism of their Evangelical forebears of the 19th century, placing particular emphasis on those teachings of Scripture that teach compassion for the poor and concern for social justice. The message of personal salvation is, generally speaking, of the good that comes to oneself and the world through following the New Testament's Golden Rule admonition to love others without hypocrisy or prejudice. Toward these ends, the "spirit" of the New Testament, more than the letter, is infallible and authoritative.


          There are some movements that believe the Bible contains the teachings of Jesus but who reject the churches that were formed following its publication. These people believe all individuals can communicate directly with God and therefore do not need guidance or doctrines from a church. These people are known as Christian anarchists.


          


          Messianic Judaism


          Messianic Judaism generally holds the same view of New Testament authority as evangelical Protestants.
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          Newton's laws of motion are three physical laws which provide relationships between the forces acting on a body and the motion of the body. They were first compiled by Sir Isaac Newton in his work Philosophiae Naturalis Principia Mathematica ( 1687). The laws form the basis for classical mechanics and Newton himself used them to explain many results concerning the motion of physical objects. In the third volume of the text, Newton showed that these laws of motion, combined with his law of universal gravitation, explained Kepler's laws of planetary motion.


          Traditional brief statements of the three laws:


          
            	A physical body will remain at rest, or continue to move at a constant velocity, unless an outside net force acts upon it.


            	The net force on a body is equal to its mass multiplied by its acceleration.


            	To every action there is an equal and opposite reaction.

          


          


          The three laws in detail


          Newton's laws of motion describe the acceleration of massive particles. In modern language, the laws may be stated as:


          
            	First law


            	If no net force acts on a particle, then it is possible to select a set of reference frames, called inertial reference frames, observed from which the particle moves without any change in velocity. This law is often simplified into the sentence "An object will stay at rest or continue at a constant velocity unless acted upon by an external unbalanced force".


            	Second law


            	Observed from an inertial reference frame, the net force on a particle is proportional to the time rate of change of its linear momentum: F = d[mv] / dt. Momentum is the product of mass and velocity. When the mass is constant, this law is often stated as F = ma (the net force on an object is equal to the mass of the object multiplied by its acceleration).


            	Third law


            	Whenever a particle A exerts a force on another particle B, B simultaneously exerts a force on A with the same magnitude in the opposite direction. The strong form of the law further postulates that these two forces act along the same line. This law is often simplified into the sentence "Every action has an equal and opposite reaction".

          


          In the given interpretation mass, acceleration, and, most importantly, force are assumed to be externally defined quantities. This is the most common, but not the only interpretation: one can consider the laws to be a definition of these quantities. Notice that the second law only holds when the observation is made from an inertial reference frame, and since an inertial reference frame is defined by the first law, asking a proof of the first law from the second law is a logical fallacy.


          


          Newton's first law: law of inertia


          
            Lex I: Corpus omne perseverare in statu suo quiescendi vel movendi uniformiter in directum, nisi quatenus a viribus impressis cogitur statum illum mutare.


            Every body perseveres in its state of being at rest or of moving uniformly straight forward, except insofar as it is compelled to change its state by force impressed.

          


          This law is also called the law of inertia.


          This is often paraphrased as "zero net force implies zero acceleration", but this is an over-simplification. As formulated by Newton, the first law is more than a special case of the second law. Newton arranged his laws in hierarchical order for good reason (e.g. see Gailili & Tseitlin 2003). Essentially, the first law establishes frames of reference for which the other laws are applicable, such frames being called inertial frames. To understand why this is required, consider a ball at rest within an accelerating body: an aeroplane on a runway will suffice for this example. From the perspective of anyone within the aeroplane (that is, from the aeroplane's frame of reference when put in technical terms) the ball will appear to move backwards as the plane accelerates forwards (the same feeling of being pushed back into your seat as the plane accelerates). This appears to contradict Newton's second law as, from the point of view of the passengers, there appears to be no force acting on the ball which would cause it to move. The reason why there is in fact no contradiction is because Newton's second law (without modification) is not applicable in this situation because Newton's first law was never applicable in this situation (i.e. the stationary ball does not remain stationary). Thus, it is important to establish when the various laws are applicable or not since they are not applicable in all situations. On a more technical note, although Newton's laws are not applicable on non-inertial frames of reference, such as the accelerating aeroplane, they can be made to do so with the introduction of a " fictitious force" acting on the entire system: basically, by introducing a force that quantifies the anomalous motion of objects within that system (such as the ball moving without an apparent influence in the example above).


          The net force on an object is the vector sum of all the forces acting on the object. Newton's first law says that if this sum is zero, the state of motion of the object does not change. Essentially, it makes the following two points:


          
            	An object that is not moving will not move until a net force acts upon it.

          


          
            	An object that is in motion will not change its velocity (accelerate) until a net force acts upon it.

          


          The first point seems relatively obvious to most people, but the second may take some thinking through, because we have no experience in every-day life of things that keep moving forever (except celestial bodies). If one slides a hockey puck along a table, it doesn't move forever, it slows and eventually comes to a stop. But according to Newton's laws, this is because a force is acting on the hockey puck and, sure enough, there is frictional force between the table and the puck, and that frictional force is in the direction opposite the movement. It is this force which causes the object to slow to a stop. In the absence of such a force, as approximated by an air hockey table or ice rink, the puck's motion would not slow. Newton's first law is just a restatement of what Galileo had already described and Newton gave credit to Galileo. It differs from Aristotle's view that all objects have a natural place in the universe. Aristotle believed that heavy objects like rocks wanted to be at rest on the Earth and that light objects like smoke wanted to be at rest in the sky and the stars wanted to remain in the heavens.


          However, a key difference between Galileo's idea and Aristotle's is that Galileo realized that force acting on a body determines acceleration, not velocity. This insight leads to Newton's First Lawno force means no acceleration, and hence the body will maintain its velocity.


          The Law of Inertia apparently occurred to several different natural philosophers and scientists independently. The inertia of motion was described in the 3rd century BC by the Chinese philosopher Mo Tzu, and in the 11th century by the Muslim scientists, Alhazen and Avicenna. The 17th century philosopher Ren Descartes also formulated the law, although he did not perform any experiments to confirm it.


          There are no perfect demonstrations of the law, as friction usually causes a force to act on a moving body, and even in outer space gravitational forces act and cannot be shielded against, but the law serves to emphasize the elementary causes of changes in an object's state of motion:


          


          Newton's second law: law of acceleration


          
            Lex II: Mutationem motus proportionalem esse vi motrici impressae, et fieri secundum lineam rectam qua vis illa imprimitur.


            The rate of change of momentum of a body is proportional to the resultant force acting on the body and is in the same direction.

          


          In Motte's 1729 translation (from Newton's Latin), the second law of motion reads:


          
            LAW II: The alteration of motion is ever proportional to the motive force impressed; and is made in the direction of the right line in which that force is impressed.  If a force generates a motion, a double force will generate double the motion, a triple force triple the motion, whether that force be impressed altogether and at once, or gradually and successively. And this motion (being always directed the same way with the generating force), if the body moved before, is added to or subtracted from the former motion, according as they directly conspire with or are directly contrary to each other; or obliquely joined, when they are oblique, so as to produce a new motion compounded from the determination of both.

          


          Using modern symbolic notation, Newton's second law can be written as a vector differential equation:


          
            	[image: \vec F_{net} = {\mathrm{d}(m \vec v) \over \mathrm{d}t}]

          


          where:


          
            	[image: \vec F\!] is the force vector


            	[image: m\!] is mass


            	[image: \vec v\!] is the velocity vector


            	[image: t\!] is time.

          


          The product of the mass and velocity is the momentum of the object (which Newton himself called "quantity of motion"). The use of algebraic expressions became popular during the 18th century, after Newton's death, while vector notation dates to the late 19th century. The Principia expresses mathematical theorems in words and consistently uses geometrical rather than algebraic proofs.


          If the mass of the object in question is constant this differential equation can be rewritten as:


          
            	[image: \vec F = m \vec a]

          


          where:


          
            	[image: \vec a\! = \frac{\mathrm{d} \vec v}{\mathrm{d}t}] is the acceleration.

          


          A verbal equivalent of this is "the acceleration of an object is proportional to the force applied, and inversely proportional to the mass of the object". If momentum varies nonlinearly with velocity (as it does for high velocitiessee special relativity), then this last version is not accurate.


          Taking special relativity into consideration, the equation becomes


          
            	[image: \vec F = \gamma m_0 \vec a + \gamma^3 m_0 \frac{\vec v \cdot \vec a}{c^2} \vec v]

          


          where:


          
            	[image: \gamma = \frac{1}{\sqrt{1 - v^2/c^2}}]


            	m0 is the rest mass or invariant mass.


            	c is the speed of light.

          


          Note that force depends on speed of the moving body, acceleration, and its rest mass. However, when the speed of the moving body is much lower than the speed of light, the equation above reduces to the familiar [image: \vec F = m \vec a].


          Mass must always be taken as constant in classical mechanics. So-called variable mass systems like a rocket can not be directly treated by making mass a function of time in the second law. The reasoning, given in An Introduction to Mechanics by Kleppner and Kolenkow and other modern texts, is excerpted here:


          
            	Newton's second law applies fundamentally to particles. In classical mechanics, particles by definition have constant mass. In case of well-defined systems of particles, Newton's law can be extended by integrating over all the particles in the system. In this case, we have to refer all vectors to the centre of mass. Applying the second law to extended objects implicitly assumes the object to be a well-defined collection of particles. However, 'variable mass' systems like a rocket or a leaking bucket do not consist of a set number of particles. They are not well-defined systems. Therefore Newton's second law can not be applied to them directly. The nave application of F = dp/dt will usually result in wrong answers in such cases. However, applying the conservation of momentum to a complete system (such as a rocket and fuel, or a bucket and leaked water) will give unambiguously correct answers.

          


          


          Newton's third law: law of reciprocal actions


          
            Lex III: Actioni contrariam semper et qualem esse reactionem: sive corporum duorum actiones in se mutuo semper esse quales et in partes contrarias dirigi.


            All forces occur in pairs, and these two forces are equal in magnitude and opposite in direction.

          


          This law of motion is commonly paraphrased as: "For every force there is an equal, but opposite, force".


          
            [image: Newton's third law. The skaters' forces on each other are equal in magnitude, and in opposite directions]

            
              Newton's third law. The skaters' forces on each other are equal in magnitude, and in opposite directions
            

          


          A more direct translation is:


          
            LAW III: To every action there is always opposed an equal reaction: or the mutual actions of two bodies upon each other are always equal, and directed to contrary parts.  Whatever draws or presses another is as much drawn or pressed by that other. If you press a stone with your finger, the finger is also pressed by the stone. If a horse draws a stone tied to a rope, the horse (if I may so say) will be equally drawn back towards the stone: for the distended rope, by the same endeavour to relax or unbend itself, will draw the horse as much towards the stone, as it does the stone towards the horse, and will obstruct the progress of the one as much as it advances that of the other. If a body impinge upon another, and by its force change the motion of the other, that body also (because of the equality of the mutual pressure) will undergo an equal change, in its own motion, toward the contrary part. The changes made by these actions are equal, not in the velocities but in the motions of the bodies; that is to say, if the bodies are not hindered by any other impediments. For, as the motions are equally changed, the changes of the velocities made toward contrary parts are reciprocally proportional to the bodies. This law takes place also in attractions, as will be proved in the next scholium.

          


          In the above, as usual, motion is Newton's name for momentum, hence his careful distinction between motion and velocity.


          As shown in the diagram opposite, the skaters' forces on each other are equal in magnitude, and opposite in direction. Although the forces are equal, the accelerations are not: the less massive skater will have a greater acceleration due to Newton's second law. It is important to note that the action/reaction pair act on different objects and do not cancel each other out. The two forces in Newton's third law are of the same type, e.g., if the road exerts a forward frictional force on an accelerating car's tires, then it is also a frictional force that Newton's third law predicts for the tires pushing backward on the road.


          Newton used the third law to derive the law of conservation of momentum; however from a deeper perspective, conservation of momentum is the more fundamental idea (derived via Noether's theorem from Galilean invariance), and holds in cases where Newton's third law appears to fail, for instance when force fields as well as particles carry momentum, and in quantum mechanics.


          


          Importance and range of validity


          Newton's laws were verified by experiment and observation for over 200 years, and they are excellent approximations at the scales and speeds of everyday life. Newton's laws of motion, together with his law of universal gravitation and the mathematical techniques of calculus, provided for the first time a unified quantitative explanation for a wide range of physical phenomena.


          These three laws hold to a good approximation for macroscopic objects under everyday conditions. However, Newton's laws (combined with Universal Gravitation and Classical Electrodynamics) are inappropriate for use in certain circumstances, most notably at very small scales, very high speeds (in special relativity, the Lorentz factor must be included in the expression for momentum along with rest mass and velocity) or very strong gravitational fields. Therefore, the laws cannot be used to explain phenomena such as conduction of electricity in a semiconductor, optical properties of substances, errors in non-relativistically corrected GPS systems and superconductivity. Explanation of these phenomena requires more sophisticated physical theory, including General Relativity and Relativistic Quantum Mechanics.


          In quantum mechanics concepts such as force, momentum, and position are defined by linear operators that operate on the quantum state; at speeds that are much lower than the speed of light, Newton's laws are just as exact for these operators as they are for classical objects. At speeds comparable to the speed of light, the second law holds in the original form [image: F=\frac{\mathrm{d}p}{\mathrm{d}t}], which says that the force is the derivative of the momentum of the object with respect to time, but some of the newer versions of the second law (such as the constant mass approximation above) do not hold at relativistic velocities.


          


          Relationship to the conservation laws


          In modern physics, the laws of conservation of momentum, energy, and angular momentum are of more general validity than Newton's laws, since they apply to both light and matter, and to both classical and non-classical physics.


          This can be stated simply, "[Momentum, energy, angular momentum, matter] cannot be created or destroyed."


          Because force is the time derivative of momentum, the concept of force is redundant and subordinate to the conservation of momentum, and is not used in fundamental theories (e.g. quantum mechanics, quantum electrodynamics, general relativity, etc.). The standard model explains in detail how the three fundamental forces known as gauge forces originate out of exchange by virtual particles. Other forces such as gravity and fermionic degeneracy pressure arise from conditions in the equations of motion in the underlying theories.


          Newton stated the third law within a world-view that assumed instantaneous action at a distance between material particles. However, he was prepared for philosophical criticism of this action at a distance, and it was in this context that he stated the famous phrase " I feign no hypotheses". In modern physics, action at a distance has been completely eliminated, except for subtle effects involving quantum entanglement.


          Conservation of energy was discovered nearly two centuries after Newton's lifetime, the long delay occurring because of the difficulty in understanding the role of microscopic and invisible forms of energy such as heat and infra-red light.
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          In numerical analysis, Newton's method (also known as the Newton Raphson method or the NewtonFourier method) is perhaps the best known method for finding successively better approximations to the zeros (or roots) of a real-valued function. Newton's method can often converge remarkably quickly, especially if the iteration begins "sufficiently near" the desired root. Just how near "sufficiently near" needs to be and just how quickly "remarkably quickly" can be depends on the problem, as is discussed in detail below. Unfortunately, far from the desired root, Newton's method can easily lead an unwary user astray, and astray with little warning. Thus, good implementations of the method embed it in a routine that also detects and perhaps overcomes possible convergence failures.


          Newton's method can also be used to find a minimum or maximum of such a function, by finding a zero in the function's first derivative, see Newton's method as an optimization algorithm.


          The algorithm is first in the class of Householder's methods, succeeded by Halley's method.


          


          Description of the method


          The idea of the method is as follows: one starts with an initial guess which is reasonably close to the true root, then the function is approximated by its tangent line (which can be computed using the tools of calculus), and one computes the x-intercept of this tangent line (which is easily done with elementary algebra). This x-intercept will typically be a better approximation to the function's root than the original guess, and the method can be iterated.


          
            [image: An illustration of one iteration of Newton's method (the function f is shown in blue and the tangent line is in red). We see that xn + 1 is a better approximation than xn for the root x of the function f.]

            
              An illustration of one iteration of Newton's method (the function f is shown in blue and the tangent line is in red). We see that xn + 1 is a better approximation than xn for the root x of the function f.
            

          


          Suppose f: [a, b]  R is a differentiable function defined on the interval [a, b] with values in the real numbers R. The formula for converging on the root can be easily derived. Suppose we have some current approximation xn. Then we can derive the formula for a better approximation, xn+1 by referring to the diagram on the right. We know from the definition of the derivative at a given point that it is the slope of a tangent at that point.


          That is


          
            	[image: f'(x_{n}) = \frac{ \mathrm{rise} }{ \mathrm{run} } = \frac{ \mathrm{\Delta y} }{ \mathrm{\Delta x} } = \frac{ f( x_{n} ) - 0 }{ x_{n} - x_{n+1} } = \frac{0 - f(x_{n})}{(x_{n+1} - x_{n})}\,\!].

          


          Here, f' denotes the derivative of the function f. Then by simple algebra we can derive


          
            	[image: x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}\,\!].

          


          We start the process off with some arbitrary initial value x0. (The closer to the zero, the better. But, in the absence of any intuition about where the zero might lie, a "guess and check" method might narrow the possibilities to a reasonably small interval by appealing to the intermediate value theorem.) The method will usually converge, provided this initial guess is close enough to the unknown zero, and that [image: f'(x_0) \neq 0]. Furthermore, for a zero of multiplicity 1, the convergence is at least quadratic (see rate of convergence) in a neighbourhood of the zero, which intuitively means that the number of correct digits roughly at least doubles in every step. More details can be found in the analysis section below.


          


          Example


          Consider the problem of finding the positive number x with cos(x) = x3. We can rephrase that as finding the zero of f(x) = cos(x)  x3. We have f'(x) = sin(x)  3x2. Since cos(x)  1 for all x and x3 > 1 for x>1, we know that our zero lies between 0 and 1. We try a starting value of x0 = 0.5.


          
            	[image: \begin{matrix} x_1 & = & x_0 - \frac{f(x_0)}{f'(x_0)} & = & 0.5 - \frac{\cos(0.5) - 0.5^3}{-\sin(0.5) - 3 \times 0.5^2} & = & 1.112141637097 \ x_2 & = & x_1 - \frac{f(x_1)}{f'(x_1)} & & \vdots & = & \underline{0.}909672693736 \ x_3 & & \vdots & & \vdots & = & \underline{0.86}7263818209 \ x_4 & & \vdots & & \vdots & = & \underline{0.86547}7135298 \ x_5 & & \vdots & & \vdots & = & \underline{0.8654740331}11 \ x_6 & & \vdots & & \vdots & = & \underline{0.865474033102} \end{matrix} ]

          


          The correct digits are underlined in the above example. In particular, x6 is correct to the number of decimal places given. We see that the number of correct digits after the decimal point increases from 2 (for x3) to 5 and 10, illustrating the quadratic convergence.


          


          History


          Newton's method was described by Isaac Newton in De analysi per aequationes numero terminorum infinitas (written in 1669, published in 1711 by William Jones) and in De metodis fluxionum et serierum infinitarum (written in 1671, translated and published as Method of Fluxions in 1736 by John Colson). However, his description differs substantially from the modern description given above: Newton applies the method only to polynomials. He does not compute the successive approximations xn, but computes a sequence of polynomials and only at the end, he arrives at an approximation for the root x. Finally, Newton views the method as purely algebraic and fails to notice the connection with calculus. Isaac Newton probably derived his method from a similar but less precise method by Franois Vite. The essence of Vite's method can be found in the work of the Persian mathematician Sharaf al-Din al-Tusi (Ypma 1995). A special case of Newton's method for calculating square roots was known much earlier and is often called the Babylonian method.


          Newton's method was first published in 1685 in A Treatise of Algebra both Historical and Practical by John Wallis. In 1690, Joseph Raphson published a simplified description in Analysis aequationum universalis. Raphson again viewed Newton's method purely as an algebraic method and restricted its use to polynomials, but he describes the method in terms of the successive approximations xn instead of the more complicated sequence of polynomials used by Newton. Finally, in 1740, Thomas Simpson described Newton's method as an iterative method for solving general nonlinear equations using fluxional calculus, essentially giving the description above. In the same publication, Simpson also gives the generalization to systems of two equations and notes that Newton's method can be used for solving optimization problems by setting the gradient to zero.


          Arthur Cayley in 1879 in The Newton-Fourier imaginary problem was the first who noticed the difficulties in generalizing the Newton's method to complex roots of polynomials with degree greater than 2 and complex initial values. This opened the way to the study of the theory of iterations of rational functions.


          


          Practical considerations


          In general the convergence is quadratic: the error is essentially squared at each step (that is, the number of accurate digits doubles in each step). There are some caveats, however. First, Newton's method requires that the derivative be calculated directly. (If the derivative is approximated by the slope of a line through two points on the function, the secant method results; this can be more efficient depending on how one measures computational effort.) Second, if the initial value is too far from the true zero, Newton's method can fail to converge. Because of this, most practical implementations of Newton's method put an upper limit on the number of iterations and perhaps on the size of the iterates. Third, if the root being sought has multiplicity greater than one, the convergence rate is merely linear (errors reduced by a constant factor at each step) unless special steps are taken.


          Since the most serious of the problems above is the possibility of a failure of convergence, Press et al. (1992) present a version of Newton's method that starts at the midpoint of an interval in which the root is known to lie and stops the iteration if an iterate is generated that lies outside the interval.


          Developers of large scale computer systems involving root finding tend to prefer the secant method over Newton's method because the use of a difference quotient in place of the derivative in Newton's method implies that the additional code to compute the derivative need not be maintained. In practice, the advantages of maintaining a smaller code base usually outweigh the superior convergence characteristics of Newton's method.


          


          Counter examples


          
            [image: The tangent lines of x^3 - 2x + 2 at 0 and 1 intersect the x-axis at 1 and 0, respectively, illustrating why Newton's method oscillates between these values for some starting points.]

            
              The tangent lines of x^3 - 2x + 2 at 0 and 1 intersect the x-axis at 1 and 0, respectively, illustrating why Newton's method oscillates between these values for some starting points.
            

          


          


          Starting point too far away


          If the starting point is not close to a root then convergence may fail to occur. Let


          
            	[image: f(x) = x^3 - 2x + 2 \!]

          


          and take 0 as the starting point. The first iteration produces 1 and the second iteration returns to 0 so the sequence will oscillate between the two without converging to a root. In general, the behaviour of the sequence can be very complex. (See Newton fractal.)


          In the following examples, the desired root is at zero for simplicityit could have been placed elsewhere.


          


          Discontinuous derivative


          If the derivative is not continuous at the root, then convergence may fail to occur in any neighbourhood of the root. Consider the function


          
            	[image: f(x) = \begin{cases} 0 & \mbox{if } x = 0\ x + x^2\sin(\frac{2}{x}) & \mbox{if } x \neq 0 \end{cases}]

          


          Then [image: f'(0) = 1 \!] and [image: f'(x) = 1 + 2x\sin(2/x) - 2\cos(2/x) \!] elsewhere.


          Within any neighbourhood of the root, this derivative keeps changing sign as x approaches 0 from the right (or from the left) while [image: f(x) \ge x - x^2 > 0 \!] for [image: 0 < x < 1 \!].


          So [image: f(x)/f'(x) \!] is unbounded near the root and Newton's method will not converge, even though: the function is differentiable everywhere; the derivative is not zero at the root; [image: f \!] is infinitely differentiable except at the root; and the derivative is bounded in a neighbourhood of the root (unlike its reciprocal).


          


          No second derivative


          If there is no second derivative at the root, then convergence may fail to be quadratic. Indeed, let


          
            	[image: f(x) = x + x^{4/3} \!]

          


          Then


          
            	[image: f'(x) = 1 + (4/3)x^{1/3} \!]

          


          And


          
            	[image: f''(x) = (4/9)x^{-2/3} \!]

          


          except when [image: x = 0 \!] where it is undefined. Given [image: x_n \!],


          
            	[image: x_{n+1} = x_n - \frac{f(x_n)}{f '(x_n)} = \frac{(1/3)x_n^{4/3}}{(1 + (4/3)x_n^{1/3})} \!]

          


          which has approximately 4/3 times as many bits of precision as [image: x_n \!] has. This is less than the 2 times as many which would be required for quadratic convergence. So the convergence of Newton's method (in this case) is not quadratic, even though: the function is continuously differentiable everywhere; the derivative is not zero at the root; and [image: f \!] is infinitely differentiable except at the desired root.


          


          Zero derivative


          If the first derivative is zero at the root, then convergence will not be quadratic. Indeed, let


          
            	[image: f(x) = x^2 \!]

          


          Then [image: f'(x) = 2x \!] and consequently [image: x - f(x)/f'(x) = x/2 \!]. So convergence is not quadratic, even though the function is infinitely differentiable everywhere.


          


          Analysis


          Suppose that the function f has a zero at , i.e., f() = 0.


          If f is continuously differentiable and its derivative does not vanish at , then there exists a neighbourhood of  such that for all starting values x0 in that neighbourhood, the sequence {xn} will converge to .


          If the function is continuously differentiable and its derivative does not vanish at  and it has a second derivative at  then the convergence is quadratic or faster. If the second derivative does not vanish at  then the convergence is merely quadratic.


          If the derivative does vanish at , then the convergence is usually only linear. Specifically, if f is twice continuously differentiable, [image: f'(\alpha) = 0 \!] and [image: f''(\alpha) \ne 0 \!], then there exists a neighbourhood of  such that for all starting values x0 in that neighbourhood, the sequence of iterates converges linearly, with rate log102 (Sli & Mayers, Exercise 1.6). Alternatively if [image: f'(\alpha) = 0 \!] and [image: f'(x) \ne 0 \!] elsewhere, in a neighbourhood U of ,  being a zero of multiplicity r and if [image: f \in C^r(U)] then there exists a neighbourhood of  such that for all starting values x0 in that neighbourhood, the sequence of iterates converges linearly.


          However, even linear convergence is not guaranteed in pathological situations.


          In practice these results are local and the neighbourhood of convergence are not known a priori, but there are also some results on global convergence, for instance, given a right neighbourhood U+ of , if f is twice differentiable in U+ and if [image: f' \ne 0 \!], [image: f \cdot f'' > 0 \!] in U+, then, for each x0 in U+ the sequence xk is monotonically decreasing to .


          


          Generalizations


          


          Nonlinear systems of equations


          One may use Newton's method also to solve systems of k (non-linear) equations, which amounts to finding the zeros of continuously differentiable functions F: Rk  Rk. In the formulation given above, one then has to left multiply with the inverse of the k-by-k Jacobian matrix JF(xn) instead of dividing by f'(xn). Rather than actually computing the inverse of this matrix, one can save time by solving the system of linear equations


          
            	[image: J_F(x_n) (x_{n+1} - x_n) = -F(x_n)\,\!]

          


          for the unknown xn+1  xn. Again, this method only works if the initial value x0 is close enough to the true zero. Typically, a region which is well-behaved is located first with some other method and Newton's method is then used to "polish" a root which is already known approximately.


          


          Nonlinear equations in a Banach space


          Another generalization is the Newton's method to find a zero of a function F defined in a Banach space. In this case the formulation is


          
            	[image: X_{n+1}=X_n-(F'_{X_n})^{-1}[F(X_n)]],

          


          where [image: F'_{X_n}] is the Frchet derivative applied at the point Xn. One needs the Frchet derivative to be invertible at each Xn in order for the method to be applicable.


          


          Complex functions


          
            [image: Basins of attraction for x5 − 1 = 0; darker means more iterations to converge.]

            
              Basins of attraction for x5  1 = 0; darker means more iterations to converge.
            

          


          When dealing with complex functions, however, Newton's method can be directly applied to find their zeros. For many complex functions, the boundary of the set (also known as the basin of attraction) of all starting values that cause the method to converge to a particular zero is a fractal.


          
            Retrieved from " http://en.wikipedia.org/wiki/Newton%27s_method"
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              	Nickname(s): The Big Apple, Gotham, The City That Never Sleeps, The Capital of The World (Novum Caput Mundi), The Empire City, The City So Nice They Named It Twice.
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              	Coordinates:
            


            
              	Country

              	United States
            


            
              	State

              	New York
            


            
              	Boroughs

              	The Bronx

              Brooklyn

              Manhattan

              Queens

              Staten Island
            


            
              	Settled

              	1624
            


            
              	Government
            


            
              	- Mayor

              	Michael Bloomberg ( I)
            


            
              	Area
            


            
              	-City

              	468.9sqmi(1,214.4km)
            


            
              	-Land

              	304.8sqmi(789.4km)
            


            
              	- Water

              	165.6sqmi(428.8km)
            


            
              	- Urban

              	3,352.6sqmi(8,683.2km)
            


            
              	- Metro

              	6,720sqmi(17,405km)
            


            
              	Elevation

              	33ft (10m)
            


            
              	Population (2007)
            


            
              	-City

              	8,274,527 ( 1st U.S., 12th World)
            


            
              	- Density

              	27,147/sqmi(10,482/km)
            


            
              	- Urban

              	18,498,000
            


            
              	- Metro

              	18,818,536
            


            
              	- Demonym

              	New Yorker
            


            
              	Time zone

              	EST ( UTC-5)
            


            
              	-Summer( DST)

              	EDT ( UTC-4)
            


            
              	Area code(s)

              	212, 718, 917, 347, 646
            


            
              	Website: www.nyc.gov
            

          


          New York City (officially The City of New York) is the largest city in the United States, with its metropolitan area ranking among the largest urban areas in the world. Founded as a commercial trading post by the Dutch in 1625, it served as the capital of the United States from 1785 until 1790, and has been the nation's largest city since 1790. Located on one of the world's finest natural harbors, New York is one of the world's major centers of commerce and finance. New York also exerts global influence in media, education, entertainment, arts, fashion and advertising. The city is also a major centre for international affairs, hosting the headquarters of the United Nations.


          New York City comprises five boroughs: The Bronx, Brooklyn, Manhattan, Queens, and Staten Island. With over 8.2 million residents within an area of 304.8square miles (789.43km), New York City is the most densely populated major city in the United States.


          Many of the city's neighborhoods and landmarks are known around the world. The Statue of Liberty greeted millions of immigrants as they came to America in the late 19th and early 20th centuries. Wall Street, in Lower Manhattan, has been a dominant global financial centre since World War II and is home to the New York Stock Exchange. The city has been home to several of the tallest buildings in the world, including the Empire State Building and the twin towers of the World Trade Centre.


          New York is the birthplace of many cultural movements, including the Harlem Renaissance in literature and visual art, abstract expressionism (also known as the New York School) in painting, and hip hop, punk, salsa, and Tin Pan Alley in music. It is also the home of Broadway theatre.


          In 2005, nearly 170 languages were spoken in the city and 36% of its population was born outside the United States. With its 24-hour subway and constant bustling of traffic and people, New York is sometimes called "The City That Never Sleeps". Other nicknames include Gotham and the " Big Apple."


          


          History


          
            [image: Lower Manhattan in 1660, when it was part of New Amsterdam. North is to the right]

            
              Lower Manhattan in 1660, when it was part of New Amsterdam. North is to the right
            

          


          The region was inhabited by about 5,000 Lenape Native Americans at the time of its European discovery in 1524 by Giovanni da Verrazzano, an Italian explorer in the service of the French crown, who called it "Nouvelle Angoulme" ( New Angoulme). European settlement began with the founding of a Dutch fur trading settlement, later called "Nieuw Amsterdam" ( New Amsterdam), on the southern tip of Manhattan in 1614. Dutch colonial Director-General Peter Minuit purchased the island of Manhattan from the Lenape in 1626 for a value of 60 guilders (legend, now disproved, says that Manhattan was purchased for $24 worth of glass beads). In 1664, the English conquered the city and renamed it "New York" after the English Duke of York and Albany. At the end of the Second Anglo-Dutch War the Dutch gained control of Run (a much more valuable asset at the time) in exchange for the English controlling New Amsterdam (New York) in North America. By 1700, the Lenape population was diminished to 200.


          New York City grew in importance as a trading port while under British rule. The city hosted the seminal John Peter Zenger trial in 1735, helping to establish the freedom of the press in North America. In 1754, Columbia University was founded under charter by George II of Great Britain as King's College in Lower Manhattan. The Stamp Act Congress met in New York in October of 1765.


          The city emerged as the theatre for a series of major battles known as the New York Campaign during the American Revolutionary War. After the Battle of Fort Washington in upper Manhattan in 1776 the city became the British military and political base of operations in North America until military occupation ended in 1783. The assembly of the Congress of the Confederation made New York City the national capital shortly thereafter; the Constitution of the United States was ratified and in 1789 the first President of the United States, George Washington, was inaugurated there; the first United States Congress assembled for the first time in 1789, and the United States Bill of Rights drafted; all at Federal Hall on Wall Street. By 1790, New York City had surpassed Philadelphia as the largest city in the United States.


          
            [image: Mulberry Street, on Manhattan's Lower East Side, circa 1900]

            
              Mulberry Street, on Manhattan's Lower East Side, circa 1900
            

          


          In the 19th century, the city was transformed by immigration and development. A visionary development proposal, the Commissioners' Plan of 1811, expanded the city street grid to encompass all of Manhattan, and the 1819 opening of the Erie Canal connected the Atlantic port to the vast agricultural markets of the North American interior. Local politics fell under the domination of Tammany Hall, a political machine supported by Irish immigrants. Public-minded members of the old merchant aristocracy lobbied for the establishment of Central Park, which became the first landscaped park in an American city in 1857. A significant free-black population also existed in Manhattan, as well as in Brooklyn. Slaves had been held in New York through 1827, but during the 1830s New York became a centre of interracial abolitionist activism in the North.


          Anger at military conscription during the American Civil War (18611865) led to the Draft Riots of 1863, one of the worst incidents of civil unrest in American history. In 1898, the modern City of New York was formed with the consolidation of Brooklyn (until then an independent city), the County of New York (which then included parts of the Bronx), the County of Richmond, and the western portion of the County of Queens. The opening of the New York City Subway in 1904 helped bind the new city together. Throughout the first half of the 20th century, the city became a world centre for industry, commerce, and communication. However, this development did not come without a price. In 1904, the steamship General Slocum caught fire in the East River, killing 1,021 people on board. In 1911, the Triangle Shirtwaist Factory fire, the city's worst industrial disaster, took the lives of 146 garment workers and spurred the growth of the International Ladies' Garment Workers' Union and major improvements in factory safety standards.


          
            [image: Midtown Manhattan, New York City, from Rockefeller Center, 1932]

            
              Midtown Manhattan, New York City, from Rockefeller Centre, 1932
            

          


          In the 1920s, New York City was a major destination for African Americans during the Great Migration from the American South. By 1916, New York City was home to the largest urban African diaspora in North America. The Harlem Renaissance flourished during the era of Prohibition, coincident with a larger economic boom that saw the skyline develop with the construction of competing skyscrapers. New York City became the most populous city in the world in 1948, overtaking London, which had reigned for over a century. The difficult years of the Great Depression saw the election of reformer Fiorello LaGuardia as mayor and the fall of Tammany Hall after eighty years of political dominance.


          Returning World War II veterans and immigrants from Europe created a postwar economic boom and the development of huge housing tracts in eastern Queens. New York emerged from the war unscathed and the leading city of the world, with Wall Street leading America's ascendance as the world's dominant economic power, the United Nations headquarters (completed in 1950) emphasizing New York's political influence, and the rise of abstract expressionism in the city precipitating New York's displacement of Paris as the centre of the art world. In the 1960s, New York suffered from economic problems, rising crime rates and racial tension, which reached a peak in the 1970s.


          
            [image: The pre-9/11 skyline of Lower Manhattan, August 2001]

            
              The pre-9/11 skyline of Lower Manhattan, August 2001
            

          


          In the 1980s, resurgence in the financial industry improved the city's fiscal health. By the 1990s, racial tensions had calmed, crime rates dropped dramatically, and waves of new immigrants arrived from Asia and Latin America. Important new sectors, such as Silicon Alley, emerged in the city's economy and New York's population reached an all-time high in the 2000 census.


          The city was one of the sites of the September 11, 2001 attacks, when nearly 3,000 people died in the destruction of the World Trade Centre. The Freedom Tower will be built on the site and is scheduled for completion in 2013.


          


          Geography


          
            [image: Satellite image showing the core of the New York metropolitan area. Over 10 million people live in the imaged area]

            
              Satellite image showing the core of the New York metropolitan area. Over 10 million people live in the imaged area
            

          


          New York City is located in the Northeastern United States, in southeastern New York State, approximately halfway between Washington, D.C. and Boston. The location at the mouth of the Hudson River, which feeds into a naturally sheltered harbour and then into the Atlantic Ocean, has helped the city grow in significance as a trading city. Much of New York is built on the three islands of Manhattan, Staten Island, and Long Island, making land scarce and encouraging a high population density.


          The Hudson River flows through the Hudson Valley into New York Bay. Between New York City and Troy, New York, the river is an estuary. The Hudson separates the city from New Jersey. The East River, actually a tidal strait, flows from Long Island Sound and separates the Bronx and Manhattan from Long Island. The Harlem River, another tidal strait between the East and Hudson Rivers, separates Manhattan from the Bronx.


          The city's land has been altered considerably by human intervention, with substantial land reclamation along the waterfronts since Dutch colonial times. Reclamation is most notable in Lower Manhattan, with developments such as Battery Park City in the 1970s and 1980s. Some of the natural variations in topography have been evened out, particularly in Manhattan.


          The city's land area is estimated at 304.8square miles (789.43km). New York City's total area is 468.9square miles (1,214.4km). 159.88square miles (414.09km) of this is water and 321square miles (831km) is land. The highest point in the city is Todt Hill on Staten Island, which at 409.8 feet (124.9 m) above sea level is the highest point on the Eastern Seaboard south of Maine. The summit of the ridge is largely covered in woodlands as part of the Staten Island Greenbelt.


          


          Climate


          New York City has a humid subtropical climate according to the Kppen climate classification because coldest month average temperature is -1.5C and in Central Park 0C.


          Summers are typically hot & humid with average high temperatures of 83F (28C) and lows of 68F (20C). Temperatures of 90F (32C) or higher occurs on average 18-25 days each summer, but temperatures below 0F (-18C) or above 100F (38C) are uncommon. Winters are cold but the city's coastal position keeps temperatures slightly milder than inland regions, with high temperatures of slightly above freezing and lows of slightly below freezing. Spring and Fall are erratic, and could range from cool to hot, although they are usually pleasantly mild with low humidity. New York City has on average 234 sunshine days and 132 cloudy days, wheareas 96 days with precipitation.


          The annual yearly precipitation that is fairly distributed throughout the year is around 46 inches (1,180 mm) and about 25 to 35 inches (63.5 to 88.9 cm) of snow every winter season, but often without accumulation because temperatures are not low enough. Thunderstorms, sometimes severe are common during the summer months.


          Though not usually associated with hurricanes, New York City is susceptible to them, notably the 1821 Norfolk and Long Island hurricane which flooded southern Manhattan, and the New England Hurricane of 1938, which brushed the eastern end of the city. The city's long-term climate patterns have been affected by the Atlantic Multidecadal Oscillation, a 70-year-long warming and cooling cycle in the Atlantic that influences the frequency and severity of coastal storms in the region.


          
            
              	Weather averages for New York
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Record high F (C)

              	70 (21)

              	72 (22)

              	80 (27)

              	87 (31)

              	97 (36)

              	100 (38)

              	102 (39)

              	100 (38)

              	99 (37)

              	85 (29)

              	81 (27)

              	70 (21)
            


            
              	Average high F (C)

              	36 (2)

              	40 (4)

              	48 (9)

              	58 (14)

              	68 (20)

              	77 (25)

              	83 (28)

              	81 (27)

              	74 (23)

              	63 (17)

              	52 (11)

              	42 (6)
            


            
              	Average low F (C)

              	23 (-5)

              	24 (-4)

              	32 (0)

              	42 (6)

              	53 (12)

              	63 (17)

              	68 (20)

              	66 (19)

              	58 (14)

              	47 (8)

              	38 (3)

              	28 (-2)
            


            
              	Record low F (C)

              	-4 (-20)

              	-3 (-19)

              	5 (-15)

              	18 (-8)

              	34 (1)

              	44 (7)

              	49 (9)

              	47 (8)

              	38 (3)

              	27 (-3)

              	14 (-10)

              	0 (-18)
            


            
              	Precipitation inches (mm)

              	3.69 (93.7)

              	2.94 (74.7)

              	4.08 (103.6)

              	4.06 (103.1)

              	4.48 (113.8)

              	3.45 (87.6)

              	4.17 (105.9)

              	4.05 (102.9)

              	4.05 (102.9)

              	3.50 (88.9)

              	4.00 (101.6)

              	3.86 (98)
            


            
              	Source:
            

          


          


          Environment


          Mass transit use in New York City is the highest in United States and gasoline consumption in the city is at the rate the national average was in the 1920s. New York City's high rate of transit use saved 1.8 billion gallons of oil in 2006; New York saves half of all the oil saved by transit nationwide. The city's population density, low automobile use and high transit utility make it among the most energy efficient cities in the United States. New York City's greenhouse gas emissions are 7.1 metric tons per person compared with the national average of 24.5. New Yorkers are collectively responsible for one percent of the nation's total greenhouse gas emissions though comprising 2.7% of the nation's population. The average New Yorker consumes less than half the electricity used by a resident of San Francisco and nearly one-quarter the electricity consumed by a resident of Dallas.


          In recent years the city has focused on reducing its environmental impact. Large amounts of concentrated pollution in New York City lead to high incidence of asthma and other respiratory conditions among the city's residents. The city government is required to purchase only the most energy-efficient equipment for use in city offices and public housing. New York has the largest clean air diesel- hybrid and compressed natural gas bus fleet in the country, and some of the first hybrid taxis. The city government was a petitioner in the landmark Massachusetts v. Environmental Protection Agency Supreme Court case forcing the EPA to regulate greenhouse gases as pollutants. The city is also a leader in the construction of energy-efficient green office buildings, including the Hearst Tower among others.


          New York City is supplied with drinking water by the protected Catskill Mountains watershed. As a result of the watershed's integrity and undisturbed natural water filtration process, New York is one of only five major cities in the United States with drinking water pure enough not to require purification by water treatment plants.


          


          Cityscape


          
            [image: View of the Midtown Manhattan skyline from the Empire State Building]

            
              View of the Midtown Manhattan skyline from the Empire State Building
            

          


          


          Architecture


          The building form most closely associated with New York City is the skyscraper, that saw New York buildings shift from the low-scale European tradition to the vertical rise of business districts. As of August 2008, New York City has 5694 highrise buildings, with 48 completed skyscrapers over 200 m, more than any other city in the world. Surrounded mostly by water, the city's residential density and high real estate values in commercial districts saw the city amass the largest collection of individual, free-standing office and residential towers in the world.
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          New York has architecturally significant buildings in a wide range of styles. These include the Woolworth Building (1913), an early gothic revival skyscraper built with massively scaled gothic detailing able to be read from street level several hundred feet below. The 1916 Zoning Resolution required setback in new buildings, and restricted towers to a percentage of the lot size, to allow sunlight to reach the streets below. The Art Deco design of the Chrysler Building (1930), with its tapered top and steel spire, reflected the zoning requirements. The building is considered by many historians and architects to be New York's finest building, with its distinctive ornamentation such as replicas at the corners of the 61st floor of the 1928 Chrysler eagle hood ornaments and V-shaped lighting inserts capped by a steel spire at the tower's crown. A highly influential example of the international style in the United States is the Seagram Building (1957), distinctive for its facade using visible bronze-toned I-beams to evoke the building's structure. The Cond Nast Building (2000) is an important example of green design in American skyscrapers.


          The character of New York's large residential districts is often defined by the elegant brownstone rowhouses, townhouses, and shabby tenements that were built during a period of rapid expansion from 1870 to 1930. Stone and brick became the city's building materials of choice after the construction of wood-frame houses was limited in the aftermath of the Great Fire of 1835. Unlike Paris, which for centuries was built from its own limestone bedrock, New York has always drawn its building stone from a far-flung network of quarries and its stone buildings have a variety of textures and hues. A distinctive feature of many of the city's buildings is the presence of wooden roof-mounted water towers. In the 1800s, the city required their installation on buildings higher than six stories to prevent the need for excessively high water pressures at lower elevations, which could burst municipal water pipes. Garden apartments became popular during the 1920s in outlying areas, including Jackson Heights in Queens, which became more accessible with expansion of the subway.


          


          


          Boroughs


          New York City is composed of five boroughs, an unusual form of government. Each borough is coextensive with a respective county of New York State as shown below. Throughout the boroughs there are hundreds of distinct neighborhoods, many with a definable history and character to call their own. If the boroughs were each independent cities, four of the boroughs (Brooklyn, Queens, Manhattan, and the Bronx) would be among the ten most populous cities in the United States.


          
            	The Bronx (Bronx County: Pop. 1,373,659) is New York City's northernmost borough, the site of Yankee Stadium, home of the New York Yankees, and home to the largest cooperatively owned housing complex in the United States, Co-op City. Except for a small piece of Manhattan known as Marble Hill, the Bronx is the only section of the city that is part of the United States mainland. It is home to the Bronx Zoo, the largest metropolitan zoo in the United States, which spans 265acres (107.2hectares) and is home to over 6,000 animals. The Bronx is the birthplace of rap and hip hop culture.
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            	Brooklyn (Kings County: Pop. 2,528,050) is the city's most populous borough and was an independent city until 1898. Brooklyn is known for its cultural, social and ethnic diversity, an independent art scene, distinct neighborhoods and a unique architectural heritage. It is also the only borough outside of Manhattan with a distinct downtown area. The borough features a long beachfront and Coney Island, established in the 1870s as one of the earliest amusement grounds in the country.


            	Manhattan (New York County: Pop. 1,620,867) is the most densely populated borough and home to most of the city's skyscrapers, as well as Central Park. The borough is the financial centre of the city and contains the headquarters of many major corporations, the United Nations, as well as a number of important universities, and many cultural attractions, including numerous museums, the Broadway theatre district, Greenwich Village, and Madison Square Garden. Manhattan is loosely divided into Lower, Midtown, and Uptown regions. Uptown Manhattan is divided by Central Park into the Upper East Side and the Upper West Side, and above the park is Harlem.


            	Queens (Queens County: Pop. 2,270,338) is geographically the largest borough and the most ethnically diverse county in the United States, and may overtake Brooklyn as the city's most populous borough due to its growth. Historically a collection of small towns and villages founded by the Dutch, today the borough is largely residential and middle class. It is the only large county in the United States where the median income among black African Americans, approximately $52,000 a year, is higher than that of White Americans. Queens is the site of Shea Stadium, the home of the New York Mets, and annually hosts the U.S. Open tennis tournament. Additionally, it is home to New York City's two major airports, LaGuardia Airport and John F. Kennedy International Airport.


            	Staten Island (Richmond County: Pop. 481,613) is the most suburban in character of the five boroughs. Staten Island is connected to Brooklyn by the Verrazano-Narrows Bridge and to Manhattan via the free Staten Island Ferry. The Staten Island Ferry is one of the most popular tourist attractions in New York City as it provides unsurpassed views of the Statue of Liberty, Ellis Island, and lower Manhattan. Located in central Staten Island, the 25 km Greenbelt has some 35miles (56km) of walking trails and one of the last undisturbed forests in the city. Designated in 1984 to protect the island's natural lands, the Greenbelt encompasses seven city parks. The F.D.R. Boardwalk along South Beach is two and one-half miles long, which is the fourth largest in the world.

          


          


          Culture and contemporary life
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          "Culture just seems to be in the air, like part of the weather", the writer Tom Wolfe has said of New York City. Numerous major American cultural movements began in the city, such as the Harlem Renaissance, which established the African-American literary canon in the United States. The city was a centre of jazz in the 1940s, abstract expressionism in the 1950s and the birthplace of hip hop in the 1970s. The city's punk and hardcore scenes were influential in the 1970s and 1980s, and the city has long had a flourishing scene for Jewish American literature. Prominent indie rock bands coming out of New York in recent years include The Strokes, Interpol, The Bravery, Scissor Sisters, and They Might Be Giants.


          


          Entertainment and performing arts


          
            [image: The auditorium of the Metropolitan Opera House at Lincoln Center for the Performing Arts]

            
              The auditorium of the Metropolitan Opera House at Lincoln Centre for the Performing Arts
            

          


          The city is also important in the American film industry. Manhatta (1920), an early avant-garde film, was filmed in the city. Today, New York City is the second largest centre for the film industry in the United States. The city has more than 2,000 arts and cultural organizations and more than 500 art galleries of all sizes. The city government funds the arts with a larger annual budget than the National Endowment for the Arts. Wealthy industrialists in the 19th century built a network of major cultural institutions, such as the famed Carnegie Hall and Metropolitan Museum of Art, that would become internationally established. The advent of electric lighting led to elaborate theatre productions, and in the 1880s New York City theaters on Broadway and along 42nd Street began showcasing a new stage form that came to be known as the Broadway musical.


          Strongly influenced by the city's immigrants, productions such as those of Harrigan and Hart, George M. Cohan and others used song in narratives that often reflected themes of hope and ambition. Today these productions are a mainstay of the New York theatre scene. The city's 39 largest theatres (with more than 500 seats) are collectively known as " Broadway," after the major thoroughfare that crosses the Times Square theatre district. This area is sometimes referred to as The Main Stem, The Great White Way or The Realto.


          The Lincoln Centre for the Performing Arts, which includes Jazz at Lincoln Centre, the Metropolitan Opera, the New York City Opera, the New York Philharmonic, the New York City Ballet, the Vivian Beaumont Theatre, the Juilliard School and Alice Tully Hall, is the largest performing arts centre in the United States. Central Park SummerStage presents performances of free plays and music in Central Park and 1,200 free concerts, dance, and theatre events across all five boroughs in the summer months.


          New York City is considered by many to be the heart of stand-up comedy in the United States.


          


          Tourism


          Tourism is important to New York City, with about 40 million foreign and American tourists visiting each year. Major destinations include the Empire State Building, Ellis Island, Broadway theatre productions, museums such as the Metropolitan Museum of Art, and other tourist attractions including Central Park, Washington Square Park, Rockefeller Centre, Times Square, the Bronx Zoo, New York Botanical Garden, luxury shopping along Fifth and Madison Avenues, and events such as the Halloween Parade in Greenwich Village, the Tribeca Film Festival, and free performances in Central Park at Summerstage. The Statue of Liberty is a major tourist attraction and one of the most recognizable icons of the United States. Many of the city's ethnic enclaves, such as Jackson Heights, Flushing, and Brighton Beach are major shopping destinations for first and second generation Americans up and down the East Coast.


          New York's food culture, influenced by the city's immigrants and large number of dining patrons, is diverse. Jewish and Italian immigrants have made the city famous for bagels, cheesecake, and New York-style pizza. Some 4,000 mobile food vendors licensed by the city, many immigrant-owned, have made Middle Eastern foods such as falafels and kebabs standbys of contemporary New York street food, although hot dogs and pretzels are still the main street fare. The city is also home to many of the finest haute cuisine restaurants in the United States.
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          New York City has over 28,000 acres (113 km) of municipal parkland and 14 miles (22 km) of public beaches. This parkland is augmented by thousands of acres of Gateway National Recreation Area, part of the National Park system, that lie within city boundaries. The Jamaica Bay Wildlife Refuge, the only wildlife refuge in the National Park System, alone is over 9,000acres (36km) of marsh islands and water taking up most of Jamaica Bay and included. Manhattan's Central Park, designed by Frederick Law Olmsted and Calvert Vaux, is the most visited city park in the United States with 30 million visitors each year  10 million more than Lincoln Park in Chicago, which is 2nd. Prospect Park in Brooklyn, also designed by Olmsted and Vaux, has a 90acre (36 hectare) meadow. Flushing MeadowsCorona Park in Queens, the city's third largest, was the setting for the 1939 World's Fair and 1964 World's Fair.


          Accent


          The New York City area has a distinctive regional speech pattern called the New York dialect, alternatively known as Brooklynese or New Yorkese. It is often considered to be one of the most recognizable accents within American English. The classic version of this dialect is centered on middle and working class people of European American descent, and the influx of non-European immigrants in recent decades has led to changes in this distinctive dialect.


          The traditional New York area accent is non-rhotic, so that the sound [ɹ] does not appear at the end of a syllable or immediately before a consonant; hence the pronunciation of the city as "New Yawk." There is no [ɹ] in words like park [pɔːk] (with vowel raised due to the low-back chain shift), butter [bʌɾə], or here [hiə]. In another feature called the low back chain shift, the [ɔ] vowel sound of words like talk, law, cross, and coffee and the often homophonous [ɔr] in core and more are tensed and usually raised more than in General American.


          In the most old-fashioned and extreme versions of the New York dialect, the vowel sounds of words like "girl" and of words like "oil" both become a diphthong [ɜɪ]. This is often misperceived by speakers of other accents as a reversal of the er and oy sounds, so that girl is pronounced "goil" and oil is pronounced "erl"; this leads to the caricature of New Yorkers saying things like "Joizey" (Jersey), "Toidy-Toid Street" (33rd St.) and "terlet" (toilet). The character Archie Bunker from the 1970s sitcom All in the Family was a good example of a speaker who had this feature. This particular speech pattern is no longer very prevalent.


          


          Sports
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          New York City has teams in the four major North American professional sports leagues, each of which also has its headquarters in the city.


          New York is one of the few areas of the United States where baseball, rather than football, remains the most popular sport. There have been fourteen World Series championship series between New York City teams, in matchups called Subway Series. New York is one of only five metro areas (Chicago, Washington-Baltimore, Los Angeles and the San Francisco Bay Area being the others) to have two baseball teams. The city's two current Major League Baseball teams are the New York Yankees and the New York Mets, who compete in six games every regular season. The Yankees have enjoyed 26 world titles, while the Mets have taken the Series twice. The city also was once home to the New York Giants (now the San Francisco Giants) and the Brooklyn Dodgers (now the Los Angeles Dodgers). Both teams moved to California in 1958. There are also two minor league baseball teams in the city, the Staten Island Yankees and Brooklyn Cyclones.


          The city is represented in the National Football League by the New York Jets and New York Giants (officially the New York Football Giants), although both teams play their home games in Giants Stadium in nearby New Jersey.
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          The New York Rangers represent the city in the National Hockey League.


          In soccer, New York is represented by the Major League Soccer side, Red Bull New York. The "Red Bulls" also play their home games at the Giants Stadium in New Jersey.


          The city's National Basketball Association team is the New York Knicks and the city's Women's National Basketball Association team is the New York Liberty. The first national college-level basketball championship, the National Invitation Tournament, was held in New York in 1938 and remains in the city. Rucker Park in Harlem is a celebrated court where many professional athletes play in the summer league.
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          As a global city, New York supports many events outside these sports. Queens is host of the U.S. Tennis Open, one of the four Grand Slam tournaments. The New York City Marathon is the world's largest, and the 2004-2006 runnings hold the top three places in the marathons with the largest number of finishers, including 37,866 finishers in 2006. The Millrose Games is an annual track and field meet whose featured event is the Wanamaker Mile. Boxing is also a very prominent part of the city's sporting scene, with events like the Amateur Boxing Golden Gloves being held at Madison Square Garden each year.


          Many sports are associated with New York's immigrant communities. Stickball, a street version of baseball, was popularized by youths in working class Italian, German, and Irish neighborhoods in the 1930s. Stickball is still commonly played, as a street in The Bronx has been renamed Stickball Blvd. as tribute to New York's most known street sport. In recent years several amateur cricket leagues have emerged with the arrival of immigrants from South Asia and the Caribbean. Street hockey, football, and baseball are also commonly seen being played on the streets of New York. New York City is often called "The World's Biggest Urban Playground," as street sports are commonly played by people of all ages.


          


          Economy
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          New York City is a global hub of international business and commerce and is one of three "command centers" for the world economy (along with London and Tokyo). The city is a major centre for finance, insurance, real estate, media and the arts in the United States. The New York metropolitan area had an estimated gross metropolitan product of $952.6 billion in 2005, the largest regional economy in the United States and second largest city economy in the world. The city's economy accounts for the majority of the economic activity in the states of New York and New Jersey. Many major corporations are headquartered in New York City, including 44 Fortune 500 companies. New York is also unique among American cities for its large number of foreign corporations. One out of ten private sector jobs in the city is with a foreign company.


          New York City is home to some of the nationsand the world'smost valuable real estate. 450 Park Avenue was sold on July 2, 2007 for $510 million, about $1,589 per square foot ($17,104/m), breaking the barely month-old record for an American office building of $1,476 per square foot ($15,887/m) set in the June 2007 sale of 660 Madison Avenue.


          Manhattan had 353.7 million square feet (32,859,805 m) of office space in 2001.


          Midtown Manhattan is the largest central business district in the United States and is home to the highest concentration of the city's skyscrapers. Lower Manhattan is the third largest central business district in the United States, and is home to The New York Stock Exchange, located on Wall Street, and the NASDAQ, representing the world's first and second largest stock exchanges, respectively, when measured by average daily trading volume and overall market capitalization. Financial services account for more than 35% of the city's employment income. Real estate is a major force in the city's economy, as the total value of all New York City property was $802.4 billion in 2006. The Time Warner Centre is the property with the highest-listed market value in the city, at $1.1 billion in 2006.
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          The city's television and film industry is the second largest in the country after Hollywood. Creative industries such as new media, advertising, fashion, design and architecture account for a growing share of employment, with New York City possessing a strong competitive advantage in these industries. High-tech industries like bioscience, software development, game design, and internet services are also growing, bolstered by the city's position at the terminus of several transatlantic fibre optic trunk lines. Other important sectors include medical research and technology, non-profit institutions, and universities.


          Manufacturing accounts for a large but declining share of employment. Garments, chemicals, metal products, processed foods, and furniture are some of the principal products. The food-processing industry is the most stable major manufacturing sector in the city. Food making is a $5 billion industry that employs more than 19,000 residents, many of them immigrants who speak little English. Chocolate is New York City's leading specialty-food export, with $234 million worth of exports each year.



          


          Demographics


          
            
              New York City Compared
            

            
              	2000 Census

              	NY City

              	NY State

              	U.S.
            


            
              	Total population

              	8,008,278

              	18,976,457

              	281,421,906
            


            
              	Population, percent change, 1990 to 2000

              	+9.4%

              	+5.5%

              	+13.1%
            


            
              	Population density

              	26,403/sq mi

              	402/sq mi

              	80/sq mi
            


            
              	Median household income (1999)

              	$38,293

              	$43,393

              	$41,994
            


            
              	Bachelor's degree or higher

              	27%

              	27%

              	29%
            


            
              	Foreign born

              	36%

              	20%

              	11%
            


            
              	White

              	45%

              	68%

              	75%
            


            
              	White (non-Hispanic)

              	37%

              	62%

              	67%
            


            
              	Black

              	28%

              	16%

              	12%
            


            
              	Hispanic (any race)

              	27%

              	15%

              	11%
            


            
              	Asian

              	10%

              	6%

              	4%
            

          


          New York is the most populous city in the United States, with an estimated 2007 population of 8,274,527 (up from 7.3 million in 1990). This amounts to about 40% of New York State's population and a similar percentage of the metropolitan regional population. Over the last decade the city's population has been increasing and demographers estimate New York's population will reach between 9.2 and 9.5 million by 2030.


          New York's two key demographic features are its population density and cultural diversity. The city's population density of 26,403 people per square mile (10,194/km) makes it the most densely populated American municipality with a population above 100,000. Manhattan's population density is 66,940 people per square mile (25,846/km), highest of any county in the United States.


          
            
              	Historical populations
            


            
              	Census

              	Pop.

              	

              	%
            


            
              	1790

              	33,131

              	

              	
                
                  
                

              
            


            
              	1800

              	60,515

              	

              	82.7%
            


            
              	1810

              	96,373

              	

              	59.3%
            


            
              	1820

              	123,706

              	

              	28.4%
            


            
              	1830

              	202,589

              	

              	63.8%
            


            
              	1840

              	312,710

              	

              	54.4%
            


            
              	1850

              	696,490

              	

              	122.7%
            


            
              	1860

              	813,669

              	

              	16.8%
            


            
              	1870

              	942,292

              	

              	15.8%
            


            
              	1880

              	1,206,299

              	

              	28%
            


            
              	1890

              	1,515,301

              	

              	25.6%
            


            
              	1900

              	3,437,202

              	

              	126.8%
            


            
              	1910

              	4,766,883

              	

              	38.7%
            


            
              	1920

              	5,620,048

              	

              	17.9%
            


            
              	1930

              	6,930,446

              	

              	23.3%
            


            
              	1940

              	7,454,995

              	

              	7.6%
            


            
              	1950

              	7,891,957

              	

              	5.9%
            


            
              	1960

              	7,781,984

              	

              	1.4%
            


            
              	1970

              	7,894,862

              	

              	1.5%
            


            
              	1980

              	7,071,639

              	

              	10.4%
            


            
              	1990

              	7,322,564

              	

              	3.5%
            


            
              	2000

              	8,008,288

              	

              	9.4%
            


            
              	Population 1790  1990
            

          


          New York City is exceptionally diverse. Throughout its history the city has been a major point of entry for immigrants; the term melting pot was first coined to describe densely populated immigrant neighborhoods on the Lower East Side. Today, 36% of the city's population is foreign-born. Among American cities, this proportion is exceeded only by Los Angeles and Miami. While the immigrant communities in those cities are dominated by a few nationalities, in New York no single country or region of origin dominates. The ten largest countries of origin for modern immigration are the Dominican Republic, China, Jamaica, Guyana, Mexico, Ecuador, Haiti, Trinidad and Tobago, Colombia, and Russia. About 170 languages are spoken in the city.


          The New York metropolitan area is home to the largest Jewish community outside Israel; Tel Aviv proper (non-metro/within municipal limits) has a smaller population than the Jewish population of New York City proper, making New York the largest Jewish community in the world. About 12% of New Yorkers are Jewish or of Jewish descent and roots. It is also home to nearly a quarter of the nation's Indian Americans, and the largest African American community of any city in the United States.


          The five largest ethnic groups as of the 2005 census estimates are: Puerto Ricans, Italians, West Indians, Dominicans and Chinese. The Puerto Rican population of New York City is the largest outside of Puerto Rico. Italians emigrated to the city in large numbers in the early twentieth century. The Irish, the sixth largest ethnic group, also have a notable presence; one in 50 New Yorkers of European origin carry a distinctive genetic signature on their Y chromosomes inherited from Niall of the Nine Hostages, an Irish high king of the fifth century A.D.


          New York City has a high degree of income disparity. In 2005 the median household income in the wealthiest census tract was $188,697, while in the poorest it was $9,320. The disparity is driven by wage growth in high income brackets, while wages have stagnated for middle and lower income brackets. In 2006 the average weekly wage in Manhattan was $1,453, the highest and fastest growing among the largest counties in the United States. The borough is also experiencing a baby boom that is unique among American cities. Since 2000, the number of children under age 5 living in Manhattan grew by more than 32%.


          Home ownership in New York City is about 33%, much lower than the national average of 69%. Rental vacancy is usually between 3% and 4.5%, well below the 5% threshold defined to be a housing emergency and used to justify the continuation of rent control and rent stabilization. About 33% of rental units are rent-stabilized. Finding housing, particularly affordable housing, in New York City can be more than challenging.


          


          Government
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          Since its consolidation in 1898, New York City has been a metropolitan municipality with a "strong" mayor-council form of government. The government of New York is more centralized than that of most other U.S. cities. In New York City, the central government is responsible for public education, correctional institutions, libraries, public safety, recreational facilities, sanitation, water supply and welfare services. The mayor and councillors are elected to four-year terms. The New York City Council is a unicameral body consisting of 51 Council members whose districts are defined by geographic population boundaries. The mayor and councilors are limited to two four-year terms.


          The mayor is Michael Bloomberg, a former Democrat and current independent elected as a Republican in 2001 and re-elected in 2005 with 59% of the vote. He is known for taking control of the city's education system from the state, rezoning and economic development, sound fiscal management, and aggressive public health policy. In his second term he has made school reform, poverty reduction, and strict gun control central priorities of his administration. Together with Boston mayor Thomas Menino, in 2006 he founded the Mayors Against Illegal Guns Coalition, an organization with the goal of "making the public safer by getting illegal guns off the streets." The Democratic Party holds the majority of public offices. 66% of registered voters in the city are Democrats. New York City has not been won by a Republican in a statewide or presidential election since 1924. Party platforms centre on affordable housing, education and economic development, and labor politics are of importance in the city.
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          New York is the most important source of political fundraising in the United States, as four of the top five zip codes in the nation for political contributions are in Manhattan. The top zip code, 10021 on the Upper East Side, generated the most money for the 2004 presidential campaigns of both George W. Bush and John Kerry. The city has a strong imbalance of payments with the national and state governments. It receives 83 cents in services for every $1 it sends to the federal government in taxes (or annually sends $11.4 billion more than it receives back). The city also sends an additional $11 billion more each year to the state of New York than it receives back.


          Located near City Hall are the courthouse for the United States District Court for the Southern District of New York and United States Court of Appeals for the Second Circuit, and the Jacob K. Javits Federal Building. Manhattan also hosts the NY Appellate Division, First Department. Brooklyn hosts the United States District Court for the Eastern District of New York, and NY Appellate Division, Second Department. As with any county, each Borough has a branch of the New York Supreme Court and other New York State courts.


          


          Crime


          In the 1980s, crime rates spiked and in the early 1990s as the crack epidemic hit the city, but by the mid 1990s and early 21st century crime rates had greatly subsided and since the year 2005 the city had the lowest crime rate of the 25 largest U.S cities. By 2002 New York City had about the same crime rate as Provo, Utah and was ranked 197th in overall crime among the 216 U.S. cities with populations greater than 100,000. Violent crime in New York City decreased more than 75% from 1993 to 2005 and continued decreasing during periods when the nation as a whole saw increases. In 2005 the homicide rate was at its lowest level since 1963. In 2007 New York City recorded fewer than 500 homicides for the first time ever since crime statistics were first published in 1963.


          Sociologists and criminologists have not reached consensus on what explains the dramatic decrease in the city's crime rate. Some attribute the phenomenon to new tactics used by the New York City Police Department, including its use of CompStat and the broken windows theory. Others cite the end of the crack epidemic and demographic changes.


          Organized crime has long been associated with New York City, beginning with the Forty Thieves and the Roach Guards in the Five Points in the 1820s. The 20th century saw a rise in the Mafia dominated by the Five Families. Gangs including the Black Spades also grew in the late 20th century.


          


          Education
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          The city's public school system, managed by the New York City Department of Education, is the largest in the United States. About 1.1 million students are taught in more than 1,200 separate primary and secondary schools. There are approximately 900 additional privately run secular and religious schools in the city, including some of the most prestigious private schools in the United States. Though it is not often thought of as a college town, there are about 594,000 university students in New York City, the highest number of any city in the United States. In 2005, three out of five Manhattan residents were college graduates and one out of four had advanced degrees, forming one of the highest concentrations of highly educated people in any American city. Public postsecondary education is provided by the City University of New York, the nation's third-largest public university system, and the Fashion Institute of Technology, part of the State University of New York. New York City is also home to such notable private universities as Barnard College, Columbia University, Cooper Union, Fordham University, New York University, The New School, and Yeshiva University. The city has dozens of other smaller private colleges and universities, including many religious and special-purpose institutions, such as St. John's University, The Juilliard School and The School of Visual Arts.
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          Much of the scientific research in the city is done in medicine and the life sciences. New York City has the most post-graduate life sciences degrees awarded annually in the United States, 40,000 licensed physicians, and 127 Nobel laureates with roots in local institutions. The city receives the second-highest amount of annual funding from the National Institutes of Health among all U.S. cities. Major biomedical research institutions include Memorial Sloan-Kettering Cancer Centre, Rockefeller University, SUNY Downstate Medical Centre, Albert Einstein College of Medicine, Mount Sinai School of Medicine and Weill Cornell Medical College.


          The New York Public Library, which has the largest collection of any public library system in the country, serves Manhattan, The Bronx, and Staten Island. Queens is served by the Queens Borough Public Library, which is the nation's second largest public library system, and Brooklyn Public Library serves Brooklyn. The New York Public Library has several research libraries, including the Schomburg Centre for Research in Black Culture.


          New York City also features many of the most elite and exclusive private schools in the country. These schools include Brearley School, Dalton School, Spence School, The Chapin School, Nightingale-Bamford School, Convent of the Sacred Heart on the Upper East Side of Manhattan; Collegiate School and Trinity School on the Upper West Side of Manhattan; Horace Mann School, Ethical Culture Fieldston School, and Riverdale Country School in Riverdale, Bronx; and Saint Ann's School in Brooklyn Heights, Brooklyn. Some of New York City's renowned public secondary schools, often considered the best in the nation, include: Hunter College High School, Stuyvesant High School, The Bronx High School of Science, Brooklyn Technical High School, Bard High School Early College, Townsend Harris High School, and LaGuardia High School.


          


          Transportation
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          Public transit is overwhelmingly the dominant form of travel for New Yorkers. About one in every three users of mass transit in the United States and two-thirds of the nation's rail riders live in New York and its suburbs. This is in contrast to the rest of the country, where about 90% of commuters drive automobiles to their workplace. New York is the only city in the United States where more than half of all households do not own a car (in Manhattan, more than 75% of residents do not own a car; nationally, the percentage is 8%). According the US Census Bureau, New York City residents spend an average of about one full week a year getting to work (an average of 38.4 minutes per day), making it the longest commute time in the nation among large cities.


          The New York City Subway is the largest rapid transit system in the world when measured by the number of stations in operation, with 468. It is the third-largest when measured by annual ridership (1.5 billion passenger trips in 2006). New York's subway is also remarkable because nearly all of the system remains open 24 hours per day (though in some cases with significant differences in routings from the daytime network), in contrast to the overnight shutdown common to systems in most cities, including London, Paris, Washington, DC, and Tokyo. The transportation system in New York City is extensive and complex. It includes the longest suspension bridge in North America, the world's first mechanically ventilated vehicular tunnel, more than 12,000 yellow cabs, an aerial tramway that transports commuters between Roosevelt Island and Manhattan, and a ferry system connecting Manhattan to various locales within and outside the city.
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          New York City's public bus fleet and commuter rail network are the largest in North America. The rail network, which connects the suburbs in the tri-state region to the city, has more than 250 stations and 20 rail lines. The commuter rail system converges at Grand Central Terminal and Pennsylvania Station.


          New York City is the top international air passenger gateway to the United States. The area is served by three major airports, John F. Kennedy International, Newark Liberty International and LaGuardia, with plans for a fourth airport, Stewart International Airport near Newburgh, NY, to be taken over and enlarged by the Port Authority of New York and New Jersey (which administers the other three airports), as a "reliever" airport to help cope with increasing passenger volume. 100 million travelers used the three airports in 2005 and the city's airspace is the busiest in the nation. Outbound international travel from JFK and Newark accounted for about a quarter of all U.S. travelers who went overseas in 2004.
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          New York's high rate of public transit use, 120,000 daily cyclists and many pedestrian commuters makes it the most energy-efficient major city in the United States. Walk and bicycle modes of travel account for 21% of all modes for trips in the city; nationally the rate for metro regions is about 8%.


          To complement New York's vast mass transit network, the city also has an extensive web of expressways and parkways, that link New York City to northern New Jersey, Westchester County, Long Island, and southwest Connecticut through various bridges and tunnels. Because these highways serve millions of suburban residents who commute into New York, it is quite common for motorists to be stranded for hours in traffic jams that are a daily occurrence, particularly during rush hour. The George Washington Bridge is considered one of the world's busiest bridges in terms of vehicle traffic.


          Despite New York's reliance on public transit, roads are a defining feature of the city. Manhattan's street grid plan greatly influenced the city's physical development. Several of the city's streets and avenues, like Broadway, Wall Street and Madison Avenue are also used as shorthand in the American vernacular for national industries located there; those being the theatre, finance, and advertising organizations, respectively.


          


          Sister cities


          New York City has ten sister cities, nine of which are through the city's membership in Sister Cities International (SCI). The date section indicates the year in which the city was twinned with New York City.


          
            
              	Country

              	City

              	County/District/Region/State

              	Date
            


            
              	[image: Flag of Japan]Japan

              	Tokyo

              	Tokyo Prefecture

              	1960
            


            
              	[image: Flag of the People's Republic of China]China

              	Beijing

              	Beijing

              	1980
            


            
              	[image: Flag of Egypt]Egypt

              	Cairo

              	Cairo Governorate

              	1982
            


            
              	[image: Flag of Spain]Spain

              	Madrid

              	Comunidad de Madrid

              	1982
            


            
              	[image: Flag of the Dominican Republic]Dominican Republic

              	Santo Domingo

              	Distrito Nacional

              	1983
            


            
              	[image: Flag of Hungary]Hungary

              	Budapest

              	Pest County

              	1992
            


            
              	[image: Flag of Italy]Italy

              	Rome

              	Lazio

              	1992
            


            
              	[image: Flag of Israel]Israel

              	Jerusalem

              	Jerusalem District

              	1993
            


            
              	[image: Flag of the United Kingdom]United Kingdom

              	London

              	England

              	2001
            


            
              	[image: Flag of South Africa]South Africa

              	Johannesburg

              	Gauteng

              	2003
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              	Anthem:" God Defend New Zealand"

              " God Save the Queen"1

            


            
              	
                
                  [image: Location of New Zealand]
                


                

              
            


            
              	Capital

              	Wellington

            


            
              	Largest city

              	Auckland2
            


            
              	Official languages

              	English (98%)3

              Māori (4.2%)3

              NZSignLanguage (0.6%)3
            


            
              	Demonym

              	New Zealander, Kiwi (colloquial)
            


            
              	Government

              	Parliamentary democracy and Constitutional monarchy
            


            
              	-

              	Head of State

              	HM Queen Elizabeth II
            


            
              	-

              	Governor-General

              	Anand Satyanand
            


            
              	-

              	Prime Minister

              	Helen Clark
            


            
              	Independence

              	from the United Kingdom
            


            
              	-

              	Dominion

              	26 September 19074
            


            
              	-

              	Statute of Westminster

              	11 December 1931 (adopted 25 November 1947 )
            


            
              	-

              	Constitution Act 1986

              	13 December 1986
            


            
              	Area
            


            
              	-

              	Total

              	268,680km( 75th)

              103,738 sqmi
            


            
              	-

              	Water(%)

              	2.1
            


            
              	Population
            


            
              	-

              	December 2007estimate

              	4,268,0005( 122nd (2008))
            


            
              	-

              	2006census

              	4,143,2796
            


            
              	-

              	Density

              	15/km( 204th)

              39/sqmi
            


            
              	GDP( PPP)

              	2008 IMFestimate
            


            
              	-

              	Total

              	$117.696 billion7( 58th)
            


            
              	-

              	Per capita

              	$27,785( 28th)
            


            
              	GDP (nominal)

              	2008 IMFestimate
            


            
              	-

              	Total

              	$128.071 billion8( 53rd)
            


            
              	-

              	Per capita

              	$30,234( 27th)
            


            
              	Gini(1997)

              	36.2(medium)
            


            
              	HDI(2007)

              	▲ 0.943(high)( 19th)
            


            
              	Currency

              	New Zealand dollar ( NZD)
            


            
              	Time zone

              	NZST9 ( UTC+12)
            


            
              	-

              	Summer( DST)

              	NZDT( UTC+13)
            


            
              	

              	(Sep to Apr)
            


            
              	Internet TLD

              	.nz10
            


            
              	Calling code

              	+64
            


            
              	1"God Save the Queen" is officially a national anthem but is generally used only on regal and vice-regal occasions.

              2Auckland is the largest urban area; Auckland City is the largest incorporated city.

              3Percentages do not add to 100% because some people speak more than one language. They exclude unusable responses and those who spoke no language (e.g. too young to talk).

              4There is a multitude of dates that could be considered to mark independence (see Independence of New Zealand).

              5Estimated resident population of New Zealand on 22 June 2008  NZ Population Clock

              6New Zealand census 2006 final figures, including overseas visitors. PDF(370KB)

              7 IMF GDP PPP Report for selected countries.

              8 IMF GDP report for selected countries.

              9The Chatham Islands have a separate time zone, 45 minutes ahead of the rest of New Zealand.

              10The territories of Niue, the Cook Islands and Tokelau have their own cctlds, .nu, .ck and .tk respectively.

            

          


          New Zealand is an island nation in the south-western Pacific Ocean comprising two main landmasses (the North Island and the South Island) and numerous smaller islands, most notably Stewart Island/Rakiura and the Chatham Islands. The indigenous Māori named New Zealand Aotearoa, which is commonly translated into English as The Land of the Long White Cloud. The Realm of New Zealand also includes the Cook Islands and Niue, which are self-governing but in free association; Tokelau; and the Ross Dependency (New Zealand's territorial claim in Antarctica).


          New Zealand is notable for its geographic isolation, situated about 2000km (1250 miles) southeast of Australia across the Tasman Sea, and its closest neighbours to the north are New Caledonia, Fiji and Tonga. During its long isolation New Zealand developed a distinctive fauna dominated by birds, many of which became extinct after the arrival of humans and the mammals they introduced.


          The population is mostly of European descent, with the indigenous Māori being the largest minority. Asians and non-Maori Polynesians are also significant minorities, especially in the cities. Elizabeth II, as the Queen of New Zealand, is the Head of State and, in her absence, is represented by a non-partisan Governor-General. The Queen 'reigns but does not rule.' She has no real political influence, and her position is essentially symbolic. Political power is held by the democratically elected Parliament of New Zealand under the leadership of the Prime Minister, who is the Head of Government.


          


          Etymology


          It is unknown whether Māori had a name for New Zealand as a whole before the arrival of Europeans, although they referred to the North Island as Te Ika a Māui (the fish of Māui) and the South Island as Te Wai Pounamu (the waters of greenstone) or Te Waka o Aoraki (the canoe of Aoraki). Until the early 20th century, the North Island was also referred to as Aotearoa (colloquially translated "land of the long white cloud"); in modern Māori usage, this name refers to the whole country. Aotearoa is also commonly used in this sense in New Zealand English.


          The first European name for New Zealand was Staten Landt, the name given to it by the Dutch explorer Abel Tasman, who in 1642 became the first European to see the islands. Tasman assumed it was part of a southern continent connected with land discovered in 1615 off the southern tip of South America by Jacob Le Maire. The name New Zealand originated with Dutch cartographers, who called the islands Nova Zeelandia, after the Dutch province of Zeeland. No-one is certain exactly who first coined the term, but it first appeared in 1645 and may have been the choice of cartographer Johan Blaeu. British explorer James Cook subsequently anglicised the name to New Zealand. There is no connection to the Danish Zealand.


          


          History


          New Zealand is one of the most recently settled major land masses. The first settlers of New Zealand were Eastern Polynesians who came to New Zealand, probably in a series of migrations, sometime between around AD 800 and 1300. Over the next few centuries these settlers developed into a distinct culture now known as Māori. The population was divided into Iwi (tribes) and hapū (subtribes) which would co-operate, compete and sometimes fight with each other. At some point a group of Māori migrated to the Chatham Islands where they developed their own distinct Moriori culture.


          The first Europeans known to have reached New Zealand were Dutch explorer Abel Janszoon Tasman and his crew in 1642. Several of the crew were killed by Māori and no Europeans returned to New Zealand until British explorer James Cook's voyage of 176871. Cook reached New Zealand in 1769 and mapped almost all of the coastline. Following Cook, New Zealand was visited by numerous European and North American whaling, sealing and trading ships. They traded European food and goods, especially metal tools and weapons, for Māori timber, food, artefacts and water. On occasion, Europeans traded goods for sex. Māori agriculture and warfare were transformed by the potato and the musket, although the resulting Musket Wars died out once the tribal imbalance of arms had been rectified. From the early nineteenth century, Christian missionaries began to settle New Zealand, eventually converting most of the Māori population, who had become disillusioned with their indigenous faith by the introduction of Western culture.
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          Becoming aware of the lawless nature of European settlement and increasing interest in the territory by the French, the British government sent William Hobson to New Zealand to claim sovereignty and negotiate a treaty with Māori. The Treaty of Waitangi was first signed in the Bay of Islands on 6 February 1840. The drafting was done hastily and confusion and disagreement continues to surround the translation. The Treaty is regarded as New Zealand's foundation as a nation and is revered by Māori as a guarantee of their rights. Hobson initially selected Okiato as the capital in 1840, before moving the seat of government to Auckland in 1841.


          Under British rule, the islands of New Zealand had been part of the colony of New South Wales. In 1840 New Zealand became its own dominion, which signalled increasing numbers of European settlers particularly from the British Isles. At first, Māori were eager to trade with the ' Pakeha', as they called them, and many iwi (tribes) became wealthy. As settler numbers increased, conflicts over land led to the New Zealand Land Wars of the 1860s and 1870s, resulting in the loss of much Māori land. The detail of European settlement and the acquisition of land from Māori remain controversial.
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          Representative government for the colony was provided for by the passing of the 1852 New Zealand Constitution Act by the United Kingdom. The 1st New Zealand Parliament met for the first time in 1854. In 1856 the colony became effectively self-governing with the grant of responsible government over all domestic matters other than native policy. Power in this respect would be transferred to the colonial administration in the 1860s. In 1863 Premier Alfred Domett moved a resolution that the capital transfer to a locality in Cook Strait, apparently due to concern the South Island could form a separate colony. Commissioners from Australia (chosen for their neutral status) advised Wellington as suitable because of its harbour and central location, and parliament officially sat there for the first time in 1865. In 1893, the country became the first nation in the world to grant women the right to vote. In 1907, New Zealand became an independent Dominion and a fully independent nation in 1947 when the Statute of Westminster (1931) was ratified, although in practice Britain had ceased to play any real role in the government of New Zealand much earlier than this. As New Zealand became more politically independent it became more dependent economically; in the 1890s, refrigerated shipping allowed New Zealand to base its entire economy on the export of meat and dairy products to Britain.


          New Zealand was an enthusiastic member of the British Empire, fighting in the Boer War, World War I and World War II and supporting Britain in the Suez Crisis. The country was very much a part of the world economy and suffered as others did in the Great Depression of the 1930s. The depression led to the election of the first Labour government, which established a comprehensive welfare state and a protectionist economy.
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          New Zealand experienced increasing prosperity following World War II. However, some social problems were developing; Māori had begun to move to the cities in search of work and excitement rather than the traditional rural way of life. A Māori protest movement would eventually form, criticising Eurocentrism and seeking more recognition of Māori culture and the Treaty of Waitangi, which they felt had not been fully honoured. In 1975 a Waitangi Tribunal was set up to investigate alleged breaches of the Treaty and in 1985 it was enabled to investigate historic grievances. In common with all other developed countries, social developments accelerated in the 1970s and social and political mores changed. By the 1970s, the traditional trade with Britain was threatened because of Britain's membership of the European Economic Community. Great economic and social changes took place in the 1980s under the 4th Labour government largely led by Finance Minister Roger Douglas, and commonly referred to as " Rogernomics."
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          New Zealand is a constitutional monarchy with a parliamentary democracy. Although it has no codified constitution, the Constitution Act 1986 is the principal formal statement of New Zealand's constitutional structure. Queen Elizabeth II is the head of state and is titled Queen of New Zealand under the Royal Titles Act 1974. She is represented by the Governor-General, whom she appoints on the exclusive advice of the Prime Minister. The current Governor-General is Anand Satyanand.


          The Governor-General exercises the Crown's prerogative powers, such as the power to appoint and dismiss ministers and to dissolve Parliament, and in rare situations, the reserve powers. The Governor-General also chairs the Executive Council, which is a formal committee consisting of all ministers of the Crown. Members of the Executive Council are required to be Members of Parliament, and most are also in Cabinet. Cabinet is the most senior policy-making body and is led by the Prime Minister, who is also, by convention, the Parliamentary leader of the governing party or coalition. The current Prime Minister is Helen Clark, the leader of the Labour Party.


          The New Zealand Parliament has only one chamber, the House of Representatives, which usually seats 120 Members of Parliament. Parliamentary general elections are held every three years under a form of proportional representation called Mixed Member Proportional. The 2005 General Election created an ' overhang' of one extra seat, occupied by the Māori Party, due to that party winning more seats in electorates than the number of seats its proportion of the party vote would have given it.
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          Since 17 October 2005, Labour has been in formal coalition with Jim Anderton, the Progressive Party's only MP. In addition to the parties in formal coalition, New Zealand First and United Future provide confidence and supply in return for their leaders being ministers outside cabinet. A further arrangement has been made with the Green Party, which has given a commitment not to vote against the government on confidence and supply. Since early 2007, Labour has also had the proxy vote of Taito Phillip Field, a former Labour MP. These arrangements assure the government of a majority of seven MPs on confidence votes.


          The Leader of the Opposition is National Party leader John Key. The ACT party and the Māori Party are also in opposition. The Greens, New Zealand First and United Future each vote against the government on some legislation.


          The highest court in New Zealand is the Supreme Court of New Zealand, which was established in 2004 following the passage of the Supreme Court Act 2003. The act also abolished the option to appeal to the Privy Council in London. The current Chief Justice is Dame Sian Elias. New Zealand's judiciary also includes the Court of Appeal; the High Court, which deals with serious criminal offences and civil matters at the trial level and with appeals from lower courts and tribunals; and subordinate courts.


          New Zealand is the only country in the world in which all the highest offices in the land have been occupied simultaneously by women: Queen Elizabeth II, Governor-General Dame Silvia Cartwright, Prime Minister Helen Clark, Speaker of the House of Representatives Margaret Wilson and Chief Justice Dame Sian Elias were all in office between March 2005 and August 2006 (also of note New Zealand's largest listed company: Telecom New Zealand had a woman - Theresa Gattung as its CEO at the time).


          


          Foreign relations and the military


          New Zealand maintains a strong profile on environmental protection, human rights and free trade, particularly in agriculture.


          New Zealand is a member of the following geopolitical organisations: APEC, East Asia Summit, Commonwealth of Nations, OECD and the United Nations. New Zealand has signed up to a number of free trade agreements, of which the most important are the China-New Zealand Free Trade Agreement & Closer Economic Relations with Australia.


          For its first hundred years, New Zealand followed the United Kingdom's lead on foreign policy. In declaring war on Germany on 3 September 1939, Prime Minister Michael Savage proclaimed, "Where she goes, we go; where she stands, we stand". After the war, however, the United States exerted an increased influence on culture and the New Zealand people gained a clearer sense of national identity. New Zealand joined with Australia and the United States in the ANZUS security treaty in 1951, and later fought alongside the United States in both the Korean and the Vietnam Wars. In contrast, the United Kingdom became increasingly focused on its European interests following the Suez Crisis, and New Zealand was forced to develop new markets after the UK joined the EEC in 1973.


          
            [image: New Zealand House, High Commission of New Zealand in London]

            
              New Zealand House, High Commission of New Zealand in London
            

          


          New Zealand has traditionally worked closely with Australia, whose foreign policy followed a similar historical trend. In turn, many Pacific Islands such as Western Samoa have looked to New Zealand's lead. The American influence on New Zealand was weakened by the disappointment with the Vietnam War, the sinking of the Rainbow Warrior by France, and by disagreements over environmental and agricultural trade issues and New Zealand's nuclear-free policy.


          While the ANZUS treaty was once fully mutual between Australia, New Zealand and the United States, this is no longer the case. In February 1985, New Zealand refused nuclear-powered or nuclear-armed ships access to its ports. New Zealand became a Nuclear-free zone in June 1987, the first Western-allied state to do so. In 1986 the United States announced that it was suspending its treaty security obligations to New Zealand pending the restoration of port access. The New Zealand Nuclear Free Zone, Disarmament, and Arms Control Act 1987 prohibits the stationing of nuclear weapons on the territory of New Zealand and the entry into New Zealand waters of nuclear armed or propelled ships. This legislation remains a source of contention and the basis for the United States' continued suspension of treaty obligations to New Zealand.


          Within New Zealand, there have been various wars between iwi, and between the British settlers and iwi. New Zealand has fought in the Second Boer War, World War I, World War II, the Korean War, the Malayan Emergency (and committed troops, fighters and bombers to the subsequent confrontation with Indonesia), the Vietnam War, the Gulf War and the Afghanistan War. It has also sent a unit of army engineers to help rebuild Iraqi infrastructure for one year during the Iraq War. As of 2008, New Zealand forces are still active in Afghanistan.
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          The New Zealand Defence Force has three branches: the New Zealand Army, the Royal New Zealand Navy, and the Royal New Zealand Air Force. New Zealand considers its own national defence needs to be modest; it dismantled its air combat capability in 2001. New Zealand has contributed forces to recent regional and global peacekeeping missions, including those in Cyprus, Somalia, Bosnia and Herzegovina, the Sinai, Angola, Cambodia, the Iran/Iraq border, Bougainville, East Timor, and the Solomon Islands.


          


          Local government and external territories
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          The early European settlers divided New Zealand into provinces. These were abolished in 1876 so that government could be centralised, for financial reasons. As a result, New Zealand has no separately represented subnational entities such as provinces, states or territories, apart from its local government. The spirit of the provinces, however, still lives on, and there is fierce rivalry exhibited in sporting and cultural events. Since 1876, local government has administered the various regions of New Zealand. In 1989, the government completely reorganised local government, implementing the current two-tier structure of regional councils and territorial authorities which are constituted under the revised Local Government Act 2002 (New Zealand). In 1991, the Resource Management Act 1991 replaced the Town and Country Planning Act as the main planning legislation for local government.


          Today, New Zealand has twelve regional councils for the administration of regional environmental and transport matters and seventy-three territorial authorities that administer roading, sewerage, building consents, and other local matters. The territorial authorities are sixteen city councils, fifty-seven district councils, and the Chatham Islands County Council. Four of the territorial councils (one city and three districts) and the Chatham Islands County Council also perform the functions of a regional council and thus are known as unitary authorities. Territorial authority districts are not subdivisions of regional council districts, and a few of them straddle regional council boundaries.
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          The regions are (asterisks denote unitary authorities): Northland, Auckland, Waikato, Bay of Plenty, Gisborne*, Hawke's Bay, Taranaki, Manawatu-Wanganui, Wellington, Marlborough*, Nelson*, Tasman*, West Coast, Canterbury, Otago, Southland, Chatham Islands*.


          As a major South Pacific nation, New Zealand has a close working relationship with many Pacific Island nations, and continues a political association with the Cook Islands, Niue and Tokelau. New Zealand operates Scott Base in its Antarctic territory, the Ross Dependency. Other countries also use Christchurch to support their Antarctic bases and the city is sometimes known as the "Gateway to Antarctica".


          
            
              	
                
Administrative divisions of New Zealand
              
            


            
              	Supranational level

              	Realm of New Zealand
            


            
              	National level

              	New Zealand

              	Tokelau

              	Cook Islands

              	Niue

              	

              	Ross Dependency
            


            
              	Regions

              	12 non-unitary regions

              	4 unitary regions

              	Chatham Islands

              	

              	Kermadec Islands

              	sub-Antarctic islands
            


            
              	Territorial authorities

              	16 cities and 57 districts
            


            
              	Notes

              	Some districts lie in more than one region

              	These combine the regional and the territorial authority levels in one

              	Special territorial authority

              	Areas outside regional authority; these, plus the Chatham Islands and the Solander Islands, form the New Zealand Outlying Islands

              	State administered by New Zealand

              	States in free association with New Zealand

              	Claimed by New Zealand, but claim frozen by the Antarctic Treaty
            

          


          


          Geography and environment
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          New Zealand comprises two main islands (called the North and South Islands in English, Te Ika a Maui and Te Wai Pounamu in Māori) and a number of smaller islands located near the centre of the water hemisphere. The North and South Islands are separated by the Cook Strait, which is 20km wide at its narrowest point. The total land area, 268,680 square kilometres (103,738 sqmi), is a little less than that of Italy and Japan, and a little more than the United Kingdom. The country extends more than 1,600 kilometres (1,000 miles) along its main, north-north-east axis, with approximately 15,134km (9,404mi) of coastline. The most significant of the smaller inhabited islands include Stewart Island/Rakiura; Waiheke Island, in Auckland's Hauraki Gulf; Great Barrier Island, east of the Hauraki Gulf; and the Chatham Islands, named Rēkohu by Moriori. The country has extensive marine resources, with the seventh-largest Exclusive Economic Zone in the world, covering over four million square kilometres (1.5 million sqmi), more than 15 times its land area.
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          The South Island is the largest land mass of New Zealand, and is divided along its length by the Southern Alps, the highest peak of which is Aoraki/Mount Cook at 3754metres (12,320ft). There are 18 peaks over 3,000metres (10,000ft) in the South Island. The North Island is less mountainous than the South, but is marked by volcanism. The highest North Island mountain, Mount Ruapehu (2,797 m / 9,177ft), is an active cone volcano. The dramatic and varied landscape of New Zealand has made it a popular location for the production of television programmes and films, including the Lord of the Rings trilogy and the The Last Samurai.


          The country owes its varied topography, and perhaps even its emergence above the waves, to the dynamic boundary it straddles between the Pacific and Indo-Australian Plates. New Zealand is part of Zealandia, a continent nearly half the size of Australia that is otherwise almost completely submerged. About 25 million years ago, a shift in plate tectonic movements began to pull Zealandia apart forcefully, with this now being most evident along the Alpine Fault and in the highly active Taupo volcanic zone.
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          New Zealand is culturally and linguistically part of Polynesia, and constitutes the south-western anchor of the Polynesian Triangle.


          The latitude of New Zealand (ranging from approximately 34 to 47S) corresponds closely to that of Italy in the Northern Hemisphere. However, its isolation from continental influences and exposure to cold southerly winds and ocean currents gives the climate a much milder character. The climate throughout the country is mild and temperate, mainly maritime, with temperatures rarely falling below 0  C (32  F) or rising above 30 C (86 F) in populated areas. Temperature maxima and minima throughout the historical record are 42.4 C (108.3 F) in Rangiora, Canterbury and -21.6 C (-6.9 F) in Ophir, Otago. Conditions vary sharply across regions from extremely wet on the West Coast of the South Island to semi-arid (Kppen BSh) in the Mackenzie Basin of inland Canterbury and subtropical in Northland. Of the main cities, Christchurch is the driest, receiving only 640mm (25 in) of rain per year; Auckland, the wettest, receives almost twice that amount. Auckland, Wellington and Christchurch all receive a yearly average in excess of 2000 hours of sunshine per annum. The southern and south-western parts of South Island have a cooler and cloudier climate, with around 14001600 sunshine hours per annum; whilst the northern and north-eastern parts of the South Island are the sunniest areas of the country and receive approximately 24002500 sunshine hours per annum.


          


          Biodiversity
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          Because of its long isolation from the rest of the world and its island biogeography, New Zealand has extraordinary flora and fauna, descended from Gondwanan wildlife or since arriving by flying, swimming or being carried across the sea . About 80% of New Zealand's flora is endemic, including 65 endemic genera. The two main types of forest are those dominated by podocarps and/or the giant kauri, and in cooler climates the southern beech. The remaining vegetation types in New Zealand are grasslands of tussock and other grasses, usually in sub-alpine areas, and the low shrublands between grasslands and forests.


          
            [image: The endemic flightless kiwi is a national icon]

            
              The endemic flightless kiwi is a national icon
            

          


          Until the arrival of humans, 80% of the land was forested. Until 2006, it was thought, barring three species of bat (one now extinct), there were no non-marine native mammals. However, in 2006, scientists discovered bones that belonged to a long-extinct, unique, mouse-sized land animal in the Otago region of the South Island.. New Zealand's forests were inhabited by a diverse range of megafauna, including the flightless moas (now extinct), four species of kiwi, the kakapo and the takahē, all endangered by human actions. Unique birds capable of flight included the Haast's eagle, which was the world's largest bird of prey (now extinct), and the large kākā and kea parrots. Reptiles present in New Zealand include skinks, geckos and living fossil tuatara. There are four endemic species of primitive frogs. There are no snakes and there is only one venomous spider, the katipo, which is rare and restricted to coastal regions. However, there are many endemic species of insects, including the weta, one species of which may grow as large as a house mouse and is the heaviest insect in the world.


          New Zealand has suffered a high rate of extinctions, including the moa species, the huia, laughing owl and flightless wrens (which formerly occupied the roles elsewhere occupied by mice). This is due to human activities such as hunting and pressure from introduced feral animals, such as weasels, stoats, cats, goats, deer and brushtailed possums. Five indigenous vascular plant species are now believed to be extinct, including Adam's mistletoe and a species of forget-me-not.


          However, New Zealand has led the world in island restoration projects where offshore islands are cleared of introduced mammalian pests and native species are reintroduced. Several islands located near to the three main islands are wildlife reserves where common pests such as possums and rodents have been eradicated to allow the reintroduction of endangered species to the islands. A more recent development is the mainland ecological island.


          


          Economy
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          New Zealand has a modern, prosperous, developed economy with an estimated nominal Gross domestic product (GDP) of US$128.1 billion (as of 2008). The country has a relatively high standard of living with an estimated GDP per capita of US$30,234 in 2008 which is comparable to Southern Europe; e.g. Spain US$33,385, but lower than the United States at US$46,820. Since 2000 New Zealand has made substantial gains in median household income. New Zealand, along with Australia, largely escaped the early 2000s recession that impacted upon most other advanced countries.


          New Zealanders have a high level of life satisfaction as measured by international surveys; this is despite lower GDP per-head levels than many other OECD countries. The country was ranked 20th on the 2006 Human Development Index and 15th in The Economist's 2005 world-wide quality-of-life index. The country was further ranked 1st in life satisfaction and 5th in overall prosperity in the 2007 Legatum Institute prosperity index. In addition, the 2007 Mercer Quality of Living Survey ranked Auckland 5th place and Wellington 12th place in the world on its list.


          The tertiary sector is the largest sector in the economy (68.8% of GDP), followed by the secondary sector (26.9% of GDP) and the primary sector (4.3% of GDP).


          New Zealand is a country heavily dependent on trade, particularly in agricultural products. Exports account for around 24% of its output, which is a relatively high figure (it is around 50% for many smaller European countries). This makes New Zealand particularly vulnerable to international commodity prices and global economic slowdowns. Its principal export industries are agriculture, horticulture, fishing and forestry. These make up about half of the country's exports. Its major export partners are Australia 20.5%, US 13.1%, Japan 10.3%, China 5.4%, UK 4.9% (2006).


          Tourism plays a significant role in New Zealand's economy. Tourism contributes $12.8 billion (or 8.9%) to New Zealands total GDP and supports nearly 200,000 full-time equivalent jobs (9.9% of the total workforce in New Zealand). Tourists to New Zealand are expected to increase at a rate of 4% annually up to 2013.


          


          Recent trends
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          Historically New Zealand enjoyed a high standard of living which relied on its strong relationship with the United Kingdom, and the resulting stable market for its commodity exports. New Zealand's economy was also built upon on a narrow range of primary products, such as wool, meat and dairy products. High demand for these products - such as the New Zealand wool boom of 1951 created sustained periods of economic prosperity. However, in 1973 the United Kingdom joined the European Community which effectively ended this particularly close economic relationship between the two countries. During the 1970s other factors such as the oil crises undermined the viability of the New Zealand economy; which for periods before 1973 had achieved levels of living standards exceeding both Australia and Western Europe. But these events led to a protracted and very severe economic crisis, during which living standards in New Zealand fell behind those of Australia and Western Europe, and by 1982 New Zealand was the lowest in per-capita income of all the developed nations surveyed by the World Bank.


          Since 1984, successive governments have engaged in major macroeconomic restructuring, transforming New Zealand from a highly protectionist and regulated economy to a liberalised free-trade economy. These changes are commonly known as Rogernomics and Ruthanasia after Finance Ministers Roger Douglas and Ruth Richardson. A recession began after the 1987 share market crash and caused unemployment to reach 10% in the early 1990s. However the economy recovered and New Zealands unemployment rate is now the second lowest of the twenty-seven OECD nations with comparable data (3.7%).


          The current government's economic objectives are centred on pursuing free-trade agreements and building a " knowledge economy". On April 7th 2008, New Zealand and China signed the New Zealand China Free Trade Agreement, the first such agreement China has signed with a developed country. Ongoing economic challenges for New Zealand include a current account deficit of 7.9% of GDP, slow development of non-commodity exports and tepid growth of labour productivity. New Zealand has experienced a series of " brain drains" since the 1970s, as well educated youth leaving permanently for Australia, Britain or the United States. "Kiwi lifestyle" and family/ whanau factors motivates some of the expatriates to return, while career, culture, and economic factors tend to be predominantly 'push' components, keeping these people overseas. In recent years, however, a brain gain brought in educated professionals from poor countries, as well as Europe, as permanent settlers.


          


          Agriculture


          
            [image: A Romney ewe with her two lambs.]

            
              A Romney ewe with her two lambs.
            

          


          Agriculture has been and continues to be the main export industry in New Zealand. In the year to June 2007, dairy products accounted for 21% ($7.5 billion) of total merchandise exports, and the largest company of the country, Fonterra, a dairy cooperative, controls almost one-third of the international dairy trade. Other agricultural items were meat 13.2%, wood 6.3%, fruit 3.5% and fishing 3.3%. New Zealand also has a thriving wine industry.


          Livestock are rarely housed, but feeding of small quantities of supplements such as hay and silage can occur, particularly in winter. Grass growth is seasonal, largely dependent on location and climatic fluctuations but normally occurs for between 8-12 months of the year. Stock are grazed in paddocks, often with moveable electric fencing around the farm. Lambing and calving are carefully managed to take full advantage of spring grass growth.


          


          Demography
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          New Zealand has a population of about 4.2 million, of which approximately 78% identify with European ethnic groups. New Zealanders of European descent are collectively known as Pākehā; this term generally refers to New Zealanders of European descent but some Māori use it to refer to all non-Māori New Zealanders. Most European New Zealanders are of British and Irish ancestry, although there has been significant Dutch, Dalmatian, Italian, and German immigration together with indirect European immigration through Australia, North America, South America and South Africa. According to the 2001 census projections, by 2021 European children will make up 63% of all New Zealand children, compared with 74% in 2001. The birthrate is very high for a developed country. The birthrate as of February 2008 was 2.2 per woman, compared to approximately 2 for the previous 30 years, with the total number of births higher than at any point since 1961. The life expectancy of a child born in 2008 was 81.9 years for a girl, and 77.9 years for a boy.


          Indigenous Māori people are the largest non-European ethnic group, accounting for 14.6% of the population in the 2006 census. While people could select more than one ethnic group, slightly more than half (53%) of all Māori residents identified solely as Māori. People identifying with Asian ethnic groups account for 9.2% of the population, increasing from 6.6% in the 2001 census, while 6.9% of people are of Pacific Island origin.


          While the demonym is New Zealander, New Zealanders informally call themselves Kiwi or Kiwis.


          New Zealand is also a predominantly urban country, with 72.2% of the population living in 16 main urban areas and more than half living in the four largest cities of Auckland, Hamilton, Wellington and Christchurch.


          New Zealand immigration policy is relatively open; its government is committed to increasing its population by about 1% annually. In 200405, a target of 45,000 was set by the New Zealand immigration Service. Twenty three percent of the population was born overseas, one of the highest rates anywhere in the world. At present, immigrants from the United Kingdom and Ireland constitute the largest single group, accounting for 29% of those born overseas but immigrants are drawn from many nations, and increasingly from East Asia (mostly China, but with substantial numbers also from Korea, Taiwan, Japan, and Hong Kong).


          
            
              	New Zealand religious beliefs
            


            
              	

              	

              	

              	

              	
            


            
              	Christianity

              	
                
                  
                

              

              	56%
            


            
              	No religion

              	
                
                  
                

              

              	35%
            


            
              	Others

              	
                
                  
                

              

              	5%
            


            
              	
            

          


          

          According to the 2006 census, Christianity is the predominant religion in New Zealand, held by 55.6% of the population, a decrease from 60.6% at the 2001 census. Another 34.7% indicated that they had no religion, up from 29.6% in 2001, and 5% affiliated with other religions. The main Christian denominations are Anglicanism, Roman Catholicism, Presbyterianism and Methodism. There are also significant numbers who identify themselves with Pentecostal and Baptist churches and with the LDS (Mormon) church. The New Zealand-based Ratana church has adherents among Māori. According to census figures, other significant minority religions include Hinduism, Buddhism, and Islam.


          Until 1987, English was New Zealand's only official language, and remains predominant in most settings; Māori became an official language under the 1987 Māori Language Act and New Zealand Sign Language under the 2006 New Zealand Sign Language Act. The two official languages are the most widely spoken; English by 98% of the population and Māori by 4.1%. Samoan is the most widely spoken non-official language (2.3%), and French, Hindi, Yue and Northern Chinese are also widely spoken.


          New Zealand has an adult literacy rate of 99%, and 14.2% of the adult population has a bachelor's degree or higher. For 30.4% of the population, some form of secondary qualification is their highest, while 22.4% of New Zealanders have no formal qualification.


          


          Culture
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          Overview


          Much of contemporary New Zealand culture is derived from British roots. It also includes significant influences from American, Australian and Māori cultures, along with those of other European cultures and  more recently  non-Māori Polynesian and Asian cultures. Large festivals in celebration of Diwali and Chinese New Year are held in several of the larger centres. The world's largest Polynesian festival, Pasifika, is an annual event in Auckland. Cultural links between New Zealand and the United Kingdom and Ireland are maintained by a common language, sustained migration from the United Kingdom and Ireland, and many young New Zealanders spending time in the United Kingdom/Ireland on their " overseas experience" (OE). The music and cuisine of New Zealand are similar to that of Britain and the United States, although both have some distinct New Zealand and Pacific qualities.


          Māori culture has undergone considerable change since the arrival of Europeans; in particular the introduction of Christianity in the early 19th century brought about fundamental change in everyday life. Nonetheless the perception that most Māori now live similar lifestyles to their Pākehā neighbours is a superficial one. In fact, Māori culture has significant differences, for instance the important role which the marae and the extended family continues to play in communal and family life. As in traditional times, karakia are habitually performed by Māori today to ensure the favorable outcome of important undertakings, but today the prayers used are generally Christian. Māori still regard their allegiance to tribal groups as a vital part of personal identity, and Māori kinship roles resemble those of other Polynesian peoples. As part of the resurgence of Māori culture that came to the fore in the late 20th century, the tradition-based arts of kapa haka (song and dance), carving and weaving are now more widely practiced, and the architecture of the marae maintains strong links to traditional forms. Māori also value their connections to Polynesia, as attested by the increasing popularity of waka ama (outrigger canoe racing), which is now an international sport involving teams from all over the Pacific.


          


          Te Reo Māori


          Use of the Māori language ( Te Reo Māori) as a living, community language remained only in a few remote areas in the post-war years, but is currently undergoing a renaissance, thanks in part to Māori language immersion schools and two Māori Television channels. This is the only nationwide television channel to have the majority of its prime-time content delivered in Māori, primarily because only 4% of the population speak Te Reo Maori. However, partly in recognition of the importance of Māori culture to New Zealand, the language was declared one of New Zealand's official languages in 1987.


          


          Movies


          Although films have been made in New Zealand since the 1920s, it was only from the 1970s that New Zealand films began to be produced in significant numbers. Films such as Sleeping Dogs and Goodbye Pork Pie achieved local success and launched the careers of actors and directors including Sam Neill, Geoff Murphy and Roger Donaldson. In the early 1990s, New Zealand films such as Jane Campion's Academy Award-winning film The Piano, Lee Tamahori's Once Were Warriors and Peter Jackson's Heavenly Creatures began to garner international acclaim. In the late 1990s and early 2000s, Jackson filmed The Lord of the Rings film trilogy in New Zealand, using a mostly New Zealand crew and many New Zealand actors in minor parts. Whale Rider, originally a novel by Witi Ihimaera, was produced in 2002 and received recognition from various festivals and awards. Many non-New Zealand productions, primarily from Hollywood but also from Bollywood, have been made in New Zealand.


          Sports
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          Sport has a major role in New Zealand's culture, with the unofficial national sport of rugby union being particularly influential. Other popular participatory sports include cricket, bowls, netball, soccer, golf , swimming and tennis. New Zealand has strong international teams in several sports including rugby union, netball, cricket, rugby league, and softball. New Zealand also does traditionally well in the sports of rowing, yachting and cycling. The country is internationally recognised for performing well on a medals-to-population ratio at Olympic Games and Commonwealth Games.


          Rugby union, which is commonly referred to as simply rugby in New Zealand, is closely linked to the country's national identity. The national rugby team, the All Blacks, have the best win to loss record of any national team, and are well known for the haka (a traditional Māori challenge) that they perform before the start of international matches. New Zealand is also well known for its extreme sports and adventure tourism. Its reputation in extreme sports extends from the establishment of the world's first commercial bungee jumping site at Queenstown in the South Island of New Zealand in November 1988; its roots in adventure tourism can be traced all the way back to Sir Edmund Hillary, the first person to reach the summit of Mount Everest.
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        New Zealand national cricket team


        
          

          
            
              	New Zealand
            


            
              	
                
                  [image: ]
                

              
            


            
              	Teststatusgranted

              	1930
            


            
              	First Test match

              	v England at Lancaster Park, Christchurch, 10-13th January 1930
            


            
              	Captain

              	Daniel Vettori
            


            
              	Coach

              	John Bracewell
            


            
              	Official ICC Test and ODI ranking

              	7th (Test), 3rd (ODI)
            


            
              	Test matches

              - This year

              	336

              2
            


            
              	Last Test match

              	v Bangladesh at Basin Reserve, Wellington, 12-14 January 2008
            


            
              	Wins/losses

              - This year

              	{{{win 3/loss record}}}

              2/0
            


            
              	As of 19th January 2008
            

          


          The New Zealand cricket team, also known as the Black Caps, played their first Test in 1929-30 against England in Christchurch, New Zealand, becoming the fifth Test nation. It took the team until 1955-56 to win a Test, against the West Indies at Eden Park in Auckland. They played their first ODI in the 1972-73 season against Pakistan in Christchurch.


          The current Test captain is Daniel Vettori. He replaces the Black Caps' most successful captain, Stephen Fleming who led New Zealand to 28 Test victories, more than twice as many as any other captain. Vettori lost his first match as captain (vs South Africa) by 358 runs, New Zealand's worst ever defeat by runs.


          The New Zealand cricket team became known as the Black Caps in January 1998, after its sponsor at the time, Clear Communications, held a competition to choose a name for the team.


          As of October 2007, the New Zealand team has played 332 Test matches, winning 18.67%, losing 39.45% and drawing 41.86% of its games.


          


          Key Players


          
            
              	Name

              	Province

              	Debut

              	Role

              	Best Performance (Test)
            


            
              	Stephen Fleming

              	Wellington

              	1994

              	Left-Hand Top Order Batsman

              	274*
            


            
              	Daniel Vettori

              	Northern Districts

              	1997

              	Captain & Left-Arm Orthodox Bowler

              	137* & 7/87
            


            
              	Brendon McCullum

              	Otago

              	2004

              	Wicket Keeper, Right-Hand Batsman and Vice Captain

              	143
            


            
              	Jacob Oram

              	Central Districts

              	2003

              	Left-Hand Middle Order Batsman - Right Arm Fast Medium Seam Bowler

              	133 & 4/41
            

          


          


          Current Squad


          Players who have been awarded a central contract for 2007-8 are in bold.


          


          Opening Batsmen


          
            
              	

              	

              	Tests

              	Test Average

              	First Class Average

              	Shirt Number
            


            
              	Jamie How

              	right-hand bat

              	6

              	14.55

              	32.80

              	16
            


            
              	Michael Papps

              	right-hand bat

              	6

              	16.40

              	36.43

              	46
            


            
              	Craig Cumming

              	right-hand bat

              	11

              	25.94

              	33.64

              	47
            


            
              	Matthew Bell

              	right-hand bat

              	15

              	25.50

              	37.55

              	19
            

          


          


          Middle Order Batsmen


          
            
              	

              	

              	Tests

              	Test Average

              	First Class Average

              	Shirt Number
            


            
              	Stephen Fleming

              	left-hand bat

              	107

              	39.73

              	43.78

              	Test Only
            


            
              	Peter Fulton

              	right-hand bat

              	6

              	26.22

              	47.57

              	50
            


            
              	Ross Taylor

              	right-hand bat

              	2

              	11.00

              	36.80

              	3
            


            
              	Mathew Sinclair

              	right-hand bat

              	28

              	35.44

              	47.51

              	18
            


            
              	Lou Vincent

              	right-hand bat

              	23

              	34.15

              	36.04

              	40
            

          


          


          Wicket-keepers


          
            
              	

              	

              	Tests

              	Test Average

              	First-Class Average

              	Shirt Number
            


            
              	Brendon McCullum

              	right-hand bat

              	28

              	30.30

              	32.70

              	42
            


            
              	Gareth Hopkins

              	right-hand bat

              	0

              	

              	30.26

              	48
            

          


          


          All-rounders


          
            
              	

              	Batting Averages

              	Bowling Averages
            


            
              	

              	

              	Tests

              	Test

              	First Class

              	Test

              	First Class

              	Shirt Number
            


            
              	Jacob Oram

              	left-hand bat, right-arm fast medium

              	24

              	39.42

              	35.65

              	32.46

              	25.66

              	24
            


            
              	Scott Styris

              	right-hand bat, right-arm fast medium

              	29

              	36.04

              	31.52

              	51.15

              	30.65

              	56
            


            
              	James Franklin

              	left-hand bat, left-arm fast medium

              	21

              	21.95

              	27.73

              	28.19

              	24.80

              	70
            

          


          


          Spin bowlers


          
            
              	

              	Batting Averages

              	Bowling Averages
            


            
              	

              	

              	Tests

              	Test

              	First Class

              	Test

              	First Class

              	Shirt Number
            


            
              	Daniel Vettori

              	left-hand bat, left-arm orthodox

              	76

              	26.38

              	27.53

              	34.22

              	31.89

              	11
            


            
              	Jeetan Patel

              	right-hand bat, right-arm off-spin

              	1

              	

              	18.90

              	39.00

              	39.76

              	39
            

          


          


          Fast bowlers


          
            
              	

              	

              	Tests

              	Test Average

              	First-Class Average

              	Shirt Number
            


            
              	Shane Bond

              	right-arm fast

              	17

              	22.39

              	24.78

              	27
            


            
              	Chris Martin

              	right-arm fast-medium

              	37

              	32.46

              	30.23

              	32
            


            
              	Kyle Mills

              	right-arm fast-medium

              	9

              	28.91

              	26.31

              	37
            


            
              	Mark Gillespie

              	right-arm fast-medium

              	1

              	27.20

              	24.94

              	17
            


            
              	Michael Mason

              	right-arm fast-medium

              	1

              	

              	24.46

              	49
            


            
              	Daryl Tuffey

              	right-arm fast-medium

              	22

              	31.16

              	25.93

              	14
            


            
              	Iain O'Brien

              	right-arm fast-medium

              	6

              	42.08

              	24.39

              	N/A
            

          


          


          Test XI


          The preferred XI for NZ's most recent test series against Bangladesh was:


          1. Craig Cumming

          2. Matthew Bell

          3. Peter Fulton

          4. Stephen Fleming

          5. Matthew Sinclair

          6. Jacob Oram

          7. Brendan McCullum

          8. Daniel Vettori(C)

          9. Kyle Mills

          10. Ian O'Brien

          11. Chris Martin

          



          NB: James Franklin, and Mark Gillespie are injured.

          Shane Bond and Scott Styris have retired from test cricket.


          


          One Day Starting XI


          The following lineup was the preferred XI from the squad used during the recent series v Bangladesh


          1. Jamie How

          2. Brendon McCullum

          3. Peter Fulton

          4. Scott Styris

          5. Ross Taylor

          6. Matthew Sinclair

          7. Jacob Oram

          8. Daniel Vettori(C)

          9. Kyle Mills

          10. Mark Gillespie

          11. Chris Martin

          



          NB: James Franklin, and Mark Gillespie are injured. Shane Bond has been "banned" from playing for NZ.

          Mark Gillespie got injured during the 2nd ODI and was replaced by Michael Mason for the 3rd ODI.


          


          Tournament History


          


          World Cup


          
            	1975: Semi Finals


            	1979: Semi Finals


            	1983: First round


            	1987: First round


            	1992: Semi Finals


            	1996: Quarter Finals


            	1999: Semi Finals


            	2003: 5th Place


            	2007: Semi Finals

          


          


          Mini World Cup


          
            	ICC Knockout 1998: Quarter Finals


            	ICC Knockout 2000: Won


            	ICC Champions Trophy 2002: First round


            	ICC Champions Trophy 2004: First round


            	ICC Champions Trophy 2006: Semi Finals

          


          


          Twenty20 World Championship


          
            	2007: Semi Finals

          


          


          Commonwealth Games


          
            	1998: Bronze medal

          


          


          World Championship of Cricket


          1985: Fourth


          


          Austral-Asia Cup


          
            	1986: Semi Finals


            	1990: Semi Finals


            	1994: Semi Finals

          


          


          Tournament Victories


          
            	ICC Knock-Out Trophy Nairobi Gymkhana Club Nairobi Kenya 2000. New Zealand beat India in the final.


            	2003 Bank Alfala Series Trophy held in Sri Lanka (New Zealand, Pakistan,Sri Lanka)


            	2004 NatWest Series Trophy held in England (West Indies, England,New Zealand).


            	2005 Videocon TriSeries held in Zimbabwe (India, Zimbabwe,New Zealand).

          


          


          Results Summary


          
            
              	

              	Test Matches

              	One-Day Games

              	Twenty/20 Games
            


            
              	Played

              	336

              	532

              	13
            


            
              	Won

              	64

              	227

              	5
            


            
              	Lost

              	133

              	276

              	7
            


            
              	Tied

              	0

              	4

              	1
            


            
              	Drawn / No Result

              	139

              	25

              	0
            

          


          


          Test Records


          



          


          First Test series wins


          
            
              	Opponent

              	Year of first Home win

              	Year of first Away win
            


            
              	Australia

              	1986

              	1985
            


            
              	Bangladesh

              	2001

              	2004
            


            
              	England

              	1984

              	1986
            


            
              	India

              	1981

              	No series won as at Jan 2007
            


            
              	Pakistan

              	1985

              	1969
            


            
              	South Africa

              	No series won as at Jan 2007

              	No series won as at Jan 2007
            


            
              	Sri Lanka

              	1983

              	1984
            


            
              	West Indies

              	1980

              	2002
            


            
              	Zimbabwe

              	1998

              	1992
            

          


          


          First Test match wins


          
            
              	Opponent

              	Home

              	Away
            


            
              	Venue

              	Year

              	Venue

              	Year
            


            
              	Australia

              	Christchurch

              	1974

              	Brisbane

              	1985
            


            
              	Bangladesh

              	Hamilton

              	2001

              	Dhaka

              	2004
            


            
              	England

              	Basin Reserve Wellington

              	1978

              	Headingley Leeds

              	1983
            


            
              	India

              	Christchurch

              	1968

              	Nagpur

              	1969
            


            
              	Pakistan

              	Auckland

              	1985

              	Lahore

              	1969
            


            
              	Sri Lanka

              	Christchurch

              	1983

              	Kandy

              	1984
            


            
              	South Africa

              	Auckland

              	2004

              	Cape Town

              	1962
            


            
              	West Indies

              	Auckland

              	1956

              	Barbados

              	2002
            


            
              	Zimbabwe

              	Basin Reserve Wellington

              	1998

              	Harare

              	1992
            

          


          



          



          


          Largest Wins and Losses


          


          By an Innings


          
            
              	NZ Won by an

              	vs

              	Venue

              	Season

              	

              	NZ Lost by an

              	vs

              	Venue

              	Season
            


            
              	Innings and 294 runs

              	Zimbabwe

              	Harare

              	2005- 2006

              	

              	Innings and 324 runs

              	Pakistan

              	Lahore

              	2002
            


            
              	Innings and 185 runs

              	Pakistan

              	Hamilton

              	2000-2001

              	

              	Innings and 322 runs

              	West Indies

              	Wellington

              	1994-1995
            


            
              	Innings and 137 runs

              	Bangladesh

              	Wellington

              	2007- 2008

              	

              	Innings and 222 runs

              	Australia

              	Hobart

              	1993-1994
            


            
              	Innings and 132 runs

              	England

              	Christchurch

              	1983-1984

              	

              	Innings and 215 runs

              	England

              	Auckland

              	1962-1963
            


            
              	Innings and 105 runs

              	West Indies

              	Wellington

              	1999-2000

              	

              	Innings and 187 runs

              	England

              	Leeds

              	1965
            


            
              	Innings and 99 runs

              	Pakistan

              	Auckland

              	1984-1985

              	

              	Innings and 180 runs

              	South Africa

              	Wellington

              	1953
            


            
              	Innings and 74 runs

              	Bangladesh

              	Wellington

              	2001-2002

              	

              	Innings and 166 runs

              	Pakistan

              	Dunedin

              	1972-1973
            


            
              	Innings and 61 runs

              	Sri Lanka

              	Colombo

              	1983-1984

              	

              	Innings and 156 runs

              	Australia

              	Brisbane

              	2004- 2005
            

          


          


          By Runs


          
            
              	NZ Won by

              	vs

              	Venue

              	Season

              	

              	NZ Lost by

              	vs

              	Venue

              	Season
            


            
              	204 runs

              	West Indies

              	Bridgetown

              	2002

              	

              	358 runs

              	South Africa

              	Johannesburg

              	2007- 2008
            


            
              	190 runs

              	West Indies

              	Auckland

              	1955-1956

              	

              	299 runs

              	Pakistan

              	Auckland

              	2001-2002
            


            
              	177 runs

              	Zimbabwe

              	Harare

              	1992-1993

              	

              	297 runs

              	Australia

              	Auckland

              	1973-1974
            


            
              	167 runs

              	India

              	Nagpur

              	1969-1970

              	

              	272 runs

              	India

              	Auckland

              	1967-1968
            


            
              	167 runs

              	Sri Lanka

              	Colombo

              	1997-1998

              	

              	241 runs

              	Sri Lanka

              	Napier

              	1994-1995
            


            
              	137 runs

              	South Africa

              	Johannesburg

              	1994-1995

              	

              	230 runs

              	England

              	Lord's

              	1969
            


            
              	136 runs

              	India

              	Mumbai

              	1988-1989

              	

              	217 runs

              	Sri Lanka

              	Wellington

              	2006- 2007
            


            
              	120 runs

              	Sri Lanka

              	Hamilton

              	1996-1997

              	

              	216 runs

              	India

              	Chennai

              	1976-1977
            

          


          


          By Wickets


          
            
              	NZ Won by an

              	vs

              	Venue

              	Season

              	

              	NZ Lost by an

              	vs

              	Venue

              	Season
            


            
              	10 Wickets

              	India

              	Christchurch

              	1989-1990

              	

              	10 Wickets

              	Pakistan

              	Hyderabad (sind)

              	1976
            


            
              	10 Wickets

              	Zimbabwe

              	Wellington

              	1997-1998

              	

              	10 Wickets

              	Australia

              	Auckland

              	1976-1977
            


            
              	10 Wickets

              	India

              	Wellington

              	2002-2003

              	

              	10 Wickets

              	Australia

              	Brisbane

              	1980-1981
            


            
              	10 Wickets

              	West Indies

              	Wellington

              	2005- 2006

              	

              	10 Wickets

              	West Indies

              	Bridgetown

              	1985
            


            
              	9 Wickets

              	Australia

              	Wellington

              	1989-1990

              	

              	10 Wickets

              	West Indies

              	Kingston

              	1985
            


            
              	9 Wickets

              	England

              	Lords

              	1999

              	

              	10 Wickets

              	West Indies

              	Wellington

              	1986-1987
            


            
              	9 Wickets

              	West Indies

              	Hamilton

              	1999-2000

              	

              	10 Wickets

              	India

              	Hyderabad (Decc)

              	1988-1989
            


            
              	9 Wickets

              	Bangladesh

              	Dunedin

              	2007- 2008

              	

              	10 Wickets

              	West Indies

              	Bridgetown

              	1996
            

          


          


          Highest Test Innings Totals


          


          Away


          
            	630-6d vs India, in Mohali, in 2003-2004


            	593-8d vs South Africa, in Cape Town, in 2005- 2006


            	553-7d vs Australia, in Brisbane, in 1985-1986

          


          


          Home


          
            	671-4 vs Sri Lanka, in Wellington, 1990-1991


            	595 vs South Africa, in Auckland, 2003-2004


            	586-7d vs Sri Lanka, in Dunedin, 1996-1997

          


          


          Lowest Test Innings Totals


          


          Away


          
            	47 vs England, at Lord's, in 1958


            	67 vs England, at Leeds, in 1958


            	67 vs England, at Lord's, in 1978

          


          


          Home


          
            	26 vs England, in Auckland, in 1954-1955 (world record low for test playing nation)


            	42 vs Australia, in Wellington, in 1945-1946


            	54 vs Australia, in Wellington, in 1945-1946

          


          


          Player Records


          
            
              	Most Matches

              	

              	Most Runs

              	

              	Most Wickets

              	

              	Most Catches

              	

              	Most Tests as Captain

              	
            


            
              	Stephen Fleming

              	108

              	Stephen Fleming

              	6875

              	Richard Hadlee

              	431

              	Stephen Fleming

              	166

              	Stephen Fleming

              	80
            


            
              	Richard Hadlee

              	86

              	Martin Crowe

              	5444

              	Daniel Vettori

              	237

              	Martin Crowe

              	71

              	John Reid

              	34
            


            
              	John Wright

              	82

              	John Wright

              	5334

              	Chris Cairns

              	218

              	Nathan Astle

              	69

              	Geoff Howarth

              	30
            


            
              	Nathan Astle

              	79

              	Nathan Astle

              	4650

              	Danny Morrison

              	160

              	Jeremy Coney

              	64

              	Graham Dowling

              	19
            


            
              	Adam Parore

              	78

              	Bevan Congdon

              	3448

              	Lance Cairns

              	130

              	Bryan Young

              	54

              	Ken Rutherford

              	18
            


            
              	Daniel Vettori

              	77

              	John Reid

              	3428

              	Chris Martin

              	125

              	Bevan Congdon

              	43

              	Bevan Congdon

              	17
            


            
              	Martin Crowe

              	77

              	Chris Cairns

              	3320

              	Ewen Chatfield

              	123

              	Glenn Turner

              	42

              	Martin Crowe

              	16
            


            
              	Ian Smith

              	63

              	Richard Hadlee

              	3124

              	Bruce Taylor

              	111

              	Jeff Crowe

              	41

              	Jeremy Coney

              	15
            


            
              	Chris Cairns

              	62

              	Craig McMillan

              	3116

              	John Bracewell

              	102

              	John Reid

              	39

              	Mark Burgess

              	10
            


            
              	Bevan Congdon

              	61

              	Glenn Turner

              	2991

              	Dick Motz

              	100

              	Richard Hadlee

              	39

              	Glenn Turner

              	10
            


            
              	John Reid

              	58

              	Andrew Jones

              	2992

              	Ewen Chatfield

              	123

              	John Wright

              	38

              	Harry Cave

              	9
            


            
              	Ken Rutherford

              	56

              	Mark Richardson

              	2776

              	Simon Doull

              	98

              	Daniel Vettori

              	36

              	Walter Hadlee

              	8
            


            
              	Craig McMillan

              	55

              	Bert Sutcliffe

              	2727

              	Dion Nash

              	93

              	Mark Burgess

              	34

              	Tom Lowry

              	7
            


            
              	Jeremy Coney

              	52

              	Mark Burgess

              	2684

              	Hedley Howarth

              	86

              	Hedley Howarth

              	33

              	Curly Page

              	7
            


            
              	Mark Burgess

              	50

              	Jeremy Coney

              	2668

              	John Reid

              	85

              	Ken Rutherford

              	32

              	Jeff Crowe

              	6
            

          


          
            	Only Allan Border (93) has more tests as captain than Stephen Fleming.


            	Only Mark Waugh (181) has more catches than Stephen Fleming. Rahul Dravid also has 166.

          


          


          Batting Records


          


          Most Runs in an Innings


          


          Home


          
            	299 Martin Crowe vs Sri Lanka, in Wellington, 1990-1991


            	267* Bryan Young vs Sri Lanka, in Dunedin, 1996-1997


            	239 Graham Dowling vs India, in Christchurch, 1967-1968


            	224 Lou Vincent vs Sri Lanka, in Wellington, 2004- 2005


            	222 Nathan Astle vs England, in Christchurch, 2001-2002

          


          


          Away


          
            	274* Stephen Fleming vs Sri Lanka, in Colombo, 2003


            	262 Stephen Fleming vs South Africa, in Cape Town, 2005- 2006


            	259 Glenn Turner vs West Indies, in Georgetown, 1971-1972


            	230 Bert Sutcliffe vs India, in New Delhi, 1955-1956


            	223* Glenn Turner vs West Indies, in Kingstown, 1971-1972

          


          


          Most Runs in an Innings by Batting Position


          
            
              	Position

              	Runs

              	
            


            
              	1 or 2

              	267

              	B.A. Young vs Sri Lanka, at Dunedin, 1996/97
            


            
              	3

              	274*

              	S.P. Fleming vs Sri Lanka, at Colombo, 2003
            


            
              	4

              	299

              	M.D.Crowe vs Sri Lanka, at Wellington, 1990/91
            


            
              	5

              	222

              	N.J. Astle vs England, at Christchurch, 2001/02
            


            
              	6

              	174*

              	J.V. Coney vs England, at Wellington, 1983/84
            


            
              	7

              	158

              	C.L. Cairns vs South Africa, at Auckland, 2003/04
            


            
              	8

              	127

              	D.L. Vettori vs Zimbabwe, at Harare, 2005
            


            
              	9

              	173

              	I.D.S. Smith vs India, at Auckland, 1989/86
            


            
              	10

              	83*

              	J.G. Bracewell vs Australia, at Sydney, 1985/86
            


            
              	11

              	68*

              	R.O. Collinge vs Pakistan, at Auckland,1972/73
            

          


          


          Centuries


          
            
              	Most Centuries

              	On Test Debut

              	2 Centuries in a Test
            


            
              	17 Martin Crowe

              	117 J.E. Mills v England 1929/30

              	101 & 110* G.M. Turner v Australia 1973/74
            


            
              	12 John Wright

              	105 B.R. Taylor v India 1964/65

              	122 & 102 G.P. Howarth v England 1977/78
            


            
              	11 Nathan Astle

              	107 R.E. Redmond v Pakistan 1972/73

              	122 & 100* A.H. Jones v Sri Lanka 1990/91
            


            
              	9 Stephen Fleming

              	107* M.J. Greatbatch v England 1987/88

              	
            


            
              	7 Bevan Congdon

              	214 M.S. Sinclair v West Indies 1999/00

              	
            


            
              	7 Glenn Turner

              	104 L. Vincent v Australia 2001/02

              	
            


            
              	7 Andrew Jones

              	107 S.B. Styris v West Indies 2001/02

              	
            

          


          


          Highest Batting Averages


          
            
              	Batsman

              	Matches

              	Innings

              	Not Outs

              	Runs

              	Average
            


            
              	Charles Dempster

              	10

              	15

              	4

              	723

              	65.73
            


            
              	Martin Donnelly

              	7

              	12

              	1

              	582

              	52.91
            


            
              	John Fulton Reid

              	19

              	31

              	3

              	1296

              	46.28
            


            
              	Martin Crowe

              	77

              	131

              	11

              	5444

              	45.36
            


            
              	Mark Richardson

              	38

              	65

              	3

              	2776

              	44.77
            


            
              	Glenn Turner

              	41

              	73

              	6

              	2991

              	44.64
            


            
              	Andrew Jones

              	39

              	74

              	8

              	2922

              	44.27
            

          


          Qualification 12 innings


          


          Highest Partnerships


          
            
              	Wicket

              	Total

              	Batsman

              	vs

              	Venue

              	Year
            


            
              	1st

              	387

              	Terrence Jarvis / Glenn Turner

              	West Indies

              	Georgetown

              	1971-1972
            


            
              	2nd

              	241

              	John Wright / Andrew Jones

              	England

              	Wellington

              	1991-1992
            


            
              	3rd

              	467

              	Andrew Jones / Martin Crowe

              	Sri Lanka

              	Wellington

              	1990-1991
            


            
              	4th

              	243

              	Nathan Astle / Matthew Horne

              	Zimbabwe

              	Auckland

              	1997-1998
            


            
              	5th

              	222

              	Craig McMillan / Nathan Astle

              	Zimbabwe

              	Wellington

              	2000-2001
            


            
              	6th

              	246*

              	Jeff Crowe / Richard Hadlee

              	Sri Lanka

              	Colombo

              	1986-1987
            


            
              	7th

              	225

              	Chris Cairns / Jacob Oram

              	South Africa

              	Auckland

              	2003-2004
            


            
              	8th

              	256

              	Stephen Fleming / James Franklin

              	South Africa

              	Cape Town

              	2005- 2006
            


            
              	9th

              	136

              	Martin Snedden / Ian Smith

              	India

              	Auckland

              	1989-1990
            


            
              	10th 

              	151

              	Brian Hastings / Richard Collinge

              	Pakistan

              	Auckland

              	1972-1973
            

          


           The highest wicket stand for all Test nations. Equalled by Mushtaq Ahmed & Azhar Mahmood, Pakistan v South Africa, Rawalpindi, 1997/98.


          


          Bowling Records


          


          Best Bowling in a Match


          
            	15-123 Richard Hadlee v Australia at Brisbane 1985/86


            	12-149 Daniel Vettori v Australia at Auckland 1999/00


            	12-170 Daniel Vettori v Bangladesh at Chittagong 2004/05


            	11-58 Richard Hadlee v India at Wellington 1975/76


            	11-102 Richard Hadlee v West Indies at Dunedin 1979/80

          


          


          Ten wickets in a match most times


          
            	Richard Hadlee 9


            	Daniel Vettori 2

          


          


          Best Bowling in an Innings


          
            	9-52 Richard Hadlee v Australia at Brisbane 1985/86


            	7-23 Richard Hadlee v India at Wellington 1975/76


            	7-27 Chris Cairns v West Indies at Hamilton 1999/00


            	7-52 Chris Pringle v Pakistan at Faisalabad 1990/91


            	7-53 Chris Cairns v Bangladesh at Hamilton 2001/02

          


          


          Hat Tricks


          
            	P.J. Petherick v Pakistan at Lahore 1976/77


            	J.E.C. Franklin v Bangldesh at Dhaka 2004/05

          


          


          Five wickets in an innings most times


          
            	Richard Hadlee 36


            	Chris Cairns 13


            	Daniel Vettori 13


            	Danny Morrison 10


            	Chris Martin 8

          


          


          Best Bowling Averages


          
            
              	Bowler

              	Matches

              	Wickets

              	Runs

              	Average
            


            
              	Jack Cowie

              	9

              	45

              	969

              	21.53
            


            
              	Shane Bond

              	16

              	74

              	1635

              	22.10
            


            
              	Richard Hadlee

              	86

              	431

              	9611

              	22.29
            


            
              	Bruce Taylor

              	30

              	111

              	2953

              	26.60
            


            
              	James Franklin

              	21

              	76

              	2142

              	28.19
            


            
              	Dion Nash

              	32

              	93

              	2649

              	28.48
            


            
              	Kyle Mills

              	9

              	23

              	665

              	28.91
            


            
              	Richard Collinge

              	35

              	116

              	3393

              	29.25
            

          


          Qualification 9 Matches


          


          All Rounders' Records


          


          All rounders


          New Zealand is one of only two Test playing countries (the other is South Africa) to have two players who have achieved the allrounders double of 3000 Test runs and 200 Test wickets. The current (2007) list is:


          
            
              	Player

              	Country

              	Runs

              	Wickets
            


            
              	Shane Warne

              	Australia

              	3154

              	708
            


            
              	Gary Sobers

              	West Indies

              	8032

              	235
            


            
              	Kapil Dev

              	India

              	5248

              	434
            


            
              	Ian Botham

              	England

              	5200

              	383
            


            
              	Richard Hadlee

              	New Zealand

              	3124

              	431
            


            
              	Imran Khan

              	Pakistan

              	3807

              	362
            


            
              	Shaun Pollock

              	South Africa

              	3781

              	420
            


            
              	Chris Cairns

              	New Zealand

              	3320

              	218
            


            
              	Jacques Kallis

              	South Africa

              	9414

              	224
            

          


          Two other NZ players have scored more than 1000 runs and taken 100 wickets. Daniel Vettori has 2454 runs and 238 wickets. John Bracewell scored 1001 runs and took 102 wickets.


          


          A Century and 10 wickets in a match


          No New Zealand player has ever achieved this. Only Imran Khan and Ian Botham (once each) have scored a century and taken 10 wickets in the same match.


          


          A Fifty and 10 wickets in a match


          
            	Richard Hadlee 51 & 17 and 5-34 & 6-68 v West Indies at Dunedin 1979/80


            	Richard Hadlee 54 and 9-52 & 6-71 v Australia at Brisbane 1985/86


            	Richard Hadlee 68 and 6-80 & 4-60 v England at Nottingham 1986


            	Dion Nash 56 and 6-76 & 5-93 v England at Lord's 1994


            	Chris Cairns 72 and 3-73 & 7-27 v West Indies at Hamilton 1999/00

          


          


          A Century and 5 wickets in an innings in a match


          Bruce Taylor 105 & 5-86 vs India at Calcutta 1964/65 (on his debut)


          


          A Fifty and 5 wickets in an innings in a match


          12 instances


          


          Wicketkeeping Records


          


          Most Dismissals


          
            
              	

              	Played

              	Catches

              	Stumpings

              	Total
            


            
              	Adam Parore

              	78

              	194

              	7

              	201
            


            
              	Ian Smith

              	63

              	168

              	8

              	176
            


            
              	Ken Wadsworth

              	33

              	92

              	4

              	96
            


            
              	Brendon McCullum

              	28

              	81

              	6

              	87
            

          


          


          Most Dismissals in a Match


          
            	8 Warren Lees v Sri Lanka at Wellington (all caught) 1983/83


            	8 Ian Smith v Sri Lanka at Hamilton (all caught) 1990/91


            	7 (6 instances)

          


          


          Most Dismissals in an Innings


          
            	7 Ian Smith v Sri Lanka at Hamilton (all caught) 1990/91 (world record held with 3 other players)


            	5 (9 instances)

          


          


          Fielding Records


          


          Most Catches in a Match


          
            	7 Stephen Fleming v Zimbabwe at Harare 1997 (world record held with 4 other players)


            	6 (3 instances)

          


          


          Most Catches in an Innings


          
            	5 Stephen Fleming v Zimbabwe at Harare 1997 (world record held with 4 other players)


            	4 (5 instances)

          


          


          World Records


          
            	Richard Hadlee, one of New Zealand and the world's best all-rounders, took the world record for most Test wickets (374) vs India at Bangalore in 1988. He lost the record to Kapil Dev. Hadlee was the first bowler to reach 400 Test wickets vs India at Christchurch in 1990


            	Andrew Jones and Martin Crowe held the highest ever 3rd-wicket partnership in Tests which at the time was the highest partnership for any wicket. .


            	Brian Hastings and Richard Collinge together scored 151 runs for the highest ever 10th-wicket partnership against Pakistan in 1973. .


            	Nathan Astle scored Test cricket's fastest ever double century versus England Christchurch 2002 . He scored 200 off 153 balls with the second hundred coming off just 39 deliveries. He was eventually out for 222  the dreaded double Nelson. He knocked the first hundred off 114 balls. Astle smashed the record by 59 balls, previously held by Adam Gilchrist Australia vs South Africa Johannesburg 2002).


            	Geoff Allott holds the record for the longest time taken to score a duck . South Africa Auckland 1999. He faced 77 balls in 101 minutes for his zero score.


            	Danny Morrison held another "unwanted" record for the most ducks in Test cricket  (24). He lost the record to Courtney Walsh.


            	Chris Cairns and his father Lance Cairns are one of the two father-son combination to each claim 100 Test wickets, South Africa's Peter and Shaun Pollock being the other.


            	Chris Cairns held the record for the most Test sixes . He passed Viv Richards record of 84 (vs England, Lord's, London, 2004) and retired from Test cricket with 87. He has since been passed by both Adam Gilchrist (the current record holder) and Brian Lara.


            	Chris Harris is the only New Zealand cricketer to have taken 200 wickets in ODIs. (vs England, Lord's, London, 2004). He is only the second player in ODIs to complete the 4000 run / 200 wicket double. (The other is Sri Lankan Sanath Jayasuriya). He holds the record for the most ODI caught and bowled dismissals, with 29.


            	Fast bowler Shane Bond holds the best strike rate in the history of One Day International cricket of 26.5 (one player out for every 26.5 balls bowled) .


            	The New Zealand team holds the dubious honour of the record for the most consecutive Test series played without a win - 30 series between 1929-30 and 1969-70 (40 years), comfortably ahead of Bangladesh on 16 series.


            	Another unenviable distinction is the largest margin defeat in the Cricket World Cup, by 215 runs, by Australia. (April 2007).

          


          


          Notable


          
            	New Zealand dismissed Zimbabwe (Harare 2005) twice in the same day for totals of 59 and 99. Zimbabwe became only the second team (after India Manchester 1952) to be dismissed twice in the same day. The whole Test was completed inside two days.


            	Daniel Vettori scored NZ's fastest Test century. (vs Zimbabwe Harare 2005). Vettori needed only 82 balls to reach the 100 mark.


            	In the same match, he became the third NZ cricketer (after Richard Hadlee and Chris Cairns) to take more than 200 Test wickets.


            	Lou Vincent holds the record for the highest one-day cricket innings by a New Zealander of 172 (vs Zimbabwe Bulawayo 2005). The previous best was Glenn Turner 171 not out (vs East Africa Birmingham 1975). Vincent and captain Stephen Fleming broke the New Zealand one-day opening partnership record against all countries. Their total of 204 beat Fleming and Nathan Astle's 193 (vs Pakistan Dunedin 2000-2001). The team total of 397 was just one run short of the then record one-day total of 398 (Sri Lanka vs Kenya Kandy 1996).


            	Brendon McCullum scored the fastest World Cup (2007) fifty (off 20 balls) for New Zealand against Canada, beating Mark Boucher's 21-ball record set against the Netherlands six days earlier.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/New_Zealand_national_cricket_team"
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        Niagara Falls


        
          

          
            
              'Niagara Falls'
            

            
              	[image: ]

              The Canadian Falls (Horseshoe Falls).
            


            
              	Location

              	Niagara Falls

              (Ontario [image: Flag of the United States])
            


            
              	Coordinates

              	Coordinates:
            


            
              	Type

              	Segmented Block
            


            
              	Total height

              	167 ft (52 m)
            


            
              	Number of drops

              	3; Horseshoe Falls, American Falls & Bridal Veil Falls
            


            
              	Average flow rate

              	202,000 cuft/s (5,720m/s)
            


            
              	Watercourse

              	Niagara River
            


            
              	
            

          


          Niagara Falls (French: les Chutes du Niagara) are massive waterfalls on the Niagara River, straddling the international border separating the Canadian province of Ontario and the U.S. state of New York. The falls are 17 miles (27km) north-northwest of Buffalo, New York, 75 miles (120km) south-southeast of Toronto, Ontario, between the twin cities of Niagara Falls, Ontario, and Niagara Falls, New York.


          Niagara Falls is composed of two major sections separated by Goat Island: Horseshoe Falls, on the Canadian side of the border and American Falls on the United States side. The smaller Bridal Veil Falls also is located on the American side, separated from the main falls by Luna Island. Niagara Falls were formed when glaciers receded at the end of the Wisconsin glaciation (the last ice age), and water from the newly-formed Great Lakes carved a path through the Niagara Escarpment en route to the Atlantic Ocean. While not exceptionally high, the Niagara Falls are very wide. More than six million cubic feet (168,000 m) of water fall over the crest line every minute in high flow, and almost 4 million cubic feet (110,000m) on average. It is the most powerful waterfall in North America.


          The Niagara Falls are renowned both for their beauty and as a valuable source of hydroelectric power. Managing the balance between recreational, commercial, and industrial uses has been a challenge for the stewards of the falls since the 1800s.


          


          Characteristics and formation


          
            [image: Aerial view of Niagara Falls, with American Falls on the left and the Horseshoe Falls on the right]

            
              Aerial view of Niagara Falls, with American Falls on the left and the Horseshoe Falls on the right
            

          


          Niagara Falls is divided into the Horseshoe Falls and the American Falls. The Horseshoe Falls drop about 173 feet (53m). The American Falls drop about 70 feet (21m) before reaching a jumble of fallen rocks that were deposited by a massive rock slide in 1954. The larger Horseshoe Falls are about 2,600 feet (792 m) wide, while the American Falls are 1,060 feet (323m) wide. The volume of water approaching the falls during peak flow season is 202,000 cubic feet per second (5,720m/s). By comparison Africa's spectacular Victoria Falls has over 15 million cubic feet (424,750 m) of water falling over its crest line each minute during the peak of the wet season (250,000 cuft/7,079m per second). Since the flow is a direct function of the Lake Erie water elevation, it typically peaks in late spring or early summer. During the summer months, 100,000 cubic feet per second (2,832m/s) of water actually traverses the Falls, some 90% of which goes over the Horseshoe Falls, while the balance is diverted to hydroelectric facilities. This is accomplished by employing a weir with movable gates upstream from the Horseshoe Falls. The Falls flow is further halved at night, and during the low tourist season in the winter, remains a flat 50,000 cubic feet per second (1,416m/s). Water diversion is regulated by the 1950 Niagara Treaty and is administered by the International Niagara Board of Control (IJC). Viewpoints on the American shore generally are astride or behind the falls. The falls face directly toward the Canadian shore. Thus, the most complete views of Niagara Falls are available from the Canadian shoreline. It is about a two hour drive from Toronto.


          
            [image: Panoramic American view of the Horse Shoe Falls.]


            
              Panoramic American view of the Horse Shoe Falls.
            

          


          The features that became the Niagara Falls were created by the Wisconsin glaciation, about 10,000 years ago. The same forces also created the North American Great Lakes and the Niagara River. All were dug by a continental ice sheet that drove through the area like a giant bulldozer, deepening some river channels to make lakes and damming others with debris. Scientists believe that there is an old valley, buried by glacial drift, at the approximate location of the present Welland Canal.


          When the ice melted, the upper Great Lakes emptied into the Niagara River, which followed the rearranged topography across the Niagara Escarpment. In time, the river cut a gorge through the north facing cliff or cuesta.


          The unusual rock formations did not erode evenly because of the interactions of three major rock formations. One rock formation was composed of erosion-resistant limestone and Lockport dolostone. That hard layer of stone eroded more slowly than underlying materials. The aerial photo clearly shows the hard caprock, the Lockport Formation (Middle Silurian), which underlies the rapids above the falls and approximately the upper third of the high gorge wall.


          Immediately below the hard-rock formation, comprising about two thirds of the cliff, lay a weaker, softer, sloping Rochester Formation (Lower Silurian). The formation was composed mainly of shale, though it has some thin limestone layers. It also contains ancient fossils. In time, the river eroded the soft layer that supported the hard layers, undercutting the hard cap rock. Eventually the process carved out the falls.


          Submerged in the river in the lower valley, hidden from view, is the Queenston Formation (Upper Ordovician), which is composed of shales and fine sandstones. All three formations were laid down in an ancient sea, and their differences of character derive from changing conditions within that sea.
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          The original Niagara Falls were near the sites of present-day Queenston, Ontario, and Lewiston, New York, but erosion of their crest has caused the waterfalls to retreat several miles southward. Just upstream from the Falls' current location, Goat Island splits the course of the Niagara River, resulting in the separation of the Canadian Horseshoe Falls to the west from the American and Bridal Veil Falls to the east. Although engineering has slowed erosion and recession in this century, the falls will eventually recede far enough to drain most of Lake Erie, the bottom of which is higher than the bottom of the falls. Engineers are working to reduce the rate of erosion to postpone this event as long as possible.


          


          History
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          The name "Niagara" (Iroquois Nation pronunciation IPA: /niːɑːˈɡɑːrɑː/) is said to originate from an Iroquois word "Onguiaahra" meaning "Thunder of Waters". The region's original inhabitants were the Ongiara, an Iroquois tribe named the Neutrals by French settlers, who found them helpful in mediating disputes with other tribes.


          A number of figures have been suggested as first circulating an eyewitness description of Niagara Falls. Frenchman Samuel de Champlain visited the area as early as 1604 during his exploration of Canada, and members of his party reported to him the spectacular waterfalls, which he described in his journals. Finnish-Swedish naturalist Pehr Kalm explored the area in the early 1700s and wrote of the experience. The consensus honoree is Belgian Father Louis Hennepin, who observed and described the Falls in 1677, earlier than Kalm, after traveling with explorer Ren Robert Cavelier, Sieur de la Salle, thus bringing the Falls to the attention of Europeans. Further complicating matters, there is credible evidence that French Jesuit Reverend Paul Ragueneau visited the Falls some 35 years prior to Hennepin's visit, while working among the Huron First Nation in Canada. Jean de Brebeuf also may have visited the Falls, while spending time with the Neutral Nation.
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          During the 18th century tourism became popular, and by mid-century, it was the area's main industry. Napoleon Bonaparte's brother Jrme visited with his bride in the early 19th century. In 1837 during the Caroline affair a rebel suppply ship, the "Caroline" was burned and sent over the Falls. Demand for passage over the Niagara River led in 1848 to the building of a footbridge and then Charles Ellet's Niagara Suspension Bridge. This was supplanted by German-born John Augustus Roebling's Niagara Falls Suspension Bridge in 1855. After the American Civil War, the New York Central railroad publicized Niagara Falls as a focus of pleasure and honeymoon visits. With increased railroad traffic, in 1886, Leffert Buck replaced Roebling's wood and stone bridge with the predominantly steel bridge that still carries trains over the Niagara River today. The first steel archway bridge near the Falls was completed in 1897. Known today as the Whirlpool Rapids Bridge, it carries vehicles, trains, and pedestrians between Canada (through Canadian Customs Border Control) and the U.S.A. just below the Falls. In 1941 the Niagara Falls Bridge Commission completed the third current crossing in the immediate area of Niagara Falls with the Rainbow Bridge, carrying both pedestrian and vehicular traffic between the two countries and Canadian and U.S. customs for each country.


          After the First World War, tourism boomed again as automobiles made getting to the Falls much easier. The story of Niagara Falls in the 20th century is largely that of efforts to harness the energy of the Falls for hydroelectric power, and to control the development on both sides that threaten the area's natural beauty.


          


          Impact on industry and commerce
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          The enormous energy of Niagara Falls has long been recognized as a potential source of power. The first known effort to harness the waters was in 1759, when Daniel Joncaire built a small canal above the Falls to power his sawmill. Augustus and Peter Porter purchased this area and all of American Falls in 1805 from the New York state government, and enlarged the original canal to provide hydraulic power for their gristmill and tannery. In 1853, the Niagara Falls Hydraulic Power and Mining Company was chartered, which eventually constructed the canals which would be used to generate electricity. In 1881, under the leadership of Jacob Schoellkopf, enough power was produced to send direct current to illuminate both the Falls themselves and nearby Niagara Falls village.


          When Nikola Tesla, for whom a memorial was later built at Niagara Falls, NY (USA), invented the three-phase system of alternating current power transmission, distant transfer of electricity became possible. In 1883, the Niagara Falls Power Company, a descendant of Schoellkopf's firm, hired George Westinghouse to design a system to generate alternating current. The world's first AC power generating and transmission plant was built at Ames, below Telluride, Colorado, by Westinghouse, Tesla and L.L. Nunn and proved effective by transmitting AC two miles at a loss of less than 5%. Four years later, by 1896, with financing from moguls like J.P. Morgan, John Jacob Astor IV, and the Vanderbilts, they had constructed giant underground conduits leading to turbines generating upwards of 100,000 horsepower (75 MW), and were sending power as far as Buffalo, twenty miles (32 km) away. The original design for these power generating and transmission plants were created by the Swiss firm Faesch & Piccard. Private companies on the Canadian side also began to harness the energy of the Falls. The Government of the province of Ontario, Canada eventually brought power transmission operations under public control in 1906, distributing Niagara's energy to various parts of the Canadian province. Currently between 50% and 75% of the Niagara River's flow is diverted via four huge tunnels that arise far upstream from the waterfalls. The water then passes through hydroelectric turbines that supply power to nearby areas of the Canada and the USA before returning to the river well past the Falls.
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          The most powerful hydroelectric stations on the Niagara River are Sir Adam Beck 1 and 2 on the Canadian side, and the Robert Moses Niagara Power Plant and the Lewiston Pump Generating Plant on the American side. All together, Niagara's generating stations can produce about 4.4 GW of power. The engineer credited with design of the system is Edward Dean Adams.


          In August 2005 Ontario Power Generation, which is responsible for the Sir Adam Beck stations, announced plans to build a new 6 mile (10.4 km) tunnel to tap water from farther up the Niagara river than is possible with the existing arrangement. The project is expected to be completed in 2009, and will increase Sir Adam Beck's output by about 182 MW (4.2%).
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          Ships can bypass Niagara Falls by means of the Welland Canal, which was improved and incorporated into the Saint Lawrence Seaway in the 1960s. While the seaway diverted water traffic from nearby Buffalo and led to the demise of its steel and grain mills, other industries in the Niagara River valley flourished with the help of the electric power produced by the river until the 1970s. Since then the region has declined economically.


          The cities of Niagara Falls, Ontario, Canada and Niagara Falls, New York, USA are connected by three bridges: the Rainbow Bridge, just downriver from the Falls, which affords the closest view of the Falls and is open to non-commercial vehicle traffic and pedestrians; the Whirlpool Rapids Bridge, one mile (1.5 km) down from the Rainbow bridge and the oldest bridge over the Niagara river. The newest bridge, the Lewiston-Queenston Bridge, is located near the escarpment. Nearby Niagara Falls International Airport and Buffalo Niagara International Airport were named after the waterfall, as were Niagara University, countless local businesses, and even an asteroid.
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          Preservation efforts


          Niagara Falls has long been a source of inspiration for explorers, travelers, artists, authors, filmmakers, residents and visitors, few of whom realize that the falls nearly were devoted exclusively to industrial and commercial use. In the 1870s, sightseers had limited access to Niagara Falls and often had to pay merely for a glimpse, and industrialization threatened to carve up Goat Island to power expanding commercial development. Other industrial encroachments and lack of public access led to a conservation movement in the U.S. known as Free Niagara, led by such notables as Hudson River school artist Frederic Edwin Church, landscape designer Frederick Law Olmsted, and architect Henry Hobson Richardson. Church approached Lord Dufferin, governor-general of Canada, with a proposal for international discussions on establishment of a public park.


          Goat Island was one of the inspirations for the American side of the effort. William Dorsheimer, moved by the scene from the island, brought Olmsted to Buffalo in 1868 to design a city park system and helped promote Olmstead's career. Later, in 1879, the New York state legislature commissioned Olmsted and James T. Gardner to survey the falls and to create the single most important document in the Niagara preservation movement, a Special Report on the preservation of Niagara Falls. The report advocated for State purchase, restoration and preservation through public ownership of the scenic lands surrounding Niagara Falls. Restoring the former beauty of the falls was described in the report as a "sacred obligation to mankind." In 1883, Governor Grover Cleveland drafted legislation authorizing acquisition of lands for a state reservation at Niagara and The Niagara Falls Association, a private citizens group founded in 1882, mounted a massive letter writing campaign and petition drive in support of the park. Professor Charles Eliot Norton and Olmsted were among the leaders of the public campaign, while New York Governor Alonzo Cornell opposed.
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          Preservationists' efforts were rewarded on April 30, 1885, when Governor David B. Hill signed legislation creating the Niagara Reservation, New Yorks first state park. New York state began to purchase land from developers, under the charter of the Niagara Reservation State Park. In the same year, the province of Ontario established the Queen Victoria Niagara Falls Park for the same purpose. On the Canadian side, the Niagara Parks Commission governs land usage along the entire course of the Niagara River, from Lake Erie to Lake Ontario.


          In 1887, Olmsted and Calvert Vaux issued a supplemental report detailing plans to restore the falls. Their intent was "to restore and conserve the natural surroundings of the Falls of Niagara, rather than to attempt to add anything thereto," and the report anticipated fundamental questions. How would preservationists provide access without destroying the beauty of the falls? How would they restore natural landscapes damaged by man? They planned a park with scenic roadways, paths and a few shelters designed to protect the landscape while allowing large numbers of visitors to enjoy the falls. Commemorative statues, shops, restaurants, and a 1959 glass and metal observation tower were added later. Preservationists continue to strive to strike a balance between Olmsteds idyllic vision, and the realities of administering a popular scenic attraction.


          Preservation efforts continued well into the 20th century. J. Horace McFarland, the Sierra Club, and the Appalachian Mountain Club persuaded the United States Congress in 1906 to enact legislation to preserve the Falls by regulating the waters of Niagara River. The act sought, in cooperation with the Canadian government, to restrict diversion of water, and a treaty resulted in 1909 that limited the total amount of water diverted from the Falls by both nations to approximately 56,000 cubic feet (1,600m) per second. That limitation remained in effect until 1950.
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          Erosion control efforts also have been important. Underwater weirs redirect the most damaging currents, and top of the falls has been strengthened. In June 1969, for example, the Niagara River was entirely diverted from the American Falls for several months through construction of a temporary rock and earth dam (clearly visible in the photo at right). While the Horseshoe Falls absorbed the extra flow, the U.S. Army Corps of Engineers studied the riverbed and mechanically bolted faults which would otherwise have hastened the retreat of the American Falls. A plan to remove the huge mound of talus deposited in 1954 was abandoned owing to cost, and in November 1969, the temporary dam was dynamited, restoring flow to the American Falls. Even after these undertakings, Luna Island, the small piece of land between the main waterfall and the Bridal Veil, remained off limits to the public for years owing to fears that it was unstable and could collapse into the gorge at any time.


          Not far away from the falls, commercial interests have prevailed. Recent construction of several tall buildings (most of them hotels) on the Canadian side resulted in a remarkable alteration and urbanisation of the landscape. It has also caused the airflow over the Falls to change direction. The result is that the viewing areas on the Canadian side are now often obscured by a layer of mist.


          


          In entertainment and popular culture


          


          Over The Falls
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          In October 1829, Sam Patch, who called himself "a total idiot" jumped from a high tower into the gorge below the falls and survived; this began a long tradition of daredevils trying to go over the Falls. In 1901, 63-year-old school teacher Annie Edson Taylor was the first person to go over the Falls in a barrel as a publicity stunt; she survived, bleeding, but virtually unharmed. Soon after exiting the barrel, she said, "No one should ever try that again." Unfortunately, the fortune she hoped to make from a later lecture tour was never realized, as her manager was a con-man who took everything she owned. (Legend says that a small kitten rode in the barrel with her, but this seems to have been a whimsical myth. She in fact sent the cat over the falls in a barrel first. Although the cat did not survive, Taylor went on with the stunt. Still, when she posed with the barrel afterwards, a kitten sat placidly on top of it.) Since Taylor's historic ride, 14 other people have intentionally gone over the Falls in or on a device, despite her advice. Some have survived unharmed, but others have drowned or been severely injured. Survivors of such stunts face charges and stiff fines, as it is illegal, on both sides of the border, to attempt to go over the Falls.


          In 1918, there was a near disaster when a barge working up-river broke its tow, and almost plunged over the falls. Fortunately, the vessel grounded on rocks just short of the falls.


          Other daredevils have made crossing the Falls their goal, starting with the successful passage by Jean Franois "Blondin" Gravelet in 1859. These tightrope walkers drew huge crowds to witness their exploits. Their wires ran across the gorge, near the current Rainbow Bridge, not over the waterfall itself. Among the many was Ontario's William Hunt, who billed himself as "Signor Fanini" and competed with Blondin in performing outrageous stunts over the gorge. Englishman Captain Matthew Webb, the first man to swim the English Channel, drowned in 1883 after unsuccessfully trying to swim across the whirlpools and rapids downriver from the Falls with nine other people. Two others drowned with him, and the other seven gave up before finishing their course.


          

          In what some called the "Miracle at Niagara", Roger Woodward, a seven-year-old American boy, was swept over the Horseshoe Falls protected only by a life vest on July 9, 1960, as two tourists pulled his 17-year-old sister Deanne from the river only 20 feet (6m) from the lip of the Horseshoe Falls at Goat Island. Minutes later, Roger was plucked from the roiling plunge pool beneath the Horseshoe Falls after grabbing a life ring thrown to him by the crew of the Maid of the Mist boat. His survival, which no one thought possible, made news throughout the world.


          On July 2, 1984, Canadian Karel Soucek from Hamilton, Ontario successfully plunged over the Horseshoe Falls in a barrel with only minor injuries. Soucek was fined $500 for performing the stunt without a license. In 1985, he was fatally injured while attempting to re-create the Niagara drop at the Houston Astrodome. His aim was to climb into a barrel hoisted to the rafters of the Astrodome and to drop 180feet (55m) into a water tank on the floor. After his barrel released prematurely, it hit the side of the tank and he died the next day from his injuries.


          In August 1985, Steve Trotter, an aspiring stunt man from Rhode Island, became the youngest person ever (age 22) and the first American in 25 years to go over the Falls in a barrel. Ten years later, Trotter went over the Falls again, becoming the second person to go over the Falls twice and survive. It was also the second-ever "duo"; Lori Martin joined Trotter for the barrel ride over the Falls. They survived the fall but their barrel became stuck at the bottom of the falls, requiring a rescue. They became the first individuals to serve jail time for going over Niagara Falls.


          On September 28th 1989 Niagara's own Peter DeBernardi (42) and Jeffery James Petkovich (25) became the first "team" to successfully make it over the falls in a two person barrel. The stunt was conceived by Peter DeBenardi, who wanted to discourage youth from following in his path of addictive drug use. Peter was also trying to leave a legacy and discourage his son Kyle Lahey DeBernardi (5) from using drugs. Peter DeBernardi had originally expected to have a different passenger, however Peter's original partner backed out of the plans and Peter was forced to look for an alternative, Jeffery Petkovich agreed to the stunt. Peter claims he spent an estimated $30,000 making his barrel including; harness's steel and fibreglass construction with steel bands and viewing ports. Peter's Barrel also included a radio for music and news reports, rutters to help steer the barrel through the falls, oxygen, and a well protected video camera to record the journey over the falls. They emerged shortly after going over with minor injuries and were charged with performing an illegal stunt under the Niagara Parks Act.


          On September 27, 1993 John "David" Munday, of Caistor Centre, Ontario, became the first person to survive going over the falls twice.


          Kirk Jones of Canton, Michigan became the first known person to survive a plunge over the Horseshoe Falls without a flotation device on October 20, 2003. While it is still not known whether Jones was determined to commit suicide, he survived the 16-story fall with only battered ribs, scrapes, and bruises.


          A newspaper account in the late 19th century does cite a bulldog believed to have successfully, though accidentally, endured the passage. All "over the Falls" survivors have passed over the Horseshoe Falls, where there are fewer boulders, and the current can "throw" a person farther away from the brink to avoid them.


          A museum houses most of the crafts that were used to go over the falls.


          


          Movies and television


          Already a huge tourist attraction and favorite spot for honeymooners, Niagara Falls visits rose sharply in 1953 after the release of Niagara, a movie starring Marilyn Monroe. Later in the 20th century, the Falls was a featured location in 1980s movie Superman II, and was itself the subject of a popular IMAX movie. Much of the episode Return of the Technodrome in the 1987 Teenage Mutant Ninja Turtles cartoon series take place near the Niagara Falls and its hydroelectric plant. Illusionist David Copperfield performed a trick in which he appeared to travel over the Horseshoe Falls in 1990. The Falls, or more particularly, the tourist-supported complex near the Falls, was the setting of the short-lived Canadian television show Wonderfalls in early 2004. With the recent influx of more international tourists, annual visits exceeded 14 million in 2003. More recently, location footage of the Falls was shot in October 2006 to portray "World's End" of the movie Pirates of the Caribbean: At World's End. The movie Canadian Bacon takes place in the Niagara area. In 2007, Chuck & Larry have several scenes showing the falls.


          


          Tourism


          Peak numbers of visitors occur in the summertime, when Niagara Falls are both a daytime and evening attraction. From the Canadian side, floodlights illuminate both sides of the Falls for several hours after dark (until midnight). The number of visitors in 2008 is expected to total 20 million and by 2009, the annual rate is expected to top 28 million tourists a year. The oldest and best known tourist attraction at Niagara Falls is the Maid of the Mist boat cruise, named for an ancient Ongiara Indian mythical character, which has carried passengers into the whirlpools beneath the Falls since 1846. Cruise boats operate from boat docks on both sides of the falls.


          


          American side


          From the U.S. side, the American Falls can be viewed from walkways along Prospect Point Park, which also features the Prospect Point Observation Tower and a boat dock for the Maid of the Mist. Goat Island offers more views of the falls and is accessible by foot and automobile traffic by bridge above the American Falls. From Goat Island, the Cave of the Winds is accessible by elevator and leads hikers to a point beneath Bridal Veil Falls. Also on Goat Island are the Three Sisters Islands, the Power Portal where a huge statue of Nikola Tesla can be seen, and a walking path which enables views of the rapids, the Niagara River, the gorge, and all of the Falls. Most of these attractions lie within the Niagara Falls State Park.


          The Niagara Scenic Trolley offers guided trips along the American Falls and around Goat Island. Panoramic and aerial views of the falls can also be viewed from the Flight of Angels helium balloon ride, or by helicopter. The Niagara Gorge Discovery Centre showcases the natural and local history of Niagara Falls and the Niagara Gorge.


          


          Canadian side


          On the Canadian side, Queen Victoria Park features manicured gardens, platforms offering spectacular views of both the American and Horseshoe Falls, and underground walkways leading into observation rooms which yield the illusion of being within the falling waters. The observation deck of the nearby Skylon Tower offers the highest overhead view of the Falls, and in the opposite direction gives views as far as distant Toronto. Along with the Minolta Tower (formerly the Seagrams Tower, currently the Konica Minolta Tower), it is one of two towers in Canada with a view of the Falls.


          Along the Niagara River, the Niagara River Recreational Trail runs the 35 miles (56km) from Fort Erie to Fort George, and includes many historical sites from the War of 1812.


          The Whirlpool Aero Car, built in 1916 from a design by Spanish engineer Leonardo Torres y Quevedo, is a cable car which takes passengers over the whirlpool on the Canadian side. The Journey Behind the Falls - accessible by elevators from the street level entrance - consists of an observation platform and series of tunnels near the bottom of the Horseshoe Falls on the Canadian side.


          There are two casinos on the Canadian side of Niagara Falls, the Niagara Fallsview Casino Resort and Casino Niagara. The former is situated in the Fallsview Tourist Area, alongside many of the area's hotels, whilst the latter is adjacent to Clifton Hill, a major tourist promenade.
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          Nicaragua (IPA: /ˌnɪkəˈrɑgwə/) officially the Republic of Nicaragua (Spanish: Repblica de Nicaragua ( help info), Spanish pronunciation: [reˈpulika e nikaˈɾaɣwa]), is a representative democratic republic and the largest nation in Central America. It is also the least densely populated with a demographic similar in size to its smaller neighbors. The country is bordered by Honduras to the north and by Costa Rica to the south. The Pacific Ocean lies to the west of the country, while the Caribbean Sea lies to the east. Falling within the tropics, Nicaragua sits 11 degrees north of the Equator, in the Northern Hemisphere.


          The country's name is derived from Nicarao, the name of the Nahuatl-speaking tribe which inhabited the shores of Lago de Nicaragua before the Spanish conquest of the Americas, and the Spanish word Agua, meaning water, due to the presence of the large lakes Lago de Nicaragua (Cocibolca) and Lago de Managua (Xolotln), as well as lagoons and rivers in the region.


          At the time of the Spanish conquest, Nicaragua was the name given to the narrow strip of land between Lake Nicaragua and the Pacific Ocean. Chief Nicarao ruled over the land when the first conquerors arrived. The term was eventually applied, by extension, to the Nicarao or Niquirano groups that inhabited that region.


          The Nicarao tribe migrated to the area from northern regions after the fall of Teotihuacn, on the advice of their religious leaders. According to tradition, they were to travel south until they encountered a lake with two volcanoes rising out of the waters, and so they stopped when they reached Ometepe, the largest fresh-water volcanic island in the world.


          


          History


          


          Pre-Columbian history


          In Pre-Columbian times the Indigenous people, in what is now known as Nicaragua, were part of the Intermediate Area located between the Mesoamerican and Andean cultural regions. This has recently been updated to include the influence of the Isthmo-Colombian area. It was the point where the Mesoamerican and South American native cultures met.


          Nicaragua was inhabited by Paleo-Indians as far back as 6000 years ago. This is confirmed by the ancient footprints of Acahualinca, along with other archaeological evidence, mainly in the form of ceramics and statues made of volcanic stone like the ones found on the island of Zapatera and petroglyphs found in Ometepe island. At the end of the 15th century, western Nicaragua was inhabited by several indigenous peoples related by culture and language to the Mayans. They were primarily farmers who lived in towns, organized into small kingdoms. Meanwhile, the Caribbean coast of Nicaragua was inhabited by indigenous peoples, mostly chibcha related groups, that had migrated from what is now Colombia. They lived a less sedentary life based on hunting and gathering.
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          The people of eastern Nicaragua appear to have traded with and been influenced by the native peoples of the Caribbean, as round thatched huts and canoes, both typical of the Caribbean, were common in eastern Nicaragua. In the west and highland areas, occupying the territory between Lake Nicaragua and the Pacific Coast, the Niquirano were governed by chief Nicarao, or Nicaragua, a rich ruler who lived in Nicaraocali, now the city of Rivas. The Chorotega lived in the central region of Nicaragua. These two groups had intimate contact with the Spanish conquerors, paving the way for the racial mix of native and European stock now known as mestizos. However, within three decades an estimated Indian population of one million plummeted to a few tens of thousands, as approximately half of the indigenous people in western Nicaragua died from the rapid spread of new diseases brought by the Spaniards, something the indigenous people of the Caribbean coast managed to escape due to the remoteness of the area.


          


          The Spanish conquest
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          In 1502, Christopher Columbus was the first European known to have reached what is now Nicaragua as he sailed south along the Central America isthmus. On his fourth voyage Columbus sailed alongside and explored the Mosquito Coast on the east of Nicaragua. The first attempt to conquer what is now known as Nicaragua was by Spanish conquistador Gil Gonzlez Dvila, whose Central American exploits began with his arrival in Panama in January 1520. Gonzlez claimed to have converted some 30,000 indigenous peoples and discovered a possible transisthmian water link. After exploring and gathering gold in the fertile western valleys Gonzlez was attacked by the indigenous people, some of whom were commanded by Nicarao and an estimated 3,000 led by chief Diriangn. Gonzlez later returned to Panama where governor Pedrarias Dvila attempted to arrest him and confiscate his treasure, some 90,000 pesos of gold. This resulted in Gonzlez fleeing to Santo Domingo.


          It was not until 1524 that the first Spanish permanent settlements were founded. Conquistador Francisco Hernndez de Crdoba founded two of Nicaragua's principal towns in 1524: Granada on Lake Nicaragua was the first settlement and Len east of Lake Managua came after. Crdoba soon found it necessary to prepare defenses for the cities and go on the offensive against incursions by the other conquistadores. Crdoba was later publicly beheaded following a power struggle with Pedrarias Dvila, his tomb and remains were discovered some 500 years later in the Ruins of Len Viejo.


          The inevitable clash between the Spanish forces did not impede their devastation of the indigenous population. The Indian civilization was destroyed. The series of battles came to be known as The War of the Captains. By 1529, the conquest of Nicaragua was complete. Several conquistadores came out winners, and some were executed or murdered. Pedrarias Dvila was a winner; although he had lost control of Panama, he had moved to Nicaragua and established his base in Len. Through adroit diplomatic machinations, he became the first governor of the colony. The land was parceled out to the conquistadores. The area of most interest was the western portion. Many indigenous people were soon enslaved to develop and maintain "estates" there. Others were put to work in mines in northern Nicaragua, few were killed in warfare, and the great majority were sent as slaves to other New World Spanish colonies, for significant profit to the new landed aristocracy. Many of the indigenous people died as a result of disease and neglect by the Spaniards who controlled everything necessary for their subsistence.


          


          From colony to nation
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          In 1538, the Viceroyalty of New Spain was established. By 1570, the southern part of New Spain was designated the Captaincy General of Guatemala. The area of Nicaragua was divided into administrative "parties" with Len as the capital. In 1610, the Momotombo erupted, destroying the capital. It was rebuilt northwest of what is now known as the Ruins of Old Len. Nicaragua became a part of the Mexican Empire and then gained its independence as a part of the United Provinces of Central America in 1821 and as an independent republic in its own right in 1838. The Mosquito Coast based on the Caribbean coast was claimed by the United Kingdom and its predecessors as a protectorate from 1655 to 1850; this was delegated to Honduras in 1859 and transferred to Nicaragua in 1860, though it remained autonomous until 1894. Jose Santos Zelaya, president of Nicaragua from 1893-1909, managed to negotiate for the annexation of this region to the rest of Nicaragua. In his honour the entire region was named Zelaya.
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          Much of Nicaragua's politics since independence has been characterized by the rivalry between the liberal elite of Len and the conservative elite of Granada. The rivalry often degenerated into civil war, particularly during the 1840s and 1850s. Initially invited by the Liberals in 1855 to join their struggle against the Conservatives, a United States adventurer named William Walker (later executed in Honduras) set himself up as president of Nicaragua, after conducting a farcical election in 1856. Honduras and other Central American countries united to drive him out of Nicaragua in 1857, after which a period of three decades of Conservative rule ensued.


          In the 1800s Nicaragua experienced a wave of immigration, primarily from Europe. In particular, families from Germany, Italy, Spain, France and Belgium generally moved to Nicaragua to set up businesses with money they brought from Europe. They established many agricultural businesses such as coffee and sugar cane plantations, and also newspapers, hotels and banks.


          


          United States involvement (1909 - 1933)


          


          In 1909, the United States provided political support to conservative-led forces rebelling against President Zelaya. U.S. motives included differences over the proposed Nicaragua Canal, Nicaragua's potential as a destabilizing influence in the region, and Zelaya's attempts to regulate foreign access to Nicaraguan natural resources. On November 18, 1909, U.S. warships were sent to the area after 500 revolutionaries (including two Americans) were executed by order of Zelaya. The U.S. justified the intervention by claiming to protect U.S. lives and property. Zelaya resigned later that year. U.S. Marines occupied Nicaragua from 1912 to 1933, except for a nine month period beginning in 1925. From 1910 to 1926, the conservative party ruled Nicaragua. The Chamorro family, which had long dominated the party, effectively controlled the government during that period. In 1914, the Bryan-Chamorro Treaty was signed, giving the U.S. control over the proposed canal, as well as leases for potential canal defenses. Following the evacuation of U.S. marines, another violent conflict between liberals and conservatives took place in 1926, known as the Constitutionalist War, which resulted in a coalition government and the return of U.S. Marines.


          From 1927 until 1933, Gen. Augusto Csar Sandino led a sustained guerrilla war first against the Conservative regime and subsequently against the U.S. Marines, who withdrew upon the establishment of a new Liberal government. Sandino was the only Nicaraguan general to refuse to sign the el tratado del Espino Negro agreement and then headed up to the northern mountains of Las Segovias, where he fought the US Marines for over five years. The revolt finally forced the United States to compromise and leave the country. When the Americans left in 1933, they set up the Guardia Nacional (National Guard), a combined military and police force trained and equipped by the Americans and designed to be loyal to U.S. interests. Anastasio Somoza Garca, a close friend of the American government, was put in charge. He was one of the three rulers of the country, the others being Sandino and the mostly figurehead President Juan Bautista Sacasa.


          After the US Marines withdrew from Nicaragua in January 1933, Sandino and the newly-elected Sacasa government reached an agreement by which he would cease his guerrilla activities in return for amnesty, a grant of land for an agricultural colony, and retention of an armed band of 100 men for a year. But a growing hostility between Sandino and Somoza led Somoza to order the assassination of Sandino. Fearing future armed opposition from Sandino, Somoza invited him to a meeting in Managua, where Sandino was assassinated on February 21 of 1934 by the National Guard. Hundreds of men, women, and children were executed later.


          


          The Somoza Dynasty (1936 - 1979)


          


          Nicaragua has seen many interventions by the United States. It has also experienced long military dictatorships, the longest one being the rule of the Somoza family for much of the 20th century. The Somoza family came to power as part of a US-engineered pact in 1927 that stipulated the formation of the National Guard to replace the small individual armies that had long reigned in the country. Somoza deposed Sacasa and became president on Jan. 1, 1937 in a rigged election.


          Nicaragua was the first country to ratify the UN Charter, and declared war on Germany during World War II. No troops were sent to the war but Somoza did seize the occasion to confiscate attractive properties held by German-Nicaraguans, the best-known of which was the Montelimar estate which today operates as a privately-owned luxury resort and casino.


          


          Somoza used the National Guard to force Sacasa to resign, and took control of the country in 1937, destroying any potential armed resistance. Somoza was in turn assassinated by Rigoberto Lpez Prez, a liberal Nicaraguan poet, in 1956. After his father's death, Luis Somoza Debayle, the eldest son of the late dictator, was appointed President by the congress and officially took charge of the country. He is remembered by some for being moderate, but was in power only for a few years and then died of a heart attack. Then came president Rene Schick whom most Nicaraguans viewed "as nothing more than a puppet of the Somozas". Somoza's brother, Anastasio Somoza Debayle, who succeeded his father in charge of the National Guard, controlled the country, and officially took the presidency after Schick.


          Nicaragua experienced high economic growth during the 1960s and 1970s largely as a result of industrialization, and became one of Central America's most developed nations despite its political instability. Due to its stable and high growth economy, foreign investments grew, primarily from U.S. companies such as Citigroup, Sears, Westinghouse and Coca Cola. However, the capital city of Managua suffered a major earthquake in 1972 which destroyed nearly 90% of the city creating major losses. Some Nicaraguan historians see the 1972 earthquake that devastated Managua as the final 'nail in the coffin' for Somoza. The mishandling of relief money also prompted Pittsburgh Pirates star Roberto Clemente to personally fly to Managua on December 31, 1972, but he died enroute in an airplane accident. Even the economic elite were reluctant to support Somoza, as he had acquired monopolies in industries that were key to rebuilding the nation, and did not allow the elite to share the profits that would result. In 1973 (the year of reconstruction) many new buildings were built, but the level of corruption in the government prevented further growth, and the ever increasing tensions and anti-government uprisings slowed growth in the last two years of the Somoza dynasty.


          


          The Nicaraguan revolution


          


          In 1961, a young student, Carlos Fonseca, turned back to the historical figure of Sandino, and along with 2 others founded the Sandinista National Liberation Front (FSLN). The FSLN was a tiny party throughout most of the 1960s, but Somoza's utter hatred of it and his heavy-handed treatment of anyone he suspected to be a Sandinista sympathizer gave many ordinary Nicaraguans the idea that the Sandinistas were much stronger.


          After the 1972 earthquake and Somoza's brazen corruption, mishandling of relief, and refusal to rebuild Managua, the ranks of the Sandinistas were flooded with young disaffected Nicaraguans who no longer had anything to lose. These economic problems propelled the Sandinistas in their struggle against Somoza by leading many middle- and upper-class Nicaraguans to see the Sandinistas as the only hope for removing the brutal Somoza regime. On January 1978, Pedro Joaquin Chamorro, the editor of the national newspaper La Prensa and ardent opponent of Somoza, was assassinated. This is believed to have led to the extreme general disappointment with Somoza. The planners and perpetrators of the murder were at the highest echelons of the Somoza regime and included the dictator's son, El Chiguin, the President of Housing, Cornelio Hueck, the Attorney General, and Pedro Ramos, a close Cuban ally who commercialized blood plasma.


          The Sandinistas, supported by much of the populace, elements of the Catholic Church, and regional and international governments, took power in July of 1979. Somoza fled the country and eventually ended up in Paraguay, where he was assassinated in September 1980, allegedly by members of the Argentinian Revolutionary Workers Party. The Sandinistas inherited a country in ruins with a debt of U.S.$1.6 billion dollars, an estimated 50,000 war dead, 600,000 homeless, and a devastated economic infrastructure. To begin the task of establishing a new government, they created a Council (or junta) of National Reconstruction, made up of five members Sandinista militants Daniel Ortega and Moises Hassan, novelist Sergio Ramrez Mercado (a member of Los Doce "the Twelve"), businessman Alfonso Robelo Callejas, and Violeta Barrios de Chamorro (the widow of Pedro Joaqun Chamorro). The preponderance of power, however, remained with the Sandinistas and their mass organizations, including the Sandinista Workers' Federation (Central Sandinista de Trabajadores), the Luisa Amanda Espinoza Nicaraguan Women's Association (Asociacin de Mujeres Nicaragenses Luisa Amanda Espinoza), and the National Union of Farmers and Ranchers (Unin Nacional de Agricultores y Ganaderos).


          


          Sandinistas and the Contras


          Upon assuming office in 1981, U.S. President Ronald Reagan condemned the FSLN for joining with Cuba in supporting Marxist revolutionary movements in other Latin American countries such as El Salvador. His administration authorized the CIA to begin financing, arming and training rebels, some of whom were the remnants of Somoza's National Guard, as anti-Sandinista guerrillas that were branded "counter-revolutionary" by leftists (contrarrevolucionarios in Spanish). This was shortened to Contras, a label the anti-Communist forces chose to embrace. Eden Pastora and many of the indigenous guerrilla forces, who were not associated with the "Somozistas," also resisted the Sandinistas. The Contras operated out of camps in the neighboring countries of Honduras to the north and Costa Rica to the south. As was typical in guerrilla warfare, they were engaged in a campaign of economic sabotage in an attempt to combat the Sandinista government and disrupted shipping by planting underwater mines in Nicaragua's Corinto harbour, an action condemned by the World Court as illegal. The U.S. also sought to place economic pressure on the Sandinistas, and the Reagan administration imposed a full trade embargo.


          U.S. support for this Nicaraguan insurgency continued in spite of the fact that impartial observers from international groupings such as the European Union, religious groups sent to monitor the election, and observers from democratic nations such as Canada and the Republic of Ireland concluded that the Nicaraguan general elections of 1984 were completely free and fair. The Reagan administration disputed these results however, despite the fact that the government of the United States never had any observers in Nicaragua at the time.


          After the U.S. Congress prohibited federal funding of the Contras in 1983, the Reagan administration continued to back the Contras by covertly selling arms to Iran and channeling the proceeds to the Contras (The Iran-Contra Affair). When this scheme was revealed, Reagan admitted that he knew about the Iranian "arms for hostages" dealings but professed ignorance about the proceeds funding the Contras; for this, National Security Council aide Lt. Col. Oliver North took much of the blame. Senator John Kerry's 1988 U.S. Senate Committee on Foreign Relations report on Contra-drug links concluded that "senior U.S. policy makers were not immune to the idea that drug money was a perfect solution to the Contras' funding problems." According to the National Security Archive, Oliver North had been in contact with Manuel Noriega, a Panamanian general and the de facto military dictator of Panama from 1983 to 1989 when he was overthrown and captured by a U.S. invading force. He was taken to the United States, tried for drug trafficking, and imprisoned in 1992.


          The Reagan administration's support for the Contras continued to stir controversy well into the 1990s. In August 1996, San Jose Mercury News reporter Gary Webb published a series titled Dark Alliance, linking the origins of crack cocaine in California to the Contras. Freedom of Information Act inquiries by the National Security Archive and other investigators unearthed a number of documents showing that White House officials, including Oliver North, knew about and supported using money raised via drug trafficking to fund the Contras. Sen. John Kerry's report in 1988 led to the same conclusions; however, major media outlets, the Justice Department, and Reagan denied the allegations.


          [bookmark: 1990s_and_the_post-Sandinista_era]


          1990s and the post-Sandinista era


          Multi-party democratic elections were held in 1990, which saw the defeat of the Sandinistas by a coalition of anti-Sandinista (from the left and right of the political spectrum) parties led by Violeta Chamorro, the widow of Pedro Joaqun Chamorro. The defeat shocked the Sandinistas as numerous pre-election polls had indicated a sure Sandinista victory and their pre-election rallies had attracted crowds of several hundred thousand people. The unexpected result was subject to a great deal of analysis and comment, and was attributed by commentators such as Noam Chomsky and S. Brian Willson to the U.S./ Contra threats to continue the war if the Sandinistas retained power, the general war-weariness of the Nicaraguan population, and the abysmal Nicaraguan economic situation.
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          On the other hand, P. J. O'Rourke wrote in "Return of the Death of Communism", "the unfair advantages of using state resources for party ends, about how Sandinista control of the transit system prevented UNO supporters from attending rallies, how Sandinista domination of the army forced soldiers to vote for Ortega and how Sandinista bureaucracy kept $3.3 million of U.S. campaign aid from getting to UNO while Daniel Ortega spent millions donated by overseas people and millions and millions more from the Nicaraguan treasury . . ."


          Exit polls of Nicaraguans reported Chamorro's victory over Ortega was achieved with only 55%. Violeta Chamorro was the first woman to be popularly elected as President of a Latin American nation and first woman president of Nicaragua. Exit polling convinced Daniel Ortega that the election results were legitimate, and were instrumental in his decision to accept the vote of the people and step down rather than void the election. Nonetheless Ortega vowed that he would govern "desde abajo" (from below), in other words due to his widespread control of institutions and Sandinista individuals in all government agencies, he would still be able to maintain control and govern even without being president.


          Chamorro received an economy entirely in ruins. The per capita income of Nicaragua had been reduced by over 80% during the 1980s, and a huge government debt which ascended to US$12 billion primarily due to financial and social costs of the Contra war with the Sandinista-led government. Much to the surprise of the U.S. and the contra forces, Chamorro did not dismantle the Sandinista People's Army, though the name was changed to the Nicaraguan Army. Chamorro's main contribution to Nicaragua was the disarmament of groups in the northern and central areas of the country. This provided stability that the country had lacked for over ten years.


          In subsequent elections in 1996 Daniel Ortega and the Sandinistas of the FSLN were again defeated, this time by Arnoldo Alemn of the Constitutional Liberal Party (PLC).


          In the 2001 elections the PLC again defeated the FSLN, with Enrique Bolaos winning the Presidency. However, President Bolaos subsequently charged and brought forward allegations of money laundering, theft and corruption against former President Alemn. The ex-president was sentenced to 20 years in prison for embezzlement, money laundering, and corruption. The Liberal members who were loyal to Alemn and also members of congress reacted angrily, and along with Sandinista parliament members stripped the presidential powers of President Bolaos and his ministers, calling for his resignation and threatening impeachment.
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          The Sandinistas alleged that their support for Bolaos was lost when U.S. Secretary of State Colin Powell told Bolaos to keep his distance from the FSLN. This "slow motion coup" was averted partially due to pressure from the Central American presidents who would fail to recognize any movement that removed Bolaos; The U.S., the OAS, and the European Union also opposed the "slow motion coup". The proposed constitutional changes that were going to be introduced in 2005 against the Bolaos administration were delayed until January 2007 after the entrance of the new government. Though one day before they were to be enforced, the National Assembly postponed their enforcement until January 2008.


          Before the general elections on 5 November 2006, the National Assembly passed a bill further restricting abortion in Nicaragua 52-0 (9 abstaining, 29 absent). President Enrique Bolaos supported this measure, but signed the bill into law on 17 November 2006, as a result Nicaragua is one of three countries in the world where abortion is illegal with no exceptions, along with El Salvador and Chile.


          Legislative and presidential elections took place on November 5, 2006. Daniel Ortega returned to the presidency with 37.99% of the vote. This percentage was enough to win the presidency outright, due to a change in electoral law which lowered the percentage requiring a runoff election from 45% to 35% (with a 5% margin of victory).


          


          Politics


          Politics of Nicaragua takes place in a framework of a presidential representative democratic republic, whereby the President of Nicaragua is both head of state and head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the National Assembly. The Judiciary is independent of the executive and the legislature.


          


          Departments and municipalities
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          Nicaragua is a unitary republic. For administrative purposes it is divided into 15 departments (departamentos) and two self-governing regions (autonomous communities) based on the Spanish model. The departments are then subdivided into 153 municipios ( municipalities). The two autonomous regions are Regin Autnoma del Atlntico Norte and Regin Autnoma del Atlntico Sur, often referred to as RAAN and RAAS, respectively. Until they were granted autonomy in 1985 they formed the single department of Zelaya.


          
            
              	
                
                  	Boaco ( Boaco)


                  	Carazo ( Jinotepe)


                  	Chinandega ( Chinandega)


                  	Chontales ( Juigalpa)


                  	Estel ( Estel)


                  	Granada ( Granada)


                  	Jinotega ( Jinotega)


                  	Len ( Len)


                  	Madriz ( Somoto)

                

              

              	
                
                  	Managua (Managua)


                  	Masaya ( Masaya)


                  	Matagalpa ( Matagalpa)


                  	Nueva Segovia ( Ocotal)


                  	Rivas ( Rivas)


                  	Ro San Juan ( San Carlos)


                  	RAAN ( Bilwi)


                  	RAAS ( Bluefields)

                

              
            

          


          


          Geography


          Nicaragua occupies a landmass of 129,494 km - roughly the size of Greece or the state of New York and 1.5 times larger than Portugal. Close to 20% of the country's territory is designated as protected areas such as national parks, nature reserves and biological reserves. The country is bordered by Costa Rica on the south and Honduras on the north, with the Caribbean Sea to the east and the Pacific Ocean to the west.


          Nicaragua has three distinct geographical regions: the Pacific Lowlands, the North-Central Mountains or highlands and the Atlantic Lowlands.


          


          Pacific lowlands
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          Located in the west of the country, these lowlands consist of a broad, hot, fertile plain. Punctuating this plain are several large volcanoes of the Marrabios mountain range, including Mombacho just outside Granada, and Momotombo near Len. The lowland area runs from the Gulf of Fonseca to Nicaragua's Pacific border with Costa Rica south of Lake Nicaragua. Lake Nicaragua is the largest freshwater lake in Central America (20th largest in the world), and is home to the world's only freshwater sharks (Nicaraguan shark). The Pacific lowlands region is the most populous, with over half of the nation's population. The capital city of Managua is the most populous and it is the only city with over 1 million inhabitants.
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          In addition to its beach and resort communities, the Pacific Lowlands is also the repository for much of Nicaragua's Spanish colonial heritage. Cities such as Granada and Len abound in colonial architecture and artifacts. Granada, founded in 1524, is the oldest colonial city in the Americas.


          


          Central highlands
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          This is an upland region away from the Pacific coast, with a cooler climate than the Pacific Lowlands. About a quarter of the country's agriculture takes place in this region, with coffee grown on the higher slopes. Oaks, pines, moss, ferns and orchids are abundant in the cloud forests of the region.


          Bird life in the forests of the central region includes Resplendent Quetzal, goldfinches, hummingbirds, jays and toucanets.
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          Atlantic lowlands


          This large rainforest region, with several large rivers running through it, is very sparsely populated. The Rio Coco is the largest river in Central America, it forms the border with Honduras. The Caribbean coastline is much more sinuous than its generally straight Pacific counterpart. Lagoons and deltas make it very irregular.


          Nicaragua's Bosawas Biosphere Reserve is located in the Atlantic lowlands, it protects 1.8 million acres (7,300 km) of Mosquitia forest - almost seven percent of the country's area - making it the largest rainforest north of the Amazon in Brazil.


          Nicaragua's tropical east coast is very different from the rest of the country. The climate is predominantly tropical, with high temperature and high humidity. Around the area's principal city of Bluefields, English is widely spoken along with the official Spanish and the population more closely resembles that found in many typical Caribbean ports than the rest of Nicaragua.


          A great variety of birds can be observed including eagles, turkeys, toucans, parakeets and macaws. Animal life in the area includes different species of monkeys, ant-eaters, white-tailed deer and tapirs.


          


          Economy


          Nicaragua's economy ranks as 61st freest economy, although it is 1.7% lower than in 2006, it ranks 14 (out of 29) in the Americas. Nicaragua's economy is 62.7% free with high levels of fiscal, government, labor, investment, financial, and trade freedom. Nicaragua is primarily an agricultural country, but light industry (maquila), tourism, banking, mining, fisheries, and general commerce are expanding. Nicaragua's agrarian economy has historically been based on the export of cash crops such as bananas, coffee, sugar, beef and tobacco. At present agriculture constitutes 60% of its total exports which annually yield approximately US $300 million. In addition, Nicaragua's Flor de Caa rum is renowned as among the best in Latin America, and its tobacco and beef are also well regarded. Nicaragua also depends heavily on remittances from Nicaraguans living abroad, which totaled $655.5 million in 2006. During the war between the Contras and the Sandinistas in the 1980s, much of the country's infrastructure was damaged or destroyed. Inflation averaged 30% throughout the 1980s. After the United States imposed a trade embargo in 1985, which lasted 5 years, Nicaragua's inflation rate rose dramatically. The 1985 annual rate of 220% tripled the following year and skyrocketed to more than 13,000% in 1988, the highest rate for any country in the Western Hemisphere in that year. Since the end of the war almost two decades ago, more than 350 state enterprises were privatized, reducing inflation from 33,500% in 1988 to 9.45% in 2006, and cutting the foreign debt in half.
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          Though sources give slightly differing data on the country's gross domestic product (GDP), Nicaragua is one of the smallest economies in the Western Hemisphere. According to the CIA Fact Book, inflation averaged 8.1% from 2000 through 2006. As of 2007, Nicaragua's inflation stands at 9.8%. The World Bank also indicates moderate economic growth at an average of 5% from 1995 through 2004. In 2005 the economy grew 4%, with overall GDP reaching $4.91 billion. In 2006, the economy expanded by 3.7% as GDP reached $5.3 billion. According to the United Nations, 28% of the population in Nicaragua live in poverty (2006 est), unemployment is 3.1%, and another 46.5% are underemployed (2007 est.).


          As in many other developing countries, a large segment of the economically poor in Nicaragua are women. In addition, a relatively high proportion of Nicaragua's average homes have a woman as head of household: 39% of urban homes and 28% of rural homes.
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          The country is still a recovering economy and it continues to implement further reforms, on which aid from the IMF is conditional. In 2005 finance ministers of the leading eight industrialized nations ( G-8) agreed to forgive some of Nicaragua's foreign debt, as part of the HIPC program. According to the World Bank Nicaragua's GDP was around $4.9 US billion dollars. Recently, in March 2007, Poland and Nicaragua signed an agreement to write off 30.6 million dollars which was borrowed by the Nicaraguan government in the 1980s.


          According to the World Bank, Nicaragua ranked as the 62nd best economy for starting a business making it the second best in Central America, after Panama.


          The Nicaraguan unit of currency is the Crdoba (NIO) and was named after Francisco Hernndez de Crdoba, its national founder.


          


          Components of the economy


          Gross Domestic Product (GDP) in purchasing power parity (PPP) in 2007 was estimated at $18.17 billion USD. The service sector is the largest component of GDP at 56.9%, followed by the industrial sector at 25.9% (2006 est.). Agriculture represents only 17.1% of GDP (2007 est.). Nicaraguan labor force is estimated at 2.262 million of which 29% is occupied in agriculture, 19% in the industry sector and 52% in the service sector (est. 2007).


          


          Tourism
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          Tourism in Nicaragua is booming, it is currently the second largest industry in the nation, over the last 7 years tourism has grown about 70% nationwide with rates of 10%-16% annually. Nicaragua has seen positive growth in the tourism sector over the last decade and is expected to become the first largest industry in 2007. The increase and growth led to the income from tourism to rise more than 300% over a period of 10 years. The growth in tourism has also positively affected the agricultural, commercial, and finance industries, as well as the construction industry. Despite the positive growth throughout the last decade, Nicaragua remains the least visited nation in the region.


          Every year about 60,000 U.S. citizens visit Nicaragua, primarily business people, tourists, and those visiting relatives.Some 5,300 people from the U.S. reside in the country now. The majority of tourists that visit Nicaragua are from the U.S., Central or South America, and Europe. According to the Ministry of Tourism of Nicaragua (INTUR), the colonial city of Granada is the preferred spot for tourists. Also, the cities of Len, Masaya, Rivas and the likes of San Juan del Sur, San Juan River, Ometepe, Mombacho Volcano, the Corn Islands, and others are main tourist attractions. In addition, ecotourism and surfing attract many tourists to Nicaragua.


          According to TV Noticias (news program) on Canal 2, a Nicaragua television station, the main attractions in Nicaragua for tourists are the beaches, scenic routes, the architecture of cities such as Len and Granada and most recently ecotourism and agritourism, particularly in Northern Nicaragua.


          


          Demographics


          


          Population
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          According to the CIA World Factbook, Nicaragua has a population of 5,570,129; 69% mestizo, 17% white, 9% black and 5% amerindian. Nicaraguan demographics reflected a different composition prior to the Sandinista revolution of 1979. Most of the migration during the years that followed were primarily of white upper or middle class Nicaraguans. A growing number of these expats have been returning although the vast majority remain living abroad. There is also large and ever growing expatriate (expat) community of people of all ages, the majority of whom move for business, investment or who are retirees. The expat communities include people from United States, Canada, Europe, Taiwan, and other countries, the majority have settled in Managua, Granada and San Juan del Sur.


          The most populous city in Nicaragua is the capital city, Managua, with a population of 1.2 million (2005). As of 2005, over 4.4 million inhabitants live in the Pacific, Central and North regions, 2.7 in the Pacific region alone, while inhabitants in the Caribbean region only reached an estimated 700,000. The population is 54% urban and many Nicaraguans live abroad, outside of Nicaragua.


          


          Ethnic groups
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          The majority of the Nicaraguan population is Mestizo and White. Exactly 69% are Mestizos (mixed Amerindian and White) and 17% are White with the majority being of Spanish, German, Italian, or French ancestry. Mestizos and Whites mainly reside in the western region of the country and combined make up 86% of the Nicaraguan population, approximately 4.8 million people.


          About 9% of Nicaragua's population is black, or Afro-Nicaragense, and mainly reside on the country's sparsely populated Caribbean or Atlantic coast. The black population is mostly of West Indian (Antillean) origin, the descendants of indentured laborers brought mostly from Jamaica when the region was a British protectorate. Nicaragua has the largest Afro Latin American population in Central America with the second largest percentage. There is also a smaller number of Garifuna, a people of mixed Carib, Angolan, Congolese and Arawak descent.


          The remaining 5% are Amerindians, the unmixed descendants of the country's indigenous inhabitants. Nicaragua's pre-Colombian population consisted of many indigenous groups. In the western region the Nicarao people, whom the country is named after, were present along with other groups related by culture and language to the Mayans. The Caribbean coast of Nicaragua was inhabited by indigenous peoples who were mostly chibcha related groups that had migrated from South America, primarily present day Colombia and Venezuela. These groups include the Miskitos, Ramas and Sumos. In the nineteenth century, there was a substantial indigenous minority, but this group was also largely assimilated culturally into the mestizo majority. In the mid-1980s, the government divided the department of Zelaya - consisting of the eastern half of the country - into two autonomous regions and granted the black and indigenous people of this region limited self-rule within the Republic.


          


          Immigration
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          In the 1800s Nicaragua experienced several waves of immigration, primarily from Europe. In particular, families from Germany, Italy, Spain, France and Belgium immigrated to Nicaragua, particularly the departments in the Central and Pacific region. As a result, the Northern cities of Esteli, Jinotega and Matagalpa have significant fourth generation Germans. They established many agricultural businesses such as coffee and sugar cane plantations, and also newspapers, hotels and banks.


          Also present is a small Middle Eastern-Nicaraguan community of Syrians, Armenians, Palestinian Nicaraguans, Jewish Nicaraguans, and Lebanese people in Nicaragua with a total population of about 30,000. There is also an East Asian community mostly consisting of Chinese, Taiwanese, and Japanese. The Chinese Nicaraguan population is estimated at around 12,000. The Chinese arrived in the late 1800s but were unsubstantiated until the 1920s.


          Relative to its overall population, Nicaragua has never experienced any large scale wave of immigrants. The total number of immigrants to Nicaragua, both originating from other Latin American countries and all other countries, never surpassed 1% of its total population prior to 1995. The 2005 census showed the foreign-born population at 1.2%, having risen a mere .06% in 10 years. This is not to say that immigrants were not important to the evolution of Nicaragua or the Nicaraguan society.


          


          Culture
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          Nicaraguan culture has strong folklore, music and religious traditions, deeply influenced by European culture but enriched with Amerindian sounds and flavours. Nicaraguan culture can further be defined in several distinct strands. The Pacific coast has strong folklore, music and religious traditions, deeply influenced by Europeans. It was colonized by Spain and has a similar culture to other Spanish-speaking Latin American countries. The Caribbean coast of the country, on the other hand, was once a British protectorate. English is still predominant in this region and spoken domestically along with Spanish and indigenous languages. Its culture is similar to that of Caribbean nations that were or are British possessions, such as Jamaica, Belize, The Cayman Islands, etc. The indigenous groups that were present in the Pacific coast have largely been assimilated into the mestizo culture, however, the indigenous people of the Caribbean coast have maintained a distinct identity.
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          Nicaraguan music is a mixture of indigenous and European, especially Spanish, influences. Musical instruments include the marimba and others common across Central America. The marimba of Nicaragua is uniquely played by a sitting performer holding the instrument on his knees. He is usually accompanied by a bass fiddle, guitar and guitarrilla (a small guitar like a mandolin). This music is played at social functions as a sort of background music. The marimba is made with hardwood plates, placed over bamboo or metal tubes of varying lengths. It is played with two or four hammers. The Caribbean coast of Nicaragua is known for a lively, sensual form of dance music called Palo de Mayo which is very much alive all throughout the country. It is especially loud and celebrated during the Palo de Mayo festival in May. The Garifuna community exists in Nicaragua and is known for its popular music called Punta.
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          Literature of Nicaragua can be traced to pre-Columbian times with the myths and oral literature that formed the cosmogonic view of the world that indigenous people had. Some of these stories are still know in Nicaragua. Like many Latin American countries, the Spanish conquerors have had the most effect on both the culture and the literature. Nicaraguan literature has historically been an important source of poetry in the Spanish-speaking world, with internationally renowned contributors such as Rubn Daro who is regarded as the most important literary figure in Nicaragua, referred to as the "Father of Modernism" for leading the modernismo literary movement at the end of the 19th century. Other literary figures include Ernesto Cardenal, Gioconda Belli, Claribel Alegra and Jose Coronel Urtecho, among others.


          El Gegense is a satirical drama and was the first literary work of pre-Columbian Nicaragua. It is regarded as one of Latin America's most distinctive colonial-era expressions and as Nicaragua's signature folkloric masterpiece combining music, dance and theatre. The theatrical play was written by an anonymous author in the 16th century, making it one of the oldest indigenous theatrical/dance works of the Western Hemisphere. The story was published in a book in 1942 after many centuries.


          


          Language


          
            [image: A sign in Bluefields in English (top), Spanish (middle) and Miskito (bottom).]

            
              A sign in Bluefields in English (top), Spanish (middle) and Miskito (bottom).
            

          


          Spanish is spoken by about 90% of the country's population. In Nicaragua the Voseo form is common, just as in other countries in Central and South America like Honduras, El Salvador, Argentina, Uruguay or coastal Colombia. Spanish has many different dialects spoken throughout Latin America, Central American Spanish is the dialect spoken in Nicaragua. In the Caribbean coast many afro-Nicaraguans and creoles speak English and creole English as their first language. Also in the Caribbean coast, many Indigenous people speak their native languages, such as the Miskito, Sumo, Rama and Garifuna language. In addition, many ethnic groups in Nicaragua, such as the Chinese Nicaraguans and Palestinian Nicaraguans, have maintained their ancestral languages, which are minority languages, while also speaking Spanish or English. These minority languages include Chinese, Arabic, German, and Italian, among others.


          Nicaragua has a total of 3 extinct languages, one of which was never classified. Nicaraguan Sign Language is also of particular interest to linguists.


          


          


          Religion


          
            
              	Religious Affiliation in Nicaragua
            


            
              	[image: ]
            


            
              	The Metropolitan Cathedral of the Immaculate Conception in Managua
            


            
              	Religion

              	Percentage
            


            
              	Roman Catholic

              	58.5%
            


            
              	Evangelical

              	21.6%
            


            
              	Moravian

              	1.6%
            


            
              	Jehovah's Witnesses

              	0.9%
            


            
              	None

              	15.7%
            


            
              	Other1

              	1.6%
            


            
              	1 Includes Buddhism, Islam, and Judaism among other religions.
            


            
              	Source: 2005 Nicaraguan Census
            

          


          Religion is a significant part of the culture of Nicaragua and forms part of the constitution. Religious freedom, which has been guaranteed since 1939, and religious tolerance is promoted by both the Nicaraguan government and the constitution. Bishops are expected to lend their authority to important state occasions, and their pronouncements on national issues are closely followed. They can also be called upon to mediate between contending parties at moments of political crisis.


          Nicaragua has no official religion. The largest denomination, and traditionally the religion of the majority, is Roman Catholic. However, practicing Roman Catholics have been declining, while evangelical Protestant groups and Mormons have been rapidly growing since the 1990s. There are also strong Anglican and Moravian communities on the Caribbean coast.


          Roman Catholicism came to Nicaragua in the sixteenth century with the Spanish conquest and remained, until 1939, the established faith. Protestantism and other Christian denominations came to Nicaragua during the nineteenth century, but only during the twentieth century have Protestant denominations gained large followings in the Caribbean Coast of the country. Popular religion revolves around the saints, who are perceived as intermediaries between human beings and God. Most localities, from the capital of Managua to small rural communities, honour patron saints, selected from the Roman Catholic calendar, with annual fiestas. In many communities, a rich lore has grown up around the celebrations of patron saints, such as Managua's Saint Dominic (Santo Domingo), honored in August with two colorful, often riotous, day-long processions through the city. The high point of Nicaragua's religious calendar for the masses is neither Christmas nor Easter, but La Pursima, a week of festivities in early December dedicated to the Immaculate Conception, during which elaborate altars to the Virgin Mary are constructed in homes and workplaces.


          


          Cuisine
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          The Cuisine of Nicaragua is as diverse as its inhabitants. It is a mixture of criollo style food and pre-Columbian dishes. When the Spaniards first arrived in Nicaragua they found that the Creole people present had incorporated foods available in the area into their cuisine. Despite the blending and incorporation of pre-Columbian and Spanish influenced cuisine, traditional cuisine changes from the Pacific to the Caribbean coast. While the Pacific coast's main staple revolves around local fruits and corn, the Caribbean coast's cuisine makes use of seafood and the coconut.


          Gallopinto is Nicaragua's national dish, it consists of red beans and rice. The dish has several variations including the addition of coconut oil and/or grated coconut which is primarily prepared on Nicaragua's Caribbean coast. Most Nicaraguans begin and end every day with Gallopinto, it is also thought to have originated in Nicaragua, however there is some controversy about the origins of this dish.


          


          Main staple


          As in many other Latin American countries, corn is a main staple. Corn is used in many of the widely consumed dishes, such as the nacatamal, and indio viejo. Corn is not only used in food it is also an ingredient for drinks such as pinolillo and chicha as well as in sweets and desserts. Nicaraguans do not limit their cuisine to corn, local grown vegetables and fruits have been in use since before the arrival of the Spaniards and their influence on Nicaraguan cuisine. Many of Nicaragua's dishes include fruits and vegetables such as jocote, mango, papaya, tamarindo, pipian, banana, avocado, yuca, and herbs such as cilantro, oregano and achiote.


          


          Education


          


          Education is free for all Nicaraguans. Elementary education is free and compulsory, however, many children in rural areas are unable to attend due to lack of schools and other reasons. Communities located on the Caribbean coast have access to education in their native languages. The majority of higher education institutions are located in Managua, higher education has financial, organic and administrative autonomy, according to the law. Also, freedom of subjects is recognized.


          Nicaragua's higher education consists of 48 universities and 113 colleges and technical institutes which serve student in the areas of electronics, computer systems and sciences, agroforestry, construction and trade-related services. The educational system includes 1 U.S. accredited English-language university, 3 Bilingual university programs, 5 Bilingual secondary schools and dozens of English Language Institutes. In 2005, almost 400,000 (7%) of Nicaraguans held a university degree. 18% of Nicaragua's total budget is invested in primary, secondary and higher education. University level institutions account for 6% of 18%.


          When the Sandinistas came to power in 1979, they inherited an educational system that was one of the poorest in Latin America. Under the Somozas, limited spending on education and generalized poverty, which forced many adolescents into the labor market, constricted educational opportunities for Nicaraguans. A 1980 literacy campaign, using secondary school students, university students as well as teachers as volunteer teachers, reduced the overall illiteracy rate from 50.3% to 12.9% within only five months. The key large scale programs of the Sandinistas included a massive National Literacy Crusade (March-August, 1980), social program, which received international recognition for their gains in literacy, health care, education, childcare, unions, and land reform. In September 1980, UNESCO awarded Nicaragua with the  Nadezhda K. Krupskaya award for their successful literacy campaign. This was followed by the literacy campaigns of 1982, 1986, 1987, 1995 and 2000, all of which were also awarded by UNESCO.


          


          Sports
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          Baseball is the most popular sport played in Nicaragua. Although some professional Nicaraguan baseball teams have folded in the recent past, Nicaragua enjoys a strong tradition of American-style Baseball. Baseball was introduced to Nicaragua at different years during the 19th century. In the Caribbean coast locals from Bluefields were taught how to play baseball in 1888 by Albert Addlesberg, a retailer from the United States. Baseball did not catch on in the Pacific coast until 1891 when a group of mostly students originating from universities of the United States formed "La Sociedad de Recreo" (Society of Recreation) where they played various sports, baseball being the most popular among them. There are five teams that compete amongst themselves: Indios del Boer (Managua), Chinandega, Tiburones (Sharks) of Granada, Leon and Masaya. Players from these teams comprise the National team when Nicaragua competes internationally. The country has had its share of MLB players (including current Texas Rangers Pitcher Vicente Padilla and Boston Red Sox pitcher Devern Hansack), but the most notable is Dennis Martnez, who was the first baseball player from Nicaragua to play in Major League Baseball. He became the first Latin-born pitcher to throw a perfect game, the 13th in major league history, against the Dodgers in 1991.


          Boxing is the second most popular sport in Nicaragua. The country has had world champions such as Alexis Argello and Ricardo Mayorga among others. Recently, football has gained some popularity, especially with the younger population. The Dennis Martnez National Stadium has served as a venue for both baseball and soccer but the first ever national football stadium in Managua is currently under construction.
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          Nicol dell' Abate, sometimes Niccol, (1509 or 1512  1571) was an Italian Mannerist painter and decorator, of the Emilian school, who was part of the staff of artists called the School of Fontainebleau that introduced the Italianate Renaissance to France.


          


          Biography


          Niccol dell'Abbate was born in Modena, the son of a sculptor.


          He trained in the studio of a local Modenese sculptor, his early influence including Ferrarese painters such as Garofalo and Dosso Dossi. He specialized in long friezes with secular and mythological subjects, including for the Palazzo dei Beccherie (1537); in various rooms of the Rocca at Scandiano owned by the counts Boiardo, notably a courtly ceiling Concert composed of a ring of young musicians seen in perspective, sotto in su (early 1540s), and the Hercules Room in the Rocca dei Meli Lupi at Soragna (c. 154043), and possibly the loggia frescoes removed from Palazzo Casotti at Reggio Emilia.


          His style was modified by exposure to notably Correggio and Parmigianino, when he moved to Bologna in 1547. In Bologna, most of his painting depicted elaborate landscapes and aristocratic genre scenes of hunting and courtly loves, often paralleled in mythologic narratives. It was during this time that he decorated the Palazzo Poggi, and executed a cycle of frescoes illustrating Orlando Furioso in the ducal palace at Sassuolo, near Modena.


          In 1552, Nicol moved to France, where he worked at the royal Chteau de Fontainebleau as a member of the decorating team under the direction of Francesco Primaticcio. Within two years of his arrival he was drawing a project for a decor commemorating Anne de Montmorency (preparatory drawing at the Louvre). In Paris, he frescoed the chapel ceiling in the Htel de Guise (destroyed), following Primaticcio's designs. He also executed private commissions for portable canvases of mythological subjects sited in landscapes. Much of his output reflected an often overlooked function of artists of the time: the ephemeral festive decorations erected to celebrate special occasions in the court circle, for example, the decorations for the triumphal entry into Paris staged for Charles IX and his bride Elisabeth of Austria in 1571. That year, Nicol died in France.


          Nicol is best known for his landscapes enshrouding a mythologic narrative, a thematic which would inspire Claude Lorrain and Nicolas Poussin, and for his profuse and elegant drawings.
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              	Full name

              	Niccol di Bernardo dei Machiavelli
            


            
              	Birth

              	May 3, 1469

              Florence, Italy
            


            
              	Death

              	June 21, 1527 (aged58)

              Florence, Italy
            


            
              	School/tradition

              	Renaissance philosophy, Realism, Classical Republicanism
            


            
              	Main interests

              	Politics, Military theory, History
            


            
              	
                
                  
                    Influenced by
                  


                  
                    Plato, Cicero, Sallust, Livy, Xenophon
                  

                

              
            


            
              	
                
                  
                    Influenced
                  


                  
                    Bacon, Hobbes, Harrington, Rousseau, Vico, Cuoco, Hegel, De Sanctis, Croce, Gramsci, Strauss, Arendt, Aron, Kojve, Althusser, Berlin, Skinner, Mansfield
                  

                

              
            

          


          Niccol di Bernardo dei Machiavelli ( May 3, 1469  June 21, 1527) was an Italian diplomat, political philosopher, musician, poet and playwright. Machiavelli was a figure of the Italian Renaissance, and a central figure of its political scene. In June of 1498, following the ouster and execution of Savonarola, the Great Council elected Machiavelli as the Secretary to the second Chancery of the Republic of Florence.


          He is best known for his treatises on realist political theory ( The Prince, which he considered his Magnum opus) on the one hand and republicanism ( Discourses on Livy) on the other. These two written works, in addition to his History of Florence (which was commissioned by the Medici family), were published posthumously in 1531. His philosophical views on politics were such that his surname has since passed into common dialect, referring to any political move that is devious or cunning in nature.


          


          Life
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          Machiavelli was born in Florence, the second son of Bernardo di Niccol Machiavelli, a lawyer, and of Bartolommea di Stefano Nelli. His family were believed to be descendants of the old marquesses of Tuscany, and to have included 13 Florentine gonfaloniers of justice.


          His education left him with a thorough knowledge of the Latin and Italian classics. Machiavelli was born into a tumultuous era in which Popes were leading armies, and wealthy city-states of Italy would fall one after another into the hands of foreign powers  France, Spain and the Holy Roman Empire. It was a time of constantly shifting alliances, condottieri who changed sides without warning, and governments rising and falling in the space of weeks. Perhaps most significant during this erratic upheaval was the sack of Rome in 1527 by rampaging soldiers of the Holy Roman Empire, the first time that Rome had been sacked by a Germanic army in nearly twelve centuries. Rich cities such as Florence and Genoa suffered a similar fate during these years.


          Machiavelli, trained as a man with great nobility and severe rigor from his father, entered governmental service as a clerk and ambassador in 1494; that same year, Florence had restored the republic and expelled the Medici family, rulers of the city for nearly sixty years. Machiavelli was placed as a member of a Council responsible for diplomatic negotiations and military matters. Between 1499 and 1512, he undertook a number of diplomatic missions to the court of Louis XII in France, Ferdinand II of Aragn, and the Papacy in Rome. From 1502 to 1503, he was a witness to the effective statebuilding methods of the soldier/churchman Cesare Borgia, who was at that time enlarging his territories in central Italy through a mixture of audacity, prudence, self-reliance, firmness and, not infrequently, cruelty.


          Between 1503 to 1506, Machiavelli was responsible for the Florentine militia including the defense of the city. He distrusted mercenaries (a philosophy expounded at length in the Discorsi and in Il Principe) and much preferred a citizen militia. This philosophy bore fruit when, in 1509, Florence's citizen forces defeated Pisa under Machiavelli's direction. However, in August 1512, the Medici with the help of Pope Julius II used Spanish troops to defeat the Florentine forces at Prato. The Florentine head of state, Piero Soderini, resigned and went into exile, and Florence and the republic was subsequently dissolved. Machiavelli, having played a significant role in the republic's anti-Medici government, was removed from office and in 1513 he was accused of conspiracy and arrested. Although tortured "by the rope" (a practice wherein one's hands were bound behind one's back and connected to a pulley which would lift the victim off the ground, dislocating one's shoulders), he denied his involvement and was eventually released. He retired to his estate at Sant'Andrea in Percussina near Florence and began writing the treatises that would ensure his place in the development of political philosophy and conduct.


          In a famous letter to his friend Francesco Vettori, he described how he spent his days in exile:
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            When evening comes, I return home [from work and from the local tavern] and go to my study. On the threshold I strip naked, taking off my muddy, sweaty workday clothes, and put on the robes of court and palace, and in this graver dress I enter the courts of the ancients and am welcomed by them, and there I taste the food that alone is mine, and for which I was born. And there I make bold to speak to them and ask the motives of their actions, and they, in their humanity reply to me. And for the space of four hours I forget the world, remember no vexation, fear poverty no more, tremble no more at death; I pass indeed into their world.

          


          Machiavelli himself identified a unifying theme in The Prince and the Discorsi:


          
            All cities that ever at any time have been ruled by an absolute prince, by aristocrats or by the people, have had for their protection force combined with prudence, because the latter is not enough alone, and the first either does not produce things, or when they are produced, does not maintain them. Force and prudence, then, are the might of all the governments that ever have been or will be in the world.

          


          Machiavelli died in San Casciano, a few miles outside of Florence, in 1527. His resting place is unknown; however a cenotaph in his honour was placed at the Church of Santa Croce in Florence. The Latin sentence on the tomb  TANTO NOMINI NULLUM PAR ELOGIUM  is translated as either 'for so great a name, no praise is adequate' or 'No elegy is equal to such a name'


          


          Works


          


          Il Principe
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          Machiavelli's best known book is The Prince, in which he describes the arts by which a Prince (a ruler) can retain control of his realm. He focuses primarily on what he calls the "new prince", under the assumption that a hereditary prince has an easier task since the people are accustomed to him. All a hereditary prince needs to do is carefully maintain the institutions that the people are used to; a new prince has a much more difficult task since he must stabilize his newfound power and build a structure that will endure. This task requires the Prince to be publicly above reproach but privately may require him to do immoral things in order to achieve his goals.


          Machiavelli explains through examples which princes are the most successful in obtaining and maintaining power. He draws his examples from personal observations made while he was on diplomatic missions for Florence and from his readings in ancient history. He periodically uses Latin phrases, and many examples are drawn from Classical sources.


          Machiavelli does not dispense entirely with morality nor advocate wholesale selfishness or degeneracy. Instead he outlines his definition of, for example, the criteria for acceptable cruel actions (it must be swift, effective, and short-lived). Machiavelli also does not miss the irony in the fact that good can come from evil actions. Notwithstanding the mitigating themes in The Prince, the Catholic Church put the work in its Index Librorum Prohibitorum and it was viewed in a negative light by many Humanists such as Erasmus.
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          The primary contribution of The Prince to the history of political thought is its fundamental break between realism and idealism. "The end justifies the means," though never directly stated in the book, is often quoted as indicative of the pragmatism that can be said to undergird Machiavelli's philosophy. The Prince should be read strictly as a guidebook on getting to and preserving power. In contrast with Plato and Aristotle, the ideal society is not the aim. In fact, Machiavelli emphasizes the need for the exercise of brute power where necessary and rewards, patron- clientelism etc. to preserve the status quo.


          The term "Machiavellian" was adopted by some of Machiavelli's contemporaries, often used in the introductions of political tracts of the sixteenth century that offered more 'just' reasons of state, most notably those of Jean Bodin and Giovanni Botero. The pejorative term Machiavellian as it is used today (or anti-Machiavellism as it was used from the sixteenth century) is thus a misnomer, as it describes one who deceives and manipulates others for gain; whether the gain is personal or not is of no relevance, only that any actions taken are only important insofar as they affect the results. It fails to include some of the more moderating themes found in Machiavelli's works and the name is now associated with the extreme viewpoint.


          


          Discorsi


          Machiavelli's Discourse on the First Ten Books of Titus Livy comprises the early history of Rome. It constitutes a series of lessons on how a republic should be started and structured, including the concept of checks and balances, the strength of a tripartite structure and the superiority of a republic over a principality.


          From The Discourses:


          
            	"In fact, when there is combined under the same constitution a prince, a nobility, and the power of the people, then these three powers will watch and keep each other reciprocally in check." Book I, Chapter II


            	"Doubtless these means [of attaining power] are cruel and destructive of all civilized life, and neither Christian nor even human, and should be avoided by every one. In fact, the life of a private citizen would be preferable to that of a king at the expense of the ruin of so many human beings." Book I, Chapter XXVI


            	"Now in a well-ordered republic it should never be necessary to resort to extra-constitutional measures...." Book I, Chapter XXXIV


            	"...the governments of the people are better than those of princes." Book I, Chapter LVIII


            	"...if we compare the faults of a people with those of princes, as well as their respective good qualities, we shall find the people vastly superior in all that is good and glorious." Book I, Chapter LVIII


            	"For government consists mainly in so keeping your subjects that they shall be neither able nor disposed to injure you...." Book II, Chapter XXIII


            	"...no prince is ever benefited by making himself hated." Book III, Chapter XIX


            	"Let not princes complain of the faults committed by the people subjected to their authority, for they result entirely from their own negligence or bad example." Book III, Chapter XXIX

          


          


          Other works
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          Machiavelli also wrote plays (Clizia, Mandragola), poetry (Sonetti, Canzoni, Ottave, Canti carnascialeschi) and novels (Belfagor arcidiavolo) as well as translating classical works.


          
            	Discorso sopra le cose di Pisa (1499)


            	Del modo di trattare i popoli della Valdichiana ribellati (1502)


            	Del modo tenuto dal duca Valentino nell' ammazzare Vitellozzo Vitelli, Oliverotto da Fermo, etc. (Description of the Methods Adopted by the Duke Valentino when Murdering Vitellozzo Vitelli, Oliverotto da Fermo, the Signor Pagolo, and the Duke di Gravina Orsini, 1502)


            	Discorso sopra la provisione del danaro (1502)


            	Decennale primo (1506, poem in terza rima)


            	Ritratti delle cose dell'Alemagna (1508-1512)


            	Decennale secondo (1509)


            	Ritratti delle cose di Francia (1510)


            	Andria (1517, comedy translated from Terence)


            	Mandragola ( The Mandrake - 1518, prose comedy in five acts, with prologue in verse)


            	Della lingua (1514, dialogue)


            	Clizia (1525, comedy in prose)


            	Belfagor arcidiavolo (1515, novel)


            	Asino d'oro ( The Golden Ass - 1517, poem in terza rima, a new version of the classic work by Apuleius)


            	Dell'arte della guerra ( The Art of War, 1519-1520)


            	Discorso sopra il riformare lo stato di Firenze (1520)


            	Sommario delle cose della citta di Lucca (1520)


            	Vita di Castruccio Castracani da Lucca (The Life of Castruccio Castracani of Lucca, 1520)


            	Istorie fiorentine ( Florentine Histories - 8 books, 1520-1525, commissioned by Giulio di Giuliano de' Medici who went on to become Pope Clement VII).


            	Frammenti storici (1525)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Niccol%C3%B2_Machiavelli"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Niccol Paganini


        
          

          
            
              	Niccol Paganini
            


            
              	
                [image: ]


                

              
            


            
              	Background information
            


            
              	Birth name

              	Niccol Paganini
            


            
              	Born

              	October 27, 1782(1782-10-27)

              Genoa, Republic of Genoa
            


            
              	Died

              	May 27, 1840 (aged57)

              Nice, France
            


            
              	Genre(s)

              	Romantic
            


            
              	Occupation(s)

              	Composer, violinist
            


            
              	Years active

              	fl. ca. 1793-1840
            


            
              	Notableinstrument(s)
            


            
              	
                Violin

                Antonio Amati 1600

                Nicol Amati 1657

                Paganini-Desaint 1680 Stradivari

                Guarneri-filius Andrea 1706

                Le Brun 1712 Stradivari

                Vuillaume 1720c Bergonzi

                Hubay 1726 Stradivari

                ComteCozio di Salabue 1727

                Il Cannone Guarnerius 1743


                Viola

                Countess of Flanders 1582 daSal-diBertolotti

                Mendelssohn 1731 Stradivari

                Cello

                Piatti 1700 Goffriller

                Stanlein 1707 Stradivari

                Ladenburg 1736 Stradivari

                Guitar

                Grobert of Mirecourt 1820


              
            

          


          Niccol Paganini (born Genoa, October 27, 1782, died Nice, May 27, 1840) was an Italian violinist, violist, guitarist, and composer. He was one of the most celebrated violin virtuosi of his time, and left his mark as one of the pillars of modern violin technique. His caprice in A minor, Op. 1 No. 24 is among his best known compositions, and serves as inspiration for other prominent artists from Johannes Brahms to Sergei Rachmaninoff.


          


          Childhood and early career


          Niccol Paganini was born in Genoa, Italy, on October 27, 1782, the third of six children of Antonio and Teresa (ne Bocciardo) Paganini. Paganini's father was an unsuccessful trader, but he managed to supplement his income through playing music on the mandolin. At the age of five, Paganini started learning the mandolin from his father, and moved to the violin by the age of seven. His musical talents were quickly recognized, earning him numerous scholarships for violin lessons.


          The young Paganini studied under various local violinists, including Giovanni Servetto and Giacomo Costa, but his progress quickly outpaced their abilities. Paganini and his father then traveled to Parma to seek further guidance from Alessandro Rolla. But upon listening to Paganini's playing, Rolla immediately referred him to his own teacher, Ferdinando Par and, later, Par's own teacher Gasparo Ghiretti. Though Paganini did not stay long with Par or Ghiretti, the two had considerable influence on his composition style.


          By age 18, Paganini was appointed first violin of the Republic of Lucca, but a substantial portion of his income came from freelancing. His fame as a violinist was only matched by his reputation as a gambler and womanizer. In 1805, Lucca was annexed by Napoleonic France, and the region was ceded to Napoleon's sister, Elisa Baciocchi. Paganini became a violinist for the Baciocchi court, while giving private lessons for her husband, Flix. In 1807, Baciocchi became the Grand Duchess of Tuscany and her court was transferred to Florence. Paganini was part of the entourage, but, towards the end of 1809, he left Baciocchi to resume his freelance career.


          


          Travelling virtuoso


          For the next few years, Paganini returned to touring in the areas surrounding Parma and Genoa. Though he was very popular with the local audience, he was still not very well known in Europe. His first break came from an 1813 concert which took place at La Scala in Milan. The concert was a great success, and as a result Paganini began to attract the attention of other prominent, albeit more conservative, musicians across Europe. His early encounters with Charles Philippe Lafont and Ludwig Spohr speculated intense rivalry, though all were successful enough later in their career, they only criticized each other's playing style with patronism.


          Paganini's fame spread with successful concerts held in cities outside of Italy, in Vienna (1828), London, and Paris (both in 1831). His technical ability, and his willingness to display them, gained much acclaim from critics across Europe. In addition to his own compositions, theme and variations being the most popular, Paganini also performed modified versions of works (primarily concertos) written by his early contemporaries, such as Rodolphe Kreutzer and Giovanni Battista Viotti.


          

          Paganini's signature violin, Il Cannone fabricated in 1742 by Giuseppe Antonio Guarnieri del Ges, was his favourite. He named it "The Cannon" because of the powerful and explosive resonance he was able to produce from it. Its strings are nearly on the same plane, as opposed to most violins, the strings of which are distinctly arched to prevent accidentally bowing extra strings. The stringing of Il Cannone may have allowed Paganini to play on three or even four strings at once. Il Cannone is now in the hands of the City of Genoa, where it is exhibited in the town hall. It is taken out and played by its curator once monthly, and periodically loaned out to virtuosi of today.
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          In Paris in 1833, he commissioned a viola concerto from Hector Berlioz, who produced Harold in Italy for him, but Paganini never played it.


          His health deteriorated due to mercury poisoning by the mercury compound used at that time to treat syphilis. The disease caused him to lose the ability to play violin, and he retired in ca.1834. He died of throat cancer in Nice on 27 May, 1840.


          He left behind a series of sonatas, caprices, six violin concerti, string quartets, and numerous guitar works.


          The orchestral parts of Paganini's works are polite, unadventurous in scoring, and supportive. Critics of Paganini find his concerti long-winded and formulaic: one fast rondo finale could often be switched for another. During his public career, the violin parts of the concertos were kept secret. Paganini would rehearse his orchestra without ever playing the full violin solos. At his death, only two had been published. Paganini's heirs have cannily released his concertos one at a time, each given their second debut, over many years, at well-spaced intervals. There are now six published Paganini violin concerti (although the last two are missing their orchestral parts). His more intimate compositions for guitar and string instruments, particularly the violin, have yet to become part of the standard repertoire.


          Paganini developed the genre of concert variations for solo violin, characteristically taking a simple, apparently nave theme, and alternating lyrical variations with a ruminative, improvisatory character that depended for effect on the warmth of his phrasing, with bravura extravagances that left his audiences gasping.


          


          Paganini and the progression of violin technique


          The Israeli violinist Ivry Gitlis once referred to Paganini as a phenomenon rather than a development. Though some of the violinistic techniques frequently employed by Paganini were already present, most accomplished violinists of the time focused on intonation and bowing techniques, the so-called right-hand techniques for string players.


          Arcangelo Corelli (1653-1713) was considered a pioneer in transforming the violin from an ensemble instrument to a solo instrument. In the mean time, the polyphonic capability of the violin was firmly established through the Sonaten und Partiten BWV 1001-1006 of Johann Sebastian Bach (1685-1750). Other notable violinists included Antonio Vivaldi (1678-1741) and Giuseppe Tartini (1692-1770), who, in their compositions, reflected the increasing technical and musical demands on the violinist. Although the role of the violin in music had been drastically changed through this period, progress on violin technique was steady but slow up to this point. For any study of techniques requiring agility of the fingers and the bow were still considered unorthodox and discouraged by the established community of violinists.


          The first exhaustive exploration of violin technique was found in the 24 caprices of Pietro Locatelli (1693-1746) which, at the time of writing, proved to be too difficult to play, although they are now quite playable. Rudimentary usage of harmonics and left hand pizzicato could be found in the works of August Durand, who allegedly developed the techniques. While it was questionable whether Paganini pioneered many of these violinistic effects that defined his music, it was certain that his mastery of these techniques was instrumental in popularizing their use in regular compositions. Such leaps in violin technique development were only paralleled by the likes of Josef Joachim, and Eugne Ysae, almost 50 years later.


          Another aspect of Paganini's violin techniques concerned his flexibility. He had exceptionally long fingers and was capable of playing three octaves across four strings in a hand span, a feat that is still considered impossible by today's standards. His seemingly unnatural ability might have been a result of Marfan syndrome or Ehlers-Danlos syndrome.


          


          Influence on music and composition
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          The writing of violin music was also dramatically changed through Paganini. Even in his youth, he was able to imitate other sounds such as flatulence, flutes, and birds with his violin. Though highly colorful and technically imaginative, Paganini's composition was not considered truly polyphonic. Eugne Ysae once criticized that the accompaniment to Paganini's music was too "guitar like", lacking any character of polyphonism. Nevertheless, he expanded the timbre of the instrument to levels previously unknown.


          Paganini was also the inspiration of many prominent composers. Both "La Campanella" and the A minor caprice (Nr. 24) have been an object of interest for a number of composers. Franz Liszt, Johannes Brahms, Sergei Rachmaninoff, Boris Blacher, Andrew Lloyd Webber, George Rochberg and Witold Lutosławski, among others, wrote well-known variations on its theme.


          In performance Paganini enjoyed playing tricks, like tuning one of his strings a semitone high ( scordatura), or playing the majority of a piece on one string after breaking the other three. He astounded audiences with techniques that included harmonics, double stops, pizzicato with the left as well as the right hand, and near-impossible fingering and bowings.


          


          Legacy


          A minor planet 2859 Paganini discovered in 1978 by Soviet astronomer Nikolai Stepanovich Chernykh is named after him.


          


          Listing of compositions


          
            	24 caprices, for solo violin, Op.1

              
                	No. 1 in E major (The Arpeggio)


                	No. 2 in B minor


                	No. 3 in E minor (La Campanella)


                	No. 4 in C minor


                	No. 5 in A minor


                	No. 6 in G minor (The Trill)


                	No. 7 in A minor


                	No. 8 in E-flat major


                	No. 9 in E major (The Hunt)


                	No. 10 in G minor


                	No. 11 in C major


                	No. 12 in A-flat major


                	No. 13 in B-flat major (Devil's Laughter)


                	No. 14 in E-flat major


                	No. 15 in E minor


                	No. 16 in G minor


                	No. 17 in E-flat major


                	No. 18 in C major


                	No. 19 in E-flat major


                	No. 20 in D major


                	No. 21 in A major


                	No. 22 in F major


                	No. 23 in E-flat major


                	No. 24 in A minor (Tema con variazioni)

              

            


            	6 sonatas, for violin and guitar, Ops. 2 and 3

              
                	Op. 2, No. 1 in A major


                	Op. 2, No. 2 in C major


                	Op. 2, No. 3 in D minor


                	Op. 2, No. 4 in A major


                	Op. 2, No. 5 in D major


                	Op. 2, No. 6 in A minor


                	Op. 3, No. 1 in A major


                	Op. 3, No. 2 in G major


                	Op. 3, No. 3 in D major


                	Op. 3, No. 4 in A minor


                	Op. 3, No. 5 in A major


                	Op. 3, No. 6 in E minor

              

            


            	12 Quartets for Violin, Guitar, Viola and Cello, Op. 4

              
                	No. 1 in A minor


                	No. 2 in C major


                	No. 3 in A major


                	No. 4 in D major


                	No. 5 in C major


                	No. 6 in D major


                	No. 7 in E major


                	No. 8 in A major


                	No. 9 in D major


                	No. 10 in A major


                	No. 11 in B major


                	No. 12 in A minor


                	No. 13 in F minor


                	No. 14


                	No. 15 in A Major

              

            


            	Concerto for violin No. 1, in D major, Op. 6 (1817)


            	Concerto for violin No. 2, in B minor, Op. 7 (1826) ( La Campanella, 'The little bell')


            	Concerto for violin No. 3, in E major (1830)


            	Concerto for violin No. 4, in D minor (1830)


            	Concerto for violin No. 5, in A minor (1830)


            	Concerto for violin No. 6, in E minor (1815?)  last movement completed by unknown authorship.


            	Le Streghe, Op. 8


            	Carnevale di Venezia, Op. 10


            	Moto Perpetuo in C major, Op. 11


            	60 Variations on Barucaba for violin and guitar, Op. 14


            	Cantabile in D major, Op. 17


            	18 Centone di Sonate, for violin and guitar


            	Arranged works

              
                	Introduction, theme and variations from Paisiello's 'La bella molinara' (Nel cor pi non mi sento) in G major


                	Introduction and variations on a theme from Rossini's 'Cenerentola' (Non pi mesta)


                	Introduction and variations on a theme from Rossini's 'Moses' (Dal tuo stellato soglio)


                	Introduction and variations on a theme from Rossini's 'Tancredi' (Di tanti palpiti)


                	Maestoso sonata sentimentale (Variations on the Austrian National Anthem)


                	Variations on God Save the King

              

            


            	Miscellaneous works

              
                	I Palpiti


                	Perpetuela (Sonata Movimento Perpetuo)


                	La Primavera


                	Sonata con variazioni (Sonata Militaire)


                	Napoleon Sonata


                	Hai Un Bel Pirla


                	Romanze in A minor


                	Tarantella in A minor


                	Grand sonata for violin and guitar, in A major


                	Sonata for Viola in C minor


                	Sonata in C for solo violin

              

            

          


          


          Works inspired by Paganini


          The Caprice No. 24 in A minor, Op.1 (Tema con variazioni) has been the basis of works by many other composers. For a separate list of these, see Caprice No. 24 (Paganini).


          Other works inspired by Paganini include:


          
            	Hector Berlioz - Harold In Italy was originally commissioned by Paganini as a virtuosic piece for himself however it did not meet with his approval.


            	Bela Fleck  "Moto Perpetuo (Bluegrass version)", from Fleck's 2001 album Perpetual Motion, which also contains a more standard rendition of the piece


            	Cesare Pugni - borrowed Paganini's themes for the choreographer Marius Petipa's Venetian Carnival Grand


            	Eugne Ysae  Paganini variations for violin and piano


            	Franz Lehr  Paganini, a fictionalized operetta about Paganini (1925)


            	Franz Liszt  Six Grandes tudes de Paganini, S.141 for solo piano (1851) (virtuoso arrangements of 5 caprices, including the 24th, and La Campanella from Violin Concerto No. 2)


            	Witold Lutosławski  Variations on a Theme by Paganini (1941) for piano duo, and piano and orchestra (1978)


            	Frdric Chopin  Souvenir de Paganini for solo piano (1829; published posthumously)


            	Fritz Kreisler  Paganini Concerto in D Major (recomposed paraphrase of the first movement of the Op. 6 Concerto) for violin and orchestra


            	George Rochberg  Caprice Variations (1970), 50 variations for solo violin


            	James Barnes  Fantasy Variations on a Theme by Nicolo Paganini


            	Johannes Brahms - Varaitations on a theme by Paganini, op.35


            	Luigi Dallapiccola  Sonatina canonica in mi bemolle maggiore su "Capricci" di Niccolo Paganini, for piano (1946)


            	Marilyn Shrude  Renewing the Myth for alto saxophone and piano


            	Mario Castelnuovo-Tedesco  Capriccio Diabolico for classical guitar is a homage to Paganini, and quotes "La campanella"


            	Michael Angelo Batio  No Boundaries


            	Nathan Milstein  Paganiniana, an arrangement of Caprice Nr. 24, with variations based on the other caprices


            	Pas de Deux The Carnival in Venice AKA The Fascination Pas de Deux from Satanella. Choreography by Marius Petipa. Music by Cesare Pugni on a theme by Nicol Paganini.


            	Philip Wilby - Paganini Variations, for both wind band and brass band


            	Robert Schumann  Studies after Caprices by Paganini, Op.3 (1832; piano); 6 Concert Studies on Caprices by Paganini, Op.10 (1833, piano). A movement from his piano work "Carnaval" (Op. 9) is named for Paganini.


            	Steve Vai  "Eugene's Trick Bag" from the movie Crossroads. Based on Caprice Nr. 5


            	Uli Jon Roth  "Scherzo Alla Paganini" and "Paganini Paraphrase"


            	Sergei Rachmaninov-- Rhapsody on a Theme of Paganini, Op. 43 (based on Caprice No. 24 in A minor (Tema con variazioni))

          


          


          Fictional portrayals


          Paganini made an appearance in Hugh Lofting's children's novel Doctor Dolittle's Caravan. In this novel, Doctor Dolittle forms an opera company made up entirely of birds, instead of human performers. Paganini attends a performance of the bird opera, causing quite a stir amongst the crowd, and then meets with Doctor Dolittle after the performance to discuss it.


          Paganini's life inspired several films and television series. Most famously, in a highly acclaimed Soviet 1982 miniseries Niccolo Paganini the musician is portrayed by the Armenian stage master Vladimir Msryan. The series focuses on Paganini's persecution by the Roman Catholic Church. Another Soviet cinematic legend, Armen Dzhigarkhanyan plays Paganini's fictionalized arch-rival, an insidious Jesuit official. The information in the series was generally accurate, however it also played to some of the myths and legends rampant during the musician's lifetime. In particular, a memorable scene shows Paganini's adversaries sabotaging his violin before a high-profile performance, causing all strings but one to break during the concert. An undeterred Paganini continues to perform on three, two, and finally on a single string.


          In 1989 German actor Klaus Kinski portrayed Paganini in the film Kinski Paganini


          Paganini is a major character in Madame Blavatsky's The Ensouled Violin, a short story included in the collection Nightmare Tales. The story recounts rumors that (a) the strings of Paganini's violin were made from human intestines and (b) Paganini murdered both his wife and mistress and imprisoned their souls in his violin.
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              	General
            


            
              	Name, symbol, number

              	nickel, Ni, 28
            


            
              	Chemical series

              	transition metals
            


            
              	Group, period, block

              	10, 4, d
            


            
              	Appearance

              	lustrous, metallic and

              silvery with a gold tinge

              [image: ]
            


            
              	Standard atomic weight

              	58.6934 (2)gmol1
            


            
              	Electron configuration

              	[Ar] 4s2 3d8
            


            
              	Electrons per shell

              	2, 8, 16, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	8.908 gcm3
            


            
              	Liquid density at m.p.

              	7.81 gcm3
            


            
              	Melting point

              	1728 K

              (1455 C, 2651 F)
            


            
              	Boiling point

              	3186 K

              (2913  C, 5275  F)
            


            
              	Heat of fusion

              	17.48 kJmol1
            


            
              	Heat of vaporization

              	377.5 kJmol1
            


            
              	Specific heat capacity

              	(25 C) 26.07 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	1783

                    	1950

                    	2154

                    	2410

                    	2741

                    	3184
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	face centered cubic

              0.3520 nm
            


            
              	Oxidation states

              	4 , 3, 2, 1

              (mildly basic oxide)
            


            
              	Electronegativity

              	1.91 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 737.1 kJmol1
            


            
              	2nd: 1753.0 kJmol1
            


            
              	3rd: 3395 kJmol1
            


            
              	Atomic radius

              	135 pm
            


            
              	Atomic radius (calc.)

              	149 pm
            


            
              	Covalent radius

              	121 pm
            


            
              	Van der Waals radius

              	163 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	ferromagnetic
            


            
              	Electrical resistivity

              	(20C) 69.3 nm
            


            
              	Thermal conductivity

              	(300 K) 90.9Wm1K1
            


            
              	Thermal expansion

              	(25 C) 13.4 mm1K1
            


            
              	Speed of sound (thin rod)

              	( r.t.) 4900 ms1
            


            
              	Young's modulus

              	200 GPa
            


            
              	Shear modulus

              	76 GPa
            


            
              	Bulk modulus

              	180 GPa
            


            
              	Poisson ratio

              	0.31
            


            
              	Mohs hardness

              	4.0
            


            
              	Vickers hardness

              	638 MPa
            


            
              	Brinell hardness

              	700 MPa
            


            
              	CAS registry number

              	7440-02-0
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of nickel
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	56Ni

                    	syn

                    	6.075 d

                    	

                    	-

                    	56Co
                  


                  
                    	

                    	0.158, 0.811

                    	-
                  


                  
                    	58Ni

                    	68.077%

                    	58Ni is stable with 30 neutrons
                  


                  
                    	59Ni

                    	syn

                    	76000 y

                    	

                    	-

                    	59Co
                  


                  
                    	60Ni

                    	26.233%

                    	60Ni is stable with 32 neutrons
                  


                  
                    	61Ni

                    	1.14%

                    	61Ni is stable with 33 neutrons
                  


                  
                    	62Ni

                    	3.634%

                    	62Ni is stable with 34 neutrons
                  


                  
                    	63Ni

                    	syn

                    	100.1 y

                    	-

                    	0.0669

                    	63Cu
                  


                  
                    	64Ni

                    	0.926%

                    	64Ni is stable with 36 neutrons
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          Nickel (pronounced /ˈnɪkəl/) is a metallic chemical element with the symbol Ni and atomic number 28.


          


          Characteristics
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          Nickel is a silvery white metal that takes on a high polish. It belongs to the transition metals, and is hard and ductile. It occurs most usually in combination with sulfur and iron in pentlandite, with sulfur in millerite, with arsenic in the mineral nickeline, and with arsenic and sulfur in nickel glance.


          It is certain that in common with massive forms of chromium, aluminium and titanium metal that nickel is very slow to react with air, but it is a very reactive element.


          Due to its permanence in air and its inertness to oxidation, it is used in coins, for plating iron, brass, etc., for chemical apparatus, and in certain alloys, such as German silver. It is magnetic, and is very frequently accompanied by cobalt, both being found in meteoric iron. It is chiefly valuable for the alloys it forms, especially many superalloys, and particularly stainless steel.


          A nickel, which is a 5 cent coin isn't magnetic, because it actually is mostly (75%) copper. The Canadian nickel minted at various periods between 1922-81 was 99.9% nickel, and these are magnetic. Nickel is also a naturally magnetostrictive material, meaning that in the presence of a magnetic field, the material undergoes a small change in length. In the case of Nickel, this change in length is negative (contraction of the material), which is known as negative magnetostriction.


          The most common oxidation state of nickel is +2, though 0, +1, +3 and +4 Ni complexes are observed. It is also thought that a +6 oxidation state may exist, however, results are inconclusive.


          The unit cell of nickel is a face centered cube with a lattice parameter of 0.356 nm giving a radius of the atom of 0.126 nm.


          Nickel-62 is the most stable nuclide of all the existing elements; it is more stable even than Iron-56.


          


          History


          The use of nickel is ancient, and can be traced back as far as 3500 BC. Bronzes from what is now Syria had a nickel content of up to 2%. Further, there are Chinese manuscripts suggesting that " white copper" (i.e. baitung) was used in the Orient between 1700 and 1400 BC. However, because the ores of nickel were easily mistaken for ores of silver, any understanding of this metal and its use dates to more contemporary times. Nickel is used today as common household utensils, such as silverware.


          Minerals containing nickel (e.g. kupfernickel, meaning copper of the devil ("Nick"), or false copper) were of value for colouring glass green. In 1751, Baron Axel Fredrik Cronstedt was attempting to extract copper from kupfernickel (now called niccolite), and obtained instead a white metal that he called nickel.


          In the United States, the term "nickel" or "nick" was originally applied to the copper-nickel Indian cent coin introduced in 1859. Later, the name designated the three-cent coin introduced in 1865, and the following year the five-cent shield nickel appropriated the designation, which has remained ever since. Coins of pure nickel were first used in 1881 in Switzerland.


          


          Occurrence


          The bulk of the nickel mined comes from two types of ore deposits. The first are laterites where the principal ore minerals are nickeliferous limonite: (Fe, Ni)O(OH) and garnierite (a hydrous nickel silicate): (Ni, Mg)3Si2O5(OH). The second are magmatic sulfide deposits where the principal ore mineral is pentlandite: (Ni, Fe)9S8.


          
            	see Ore genesis, Category:Nickel minerals

          


          In terms of supply, the Sudbury region of Ontario, Canada, produces about 30 percent of the world's supply of nickel. The Sudbury Basin deposit is theorized to have been created by a massive meteorite impact event early in the geologic history of Earth. Russia contains about 40% of the world's known resources at the massive Norilsk deposit in Siberia. The Russian mining company MMC Norilsk Nickel mines this for the world market, as well as the associated palladium. Other major deposits of nickel are found in New Caledonia, Australia, Cuba, and Indonesia. The deposits in tropical areas are typically laterites which are produced by the intense weathering of ultramafic igneous rocks and the resulting secondary concentration of nickel bearing oxide and silicate minerals. A recent development has been the exploitation of a deposit in western Turkey, especially convenient for European smelters, steelmakers and factories. The one locality in the United States where nickel is commercially mined is Riddle, Oregon, where several square miles of nickel-bearing garnierite surface deposits are located.


          Based on geophysical evidence, most of the nickel on Earth is postulated to be concentrated in the Earth's core.


          


          Applications


          Nickel is used in many industrial and consumer products, including stainless steel, magnets, coinage, and special alloys. It is also used for plating and as a green tint in glass. Nickel is pre-eminently an alloy metal, and its chief use is in the nickel steels and nickel cast irons, of which there are innumerable varieties. It is also widely used for many other alloys, such as nickel brasses and bronzes, and alloys with copper, chromium, aluminium, lead, cobalt, silver, and gold.


          Nickel consumption can be summarized as: nickel steels (60%), nickel-copper alloys and nickel silver (14%), malleable nickel, nickel clad, Inconel and other Superalloys (9%), plating (6%), nickel cast irons (3%), heat and electric resistance alloys, such as Nichrome (3%), nickel brasses and bronzes (2%), others (3%).


          In the laboratory, nickel is frequently used as a catalyst for hydrogenation, most often using Raney nickel, a finely divided form of the metal.


          


          Extraction and purification
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          Nickel can be recovered using extractive metallurgy. Most sulfide ores have traditionally been processed using pyrometallurgical techniques to produce a matte for further refining. Recent advances in hydrometallurgy have resulted in recent nickel processing operations being developed using these processes. Most sulfide deposits have traditionally been processed by concentration through a froth flotation process followed by pyrometallurgical extraction. Recent advances in hydrometallurgical processing of sulfides has led to some recent projects being built around this technology.


          Nickel is extracted from its ores by conventional roasting and reduction processes which yield a metal of >75% purity. Final purification of nickel oxides is performed via the Mond process, which upgrades the nickel concentrate to >99.99% purity. This process was patented by L. Mond and was used in South Wales in the 20th century. Nickel is reacted with carbon monoxide at around 50 C to form volatile nickel carbonyl. Any impurities remain solid. The nickel carbonyl gas is passed into a large chamber at high temperatures in which tens of thousands of nickel spheres are maintained in constant motion. The nickel carbonyl decomposes depositing pure nickel onto the nickel spheres (known as pellets). Alternatively, the nickel carbonyl may be decomposed in a smaller chamber at 230 degrees Celsius to create fine powders. The resultant carbon monoxide is re-circulated through the process. The highly pure nickel produced by this process is known as carbonyl nickel. A second common form of refining involves the leaching of the metal matte followed by the electro-winning of the nickel from solution by plating it onto a cathode. In many stainless steel applications, the nickel can be taken directly in the 75% purity form, depending on the presence of any impurities.


          Nickel sulfide ores undergo flotation (differential flotation if Ni/Fe ratio is too low) and then get smelted. Smelting a nickel sulfide flotation concentrate requires a MgO level of <6% otherwise the temperature at which the smelting will be run at will be too high and lead to higher operating costs. After producing the nickel matte, further processing is done via the Sherrit-Gowden process. First copper is removed by adding hydrogen sulfide, leaving a concentrate of only cobalt and nickel. Solvent extration then efficiently separates the cobalt and nickel, with the final nickel concentrate >99%.


          In 2005, Russia was the largest producer of nickel with about one-fifth world share closely followed by Canada, Australia and Indonesia, as reported by the British Geological Survey.


          


          Compounds


          
            	Kamacite is a naturally occurring alloy of iron and nickel, usually in the proportion of 90:10 to 95:5 although impurities such as cobalt or carbon may be present. Kamacite occurs in nickel-iron meteorites.

          


          


          Isotopes


          Naturally occurring nickel is composed of 5 stable isotopes; 58Ni, 60Ni, 61Ni, 62Ni and 64Ni with 58Ni being the most abundant (68.077% natural abundance). 18 radioisotopes have been characterised with the most stable being 59Ni with a half-life of 76,000 years, 63Ni with a half-life of 100.1 years, and 56Ni with a half-life of 6.077 days. All of the remaining radioactive isotopes have half-lives that are less than 60 hours and the majority of these have half-lives that are less than 30 seconds. This element also has 1 meta state.


          Nickel-56 is produced in large quantities in type Ia supernovae and the shape of the light curve of these supernovae corresponds to the decay via beta radiation of nickel-56 to cobalt-56 and then to iron-56.


          Nickel-59 is a long-lived cosmogenic radionuclide with a half-life of 76,000 years. 59Ni has found many applications in isotope geology. 59Ni has been used to date the terrestrial age of meteorites and to determine abundances of extraterrestrial dust in ice and sediment.


          Nickel-60 is the daughter product of the extinct radionuclide 60Fe (half-life = 1.5 Myr). Because the extinct radionuclide 60Fe had such a long half-life, its persistence in materials in the solar system at high enough concentrations may have generated observable variations in the isotopic composition of 60Ni. Therefore, the abundance of 60Ni present in extraterrestrial material may provide insight into the origin of the solar system and its early history.


          Nickel-62 has the highest binding energy per nucleon of any isotope for any element (8.7946 Mev/nucleon). Isotopes heavier than 62Ni cannot be formed by nuclear fusion without losing energy.


          Nickel-48, discovered in 1999, is the most proton-rich heavy element isotope known . With 28 protons and 20 neutrons 48Ni is " doubly magic" (like 208Pb) and therefore unusually stable .


          The isotopes of nickel range in atomic weight from 48 u (48-Ni) to 78 u (78-Ni). Nickel-78's half-life was recently measured to be 110 milliseconds and is believed to be an important isotope involved in supernova nucleosynthesis of elements heavier than iron.


          


          Biological role


          Nickel plays numerous roles in the biology of microorganisms and plants, though they were not recognized until the 1970s. In fact urease (an enzyme which assists in the hydrolysis of urea) contains nickel. The NiFe- hydrogenases contain nickel in addition to iron-sulfur clusters. Such [NiFe]-hydrogenases characteristically oxidise H2. A nickel-tetrapyrrole coenzyme, F430, is present in the methyl coenzyme M reductase which powers methanogenic archaea. One of the carbon monoxide dehydrogenase enzymes consists of an Fe-Ni-S cluster. Other nickel-containing enzymes include a class of superoxide dismutase and a glyoxalase.


          


          Precautions


          Exposure to nickel metal and soluble compounds should not exceed 0.05mg/cm in nickel equivalents per 40-hour work week. Nickel sulfide fume and dust is believed to be carcinogenic, and various other nickel compounds may be as well. Nickel carbonyl, [Ni(CO)4], is an extremely toxic gas. The toxicity of metal carbonyls is a function of both the toxicity of a metal as well as the carbonyl's ability to give off highly toxic carbon monoxide gas, and this one is no exception. It is explosive in air.


          Sensitized individuals may show an allergy to nickel affecting their skin, also known as dermatitis. Nickel is an important cause of contact allergy, partly due to its use in jewelry intended for pierced ears. The amount of nickel which is allowed in products which come into contact with human skin is regulated by the European Union. In 2002 researchers found amounts of nickel being emitted by 1 and 2 Euro coins far in excess of those standards. This is believed to be due to a galvanic reaction.


          


          Metal Value


          As of April 5, 2007 nickel was trading at 52,300 $US/ mt (52.30 $US/kg, 23.51 $US/lb or 1.47 $US/oz), . Interestingly, the US nickel coin contains 0.04 oz (1.25 g) of nickel, which at this new price is worth 6.5 cents, along with 3.75 grams of copper worth about 3 cents, making the metal value over 9 cents. Since a nickel is worth 5 cents, this made it an attractive target for melting by people wanting to sell the metals at a profit. However, the United States Mint, in anticipation of this practice, implemented new interim rules on December 14, 2006, subject to public comment for 30 days, which criminalize the melting and export of cents and nickels. Violators can be punished with a fine of up to US$10,000 and/or imprisoned for a maximum of five years.


          At current use rates, the supply of nickel is predicted to run out in 90 years.
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          The Nicobar Long-tailed Macaque (Macaca fascicularis umbrosa, popularly known as the Nicobar Monkey) is a subspecies of the Crab-eating Macaque (M. fascicularis), endemic to the Nicobar Islands in the Bay of Bengal. This primate is found on three of the Nicobar Islands  Great Nicobar, Little Nicobar and Katchal Island, in biome regions consisting of Tropical and subtropical moist broadleaf forests.


          


          Habitat


          Their preferred habitat includes mangroves, other coastal forests and riverine environments, however they are also found in inland forests at altitudes of up to 600 m above mean sea level The highest point in the Nicobars, Mount Thullier on Great Nicobar, is some 642 m high. In particular, areas of forest with trees of sp. Pandanus are favoured. Bands of these macaques living in coastal zones tend towards a more terrestrial existence and spend less time living in the trees than do the more arboreal populations of the inland forest zones. Each band has a favoured territory, preferentially close to a water source, over which they roam; this territory measures some 1.25 km on average.


          


          Morphology


          Nicobar Long-tailed Macaques have brownish to grey fur, with lighter colouration on their undersides. Their faces are a pinkish-brown, with white colour spots on their eyelids. Infants are born with a dark natal coating, which lightens as they reach maturity, which occurs at about one year of age. The gestational period is five-and-a-half months. Adult males are roughly one-and-a-half times larger than the females, and can measure up to 64 cm (approx. 2 ft) in height, and weigh up to 8 kg. The males also have larger canine teeth than the females. Their prehensile tails are longer than their head-to-rump height. Like other macaques they possess cheek pouches in which they can store food temporarily, and transport it away from the foraging site to be eaten in shelter and safety. In captivity they can have a lifespan of up to approximately thirty years, however in the wild this is much shorter.


          


          Behaviour


          They are frugivores, with their principal diet consisting of fruits and nuts; however in common with other Crab-eating Macaques they turn to other sources of food when the preferred fruits are out of season; typically in the dry and early rainy tropical seasons. This alternate diet includes young leaves, insects, flowers, seeds, and bark; they are also known to eat small crabs, frogs and other creatures taken from the shorelines and mangroves when foraging in these environments. Macaque populations which live in areas close to human settlements and farms frequently raid the croplands for food, and have even entered dwellings in search of sustenance if not actively discouraged by human presence.


          Like all primates, they are social animals, and spend a good deal of time interacting and grooming together. They typically forage for food in the morning, resting in groups during the midday hours and then a subsequent period of foraging in the early evening before returning to designated roosting trees to sleep for the night.


          These animals move quadrupedally on the ground as well as in the canopy, and they are capable of leaping distances of up to 5 m from tree to tree. They are also proficient swimmers.


          


          Distribution
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          A 2003 study identified some 788 groups of this subspecies in the wild across the three islands, in group sizes averaging 36 individuals, although groups of up to 56 were recorded. The groups are comprised of multiple adult males and females, together with their immature offspring. Adult females in a group outnumbered the adult males by a general ratio of 4:1, with the ratio of immature young macaques to adult females being near-equal, indicative of a healthy population replenishment.


          Apart from these populations in the wild, only a single group (as of 2002) of some 17 individuals is held in an Indian zoo for captivity breeding and research purposes.


          Populations of this subspecies are particularly noted in the Great Nicobar Biosphere Reserve, and its two constituent National parks of India, Campbell Bay National Park and Galathea National Park. Although these regions are protected areas, and the animal is classified as a Schedule I animal under India's 1972 Wildlife (Protection) Act, the increasing encroachment of settlements and farmlands in adjoining areas of the southeastern part of the island has led to some problems with the local inhabitants. Bands of Nicobar Long-tailed Macaques have been reported as damaging the settlers' crops, and a few macaques have been illegally killed. In particular, they are sometimes hunted or trapped to protect coconut plantations.


          Crab-eating Macaques on Great Nicobar have long been hunted for subsistence by the indigenous Shompen peoples of Great Nicobar, although they do not form a substantial part of their diet.


          As with other primates whose habitats overlap with or are encroached upon by human settlement activities, there is some risk of zoonotic disease transference to individuals who come into close contact with them. One 1984 study has identified their susceptibility to malarial parasites.


          


          Conservation status


          Their conservation status as documented by the IUCN Red List is listed as Near Threatened, having been amended in 2004 from the taxon's previous status as Data Deficient following some more extensive studies. This reflects the likely increase in disturbances to their habitat caused by human activities, in particular on the island of Katchal. The Wildlife Institute of India however registered their status in 2002 as Critically Endangered, reflecting also their concerns that conservation efforts with regards to a defined captive breeding programme were deficient.
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          Nicolaus Copernicus ( February 19, 1473  May 24, 1543) was the first astronomer to formulate a scientifically based heliocentric cosmology that displaced the Earth from the centre of the universe. His epochal book, De revolutionibus orbium coelestium (On the Revolutions of the Celestial Spheres), is often regarded as the starting point of modern astronomy and the defining epiphany that began the Scientific Revolution.


          Although Greek, Indian and Muslim savants had published heliocentric hypotheses centuries before Copernicus, his publication of a scientific theory of heliocentrism, demonstrating that the motions of celestial objects can be explained without putting the Earth at rest in the centre of the universe, stimulated further scientific investigations and became a landmark in the history of modern science that is known as the Copernican Revolution.


          Among the great polymaths of the Renaissance, Copernicus was a mathematician, astronomer, physician, classical scholar, translator, Catholic cleric, jurist, governor, military leader, diplomat and economist. Among his many responsibilities, astronomy figured as little more than an avocation  yet it was in that field that he made his mark upon the world.


          


          Life


          


          Family
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          Nicolaus Copernicus was born on February 19, 1473, in a house on St. Anne's Street (now Copernicus Street) in the city of Toruń (Thorn). Toruń, situated on the Vistula River, was a city in Royal Prussia, an autonomous region of the Kingdom of Poland. Nicolaus was named after his father, who about 1458 had moved from Krakw. The father was a wealthy copper trader who had become a respected citizen of that city. Nicolaus' mother, Barbara Watzenrode (died after 1495), had been born into a wealthy merchant family that was part of the patrician class in Toruń.


          Nicolaus's father died between 1483 and 1485. After that, his maternal uncle, Lucas Watzenrode the Younger (14471512), a church canon who would later become Prince-Bishop governor of the Archbishopric of Warmia, took young Nicolaus under his protection and saw to his education and future career. Nicolaus was the youngest of four children. His brother Andreas became an Augustinian canon at Frombork (Frauenburg). His sister Barbara (named after her mother) became a Benedictine nun. His sister Katharina married Barthel Gertner, a businessman and city councilor.
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          Name


          Numerous variants of Copernicus's name are documented. Until the mid-1530s, he mostly signed himself Coppernic. Afterward, he followed the academic custom of his time and adopted a Latinized version of his name. Thus, on the title page of his epochal book, Nicolai Copernici Torinensis De Revolutionibus Orbium Coelestium Libri VI, the astronomer's name appears as Nicolaus Copernicus.


          In 1776, Johann Gottfried Herder introduced the spelling Nikolaus Kopernikus, which replaced each c with k and changed pp to p. This spelling became popular in German writings, although scholars argued for Coppernicus. The Polish rendering is Mikołaj Kopernik; the surname means "one who works with copper".


          


          Education
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          In 1491 Copernicus enrolled at the Krakw Academy (now Jagiellonian University), where he probably first encountered astronomy with Professor Albert Brudzewski. Astronomy soon fascinated him, and he began collecting a large library on the subject. Copernicus's library would later be carried off as war booty by the Swedes during "the Deluge" and is now at the Uppsala University Library.


          After four years in Krakw, followed by a brief stay back home in Toruń, Copernicus went to study law and medicine at the universities of Bologna and Padua. Copernicus's uncle, Lucas Watzenrode the Younger, financed his education and hoped that Copernicus too would become a bishop. Copernicus, however, while studying canon and civil law at Bologna, met the famous astronomer, Domenico Maria Novara da Ferrara. Copernicus attended Novara's lectures and became his disciple and assistant. The first observations that Copernicus made in 1497, together with Novara, are recorded in Copernicus's epochal book, De revolutionibus orbium coelestium.
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          In 1497 Copernicus's uncle was ordained Bishop of Warmia, and Copernicus was named a canon at Frombork Cathedral. But Copernicus remained in Italy, where he attended the great Jubilee of 1500. He also went to Rome, where he observed a lunar eclipse and gave some lectures in astronomy and mathematics.


          In 1501 Copernicus returned to Frombork. As soon as he arrived, he obtained permission to complete his studies in Padua, where he studied medicine (with Guarico and Fracastoro), and at Ferrara, where in 1503 he received his doctorate in canon law. One of the topics Copernicus must have studied at that time was astrology, since it was then considered to be an important part of a medical education. However, unlike most other prominent renaissance astronomers, he appears to have never practiced it, or expressed any subsequent interest in it. It has also been surmised that it was in Padua that he encountered passages from Cicero and Plato about opinions of the ancients on the movement of the Earth, and formed the first intuition of his own future theory. In 1504 Copernicus began collecting observations and ideas pertinent to his theory.


          


          Work


          In 1503 Copernicus returned to Polish Prussia, to the Prince-Bishopric of Warmia, where he resided the rest of his life. From 1503 until 1510 he had the position of secretary to his maternal uncle Lucas Watzenrode, Bishop of Warmia, and until 1510 resided in the Bishop's castle at Lidzbark (Heilsberg). It is there that he started work on his heliocentric view of the heavens


          In 1510 he moved to Frombork (Frauenburg), a town in the north and downstream of Toruń on the Vistula Lagoon. The Bishopric of Warmia, within Royal Prussia, though subject to the Polish crown, enjoyed substantial autonomy, with its own diet, army, monetary unit (the same as in the other parts of Prussia) and treasury. Some time before his return to Warmia, he received a position at the Collegiate Church of the Holy Cross in Wrocław (Breslau), Silesia, Bohemia, which he held for many years and only resigned for health reasons shortly before his death. Copernicus remained for the rest of his life a burgher of Warmia ( Bishopric of Warmia). During the Protestant Reformation he remained a loyal subject of the Catholic Prince-Bishops and the Catholic Polish King. Throughout his life he performed astronomical observations and calculations, but only as time permitted, and never in a professional capacity.
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          Copernicus oversaw the defense of the castle of Olsztyn (Allenstein) at the head of Royal Polish forces when the town was besieged by the Teutonic Knights during the Polish-Teutonic War (15191521). He also participated in the peace negotiations.


          Copernicus worked for years with the Royal Prussian diet, and with Duke Albert of Prussia, and advised Poland's King Sigismund I the Old on monetary reform. Holding the office of canon, he traveled extensively on government business and as a diplomat on behalf of the Prince-Bishop of Warmia. He participated in the discussions in the East Prussian diet about coin reform in the Prussian countries. One issue of concern to participants of the Diet was who had the right to mint coins. The task required much diplomacy, but proved to be a success. Some of the difficulties came about because of the political upheavals occurring in Prussia at the time, such as the establishment of the Duchy of Prussia as a Protestant state in 1525. Copernicus translated the coin reform treatise into Latin for external use. In 1530 an agreement with Duke Albert was negotiated at Elbląg (Elbing).


          In 1526 Copernicus wrote a study on the value of money, Monetae cudendae ratio. In it, Copernicus formulated an early iteration of the theory, now called " Gresham's Law," that "bad" ( debased) coinage drives "good" (un-debased) coinage out of circulation, 70 years before Gresham. He also formulated a version of quantity theory of money.


          Two years before Copernicus's death, Duke Albert urgently summoned him to Knigsberg to treat one of his counsellors, who was dangerously ill. The patient recovered within a month or so, and Copernicus then returned to Frombork.


          In 1551, under Duke Albert's patronage, Erasmus Reinhold published the Prutenic Tables, a set of astronomical tables based on Copernicus's work, which astronomers and astrologers quickly adopted in place of those which they had superseded.


          


          Heliocentrism


          In 1514 Copernicus made available to friends his Commentariolus (Little Commentary), a six page hand-written text describing his ideas about the heliocentric hypothesis. It contained seven basic assumptions. Thereafter he continued gathering data for a more detailed work.
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          In 1533, Johann Albrecht Widmannstetter delivered in Rome a series of lectures outlining Copernicus's theory. The lectures were heard with interest by Pope Clement VII and several Catholic cardinals.


          On 1 November 1536, Archbishop of Capua Nicholas Schnberg wrote a letter to Copernicus from Rome:


          
            
              Some years ago word reached me concerning your proficiency, of which everybody constantly spoke. At that time I began to have a very high regard for you... For I had learned that you had not merely mastered the discoveries of the ancient astronomers uncommonly well but had also formulated a new cosmology. In it you maintain that the earth moves; that the sun occupies the lowest, and thus the central, place in the universe... Therefore with the utmost earnestness I entreat you, most learned sir, unless I inconvenience you, to communicate this discovery of yours to scholars, and at the earliest possible moment to send me your writings on the sphere of the universe together with the tables and whatever else you have that is relevant to this subject ...

            

          


          By then Copernicus's work was nearing its definitive form, and rumors about his theory had reached educated people all over Europe. Despite urgings from many quarters, Copernicus delayed with the publication of his book, perhaps from fear of criticism  a fear delicately expressed in the subsequent Dedication of his masterpiece to Pope Paul III. Scholars disagree on whether Copernicus's concern was limited to physical and philosophical objections from other natural philosophers, or whether he was also concerned about religious objections from theologians.


          


          The book
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          Copernicus was still working on De revolutionibus orbium coelestium (even if not convinced that he wanted to publish it) when in 1539 Georg Joachim Rheticus, a Wittenberg mathematician, arrived in Frombork. Philipp Melanchthon had arranged for Rheticus to visit several astronomers and study with them.


          Rheticus became Copernicus's pupil, staying with him for two years and writing a book, Narratio prima (First Account), outlining the essence of Copernicus's theory. In 1542 Rheticus published a treatise on trigonometry by Copernicus (later included in the second book of De revolutionibus).


          Under strong pressure from Rheticus, and having seen the favorable first general reception of his work, Copernicus finally agreed to give De revolutionibus to his close friend, Tiedemann Giese, bishop of Chełmno (Kulm), to be delivered to Rheticus for printing by Johannes Petreius at Nuremberg (Nrnberg).


          


          Death
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          Copernicus died on May 24, 1543, in Frombork. Legend has it that the first printed copy of De revolutionibus was placed in Copernicus's hands on the very day he died, allowing him to take farewell of his opus vitae (life's work). He is reputed to have woken from a stroke-induced coma, looked at his book, and died peacefully.


          Copernicus was reportedly buried in the Cathedral of Frauenburg where archeologists had long searched in vain for his remains. In August 2005, a team of archeologists led by Jerzy Gąssowski, head of an archaeology and anthropology institute in Pułtusk, discovered what they believe to be Copernicus's grave and remains, after scanning beneath the floor of the Cathedral. The find came after a year of searching, and the discovery was announced only after further research, on November 3. Gąssowski said he was "almost 100 percent sure it is Copernicus". Forensic expert Capt. Dariusz Zajdel of the Central Forensic Laboratory of the Polish Police used the skull to reconstruct a face that closely resembled the features  including a broken nose and a scar above the left eye  on a Copernicus self-portrait. The expert also determined that the skull had belonged to a man who had died about age 70  Copernicus's age at the time of his death. The grave was in poor condition, and not all the remains were found. The archeologists hoped to find deceased relatives of Copernicus in order to attempt DNA identification.


          


          Copernican system


          


          Predecessors


          Early traces of a heliocentric model are found in several anonymous Vedic Sanskrit texts composed in ancient India before the 7th century BCE. Additionally, in the sixth century the Indian astronomer and mathematician Aryabhata anticipated elements of Copernicus's work, although he did not maintain heliocentrism.


          Aristarchus of Samos in the 3rd century BCE elaborated some theories of Heraclides Ponticus (the daily rotation of the Earth on its axis, the revolution of Venus and Mercury around the Sun) to propose what was the first scientific model of a heliocentric solar system: the Earth and all other planets revolving around the Sun, the Earth rotating around its axis daily, the Moon in turn revolving around the Earth once a month. His heliocentric work has not survived, so we can only speculate about what led him to his conclusions. It is notable that, according to Plutarch, a contemporary of Aristarchus accused him of impiety for "putting the Earth in motion".


          Copernicus cited Aristarchus and Philolaus in a surviving early manuscript of his book, stating: "Philolaus believed in the mobility of the earth, and some even say that Aristarchus of Samos was of that opinion." For reasons unknown (possibly from reluctance to quote pre-Christian sources), he did not include this passage in the published book. It has been argued that in developing the mathematics of heliocentrism Copernicus drew on not just the Greek, but also the work of Muslim astronomers, especially the works of Nasir al-Din Tusi ( Tusi-couple), Mo'ayyeduddin Urdi (Urdi lemma) and Ibn al-Shatir. In his major work, Copernicus also discussed the theories of Ibn Battuta and Averroes.


          


          Ptolemy
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          The prevailing theory in Europe as Copernicus was writing was that created by Ptolemy in his Almagest, dating from about A.D. 150. The Ptolemaic system drew on many previous theories that viewed Earth as a stationary centre of the universe. Stars were embedded in a large outer sphere which rotated relatively rapidly, while the planets dwelt in smaller spheres between  a separate one for each planet.


          


          Copernicus


          Copernicus's major theory was published in the book, De revolutionibus orbium coelestium (On the Revolutions of the Celestial Spheres), in the year of his death, 1543, though he had arrived at his theory several decades earlier.


          In his Commentariolus Copernicus had summarized his system with the following list of seven assumptions:


          
            
              
                	There is no one centre of all the celestial circles or spheres.


                	The center of the earth is not the centre of the universe, but only of gravity and of the lunar sphere.


                	All the spheres revolve about the sun as their mid-point, and therefore the sun is the centre of the universe.


                	The ratio of the earth's distance from the sun to the height of the firmament is so much smaller than the ratio of the earth's radius to its distance from the sun that the distance from the earth to the sun is imperceptible in comparison with the height of the firmament.


                	Whatever motion appears in the firmament arises not from any motion of the firmament, but from the earth's motion. The earth together with its circumjacent elements performs a complete rotation on its fixed poles in a daily motion, while the firmament and highest heaven abide unchanged.


                	What appear to us as motions of the sun arise not from its motion but from the motion of the earth and our sphere, with which we revolve about the sun like any other planet. The earth has, then, more than one motion.


                	The apparent retrograde and direct motion of the planets arises not from their motion but from the earth's. The motion of the earth alone, therefore, suffices to explain so many apparent inequalities in the heavens.

              

            

          


          De revolutionibus itself was divided into six books:


          
            	General vision of the heliocentric theory, and a summarized exposition of his idea of the World


            	Mainly theoretical, presents the principles of spherical astronomy and a list of stars (as a basis for the arguments developed in the subsequent books)


            	Mainly dedicated to the apparent motions of the Sun and to related phenomena


            	Description of the Moon and its orbital motions


            	Concrete exposition of the new system


            	Concrete exposition of the new system

          


          


          Copernicanism
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          At original publication, Copernicus's epoch-making book caused only mild controversy, and provoked no fierce sermons about contradicting Holy Scripture. It was only three years later, in 1546, that a Dominican, Giovanni Maria Tolosani, denounced the theory in an appendix to a work defending the absolute truth of Scripture. He also noted that the Master of the Sacred Palace (i.e., the Catholic Church's chief censor), Bartolomeo Spina, a friend and fellow Dominican, had planned to condemn De revolutionibus but had been prevented from doing so by his illness and death.


          Arthur Koestler, in his popular book The Sleepwalkers, asserted that Copernicus's book had not been widely read on its first publication. This claim was trenchantly criticised by Edward Rosen, and has been decisively disproved by Owen Gingerich, who examined every surviving copy of the first two editions and found copious marginal notes by their owners throughout many of them. Gingerich published his conclusions in 2004 in the ironically-titled The Book Nobody Read.


          It has been much debated why it was not until six decades after Spina and Tolosani's attacks on Copernicus's work that the Catholic Church took any official action against it. Proposed reasons have included the personality of Galileo Galilei and the availability of evidence such as telescope observations.
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              Galileo Galilei
            

          


          In March 1616, in connection with the Galileo affair, the Roman Catholic Church's Congregation of the Index issued a decree suspending De revolutionibus until it could be "corrected," on the grounds that the supposedly Pythagorean doctrine that the Earth moves and the Sun doesn't was "false and altogether opposed to Holy Scripture." The same decree also prohibited any work that defended the mobility of the Earth or the immobility of the Sun, or that attempted to reconcile these assertions with Scripture.


          On the orders of Pope Paul V, Cardinal Robert Bellarmine gave Galileo prior notice that the decree was about to be issued, and warned him that he could not "hold or defend" the Copernican doctrine. The corrections to De revolutionibus, which omitted or altered nine sentences, were issued four years later, in 1620.


          In 1633 Galileo Galilei was convicted of grave suspicion of heresy for "following the position of Copernicus, which is contrary to the true sense and authority of Holy Scripture," and was placed under house arrest for the rest of his life.


          Galileo had gotten off lightly. Another Copernican, Giordano Bruno, had been prosecuted in Rome by the same Cardinal Bellarmine and on February 17, 1600, burned at the stake as a heretic primarily for his theologic views and not necessarily his scientific ones.


          The Catholic Church's 1758 Index of Prohibited Books omitted the general prohibition of works defending heliocentrism, but retained the specific prohibitions of the original uncensored versions of De revolutionibus and Galileo's Dialogue Concerning the Two Chief World Systems. Those prohibitions were finally dropped from the 1835 Index.


          It has been asserted that medieval scholars had known that the Earth was a sphere and that, paradoxically, it might have been Copernicus's criticism of the early Christian author Lactantius (ca. 240  ca. 320 C.E.) in De revolutionibus that later developed into the flat-Earth myth.


          


          Nationality and ethnicity
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          Both the nationality and ethnicity of Copernicus are disputed. His father has been described by some as a Pole, and his mother was most likely of German origin. The family came originally from the Silesian village of the same name (Coprnik, Copernik, Copirnik, Copernic, Kopernic, today Koperniki) near Nysa. In the 14th century, members of the family had begun moving to Silesian and later to Polish cities: Krakw (1367) and Toruń (1400), and also to Lviv (1439then the Polish city, Lww). The astronomer's father (probably the son of Jan) came from the Krakw line. He appears in records for the first time in 1448 as a well-to-do merchant who dealt in copper with Gdańsk. In the early period of the Pomeranian cities' struggle for independence from the Teutonic Order, in August 1454, he mediated financial negotiations between Cardinal Zbigniew Oleśnicki and the great Prussian cities regarding repayment of a loan for the Polish-Teutonic war. About 1458 the future astronomer's father moved from Poland's capital, Krakw, to Toruń, where a few years later (before 1464) he married Barbara, daughter of a wealthy Toruń patrician and city councillor, Lucas Watzenrode the elder (died 1462).


          
            [image: Copernicus bust at United Nations, New York]
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          The Watzenrodes had likewise come from Silesia, from the Świdnica (Schwednitz) region, and had settled in Toruń after 1360. The astronomer's grandfather Watzenrode was a decided opponent of the Teutonic Order. In 1453 he was the delegate from Toruń at the Grudziądz conference that planned the anti-Teutonic-Order uprising, and during the Thirteen Years' War he actively supported the struggle of the Prussian cities not only with substantial monetary subsidies but with political activity in Toruń and Gdańsk as well as with his own personal participation in battles at Łaszyn and Malbork. He died in 1462, leaving three children: Lucas (14471512), future Bishop of Warmia and the astronomer's patron, and two daughters: Barbara, the astronomer's mother (died after 1495), and Christina (died before 1502), who in 1459 married the merchant and Toruń mayor, Tiedeman von Allen. Through the Watzenrodes' extensive family relationships by marriage, the future astronomer was related both to wealthy burgher families of Krakw, Toruń, Gdańsk and Elbląg and to prominent noble families of Prussia: the Działyński, Kościelicki and Konopacki families.


          It remains a matter of dispute whether a "nationality" should be ascribed to Nicolaus Copernicus retrospectively and, if so, whether he should be considered German or Polish. Already in the 123-year period when no Polish state existed (see History of Poland, 17951918), the matter was debated in German writings; nevertheless, the 1875 Allgemeine Deutsche Biographie acknowledged the Polish aspects of Copernicus's life. Current German sources call the controversy, as reflected in the older literature, superfluous and shameful.
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          Encyclopdia Britannica, Encyclopedia Americana, and the Microsoft Encarta Online Encyclopedia identify Copernicus as Polish.


          Copernicus was born, grew up, and spent most of his life in Royal Prussia and therefore was a subject of the Crown of the Polish Kingdom. It is possible, therefore, that Copernicus's early years were spent in a "German" environment, while his later years were passed in a more "Polish" milieu, or to quote the Stanford Encyclopedia of Philosophy, "Thus the child of a German family was a subject of the Polish crown." However, in his time "nationality" had yet to play as important a role as it would later, and people generally did not think of themselves primarily as Polish or German..


          Nevertheless, some have preferred to assign a single nationality to Copernicus. Nazi Germany claimed Copernicus to have been purely German, while Poland has always promoted him as purely Polish.


          Even today, some Germans and Poles continue to regard him as having been exclusively one of their own. Poland has issued coins and a banknote bearing Copernicus's portrait.
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              	Niels Henrik David Bohr
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              	Born

              	7 October 1885(1885-10-07)

              Copenhagen, Denmark
            


            
              	Died

              	November 18, 1962 (aged77)

              Copenhagen, Denmark

            


            
              	Nationality

              	Denmark
            


            
              	Fields

              	Physics
            


            
              	Institutions

              	University of Copenhagen

              University of Manchester
            


            
              	Alma mater

              	University of Cambridge

              University of Copenhagen
            


            
              	Doctoral advisor

              	Christian Christiansen

              Ernest Rutherford
            


            
              	Doctoral students

              	Hendrik Anthony Kramers
            


            
              	Knownfor

              	Copenhagen interpretation

              Complementarity

              Bohr model

              Bohr effect

              Sommerfeld-Bohr theory

              BKS theory

              Bohr-Einstein debates
            


            
              	Influenced

              	Max Delbrck

              Werner Heisenberg

              Lise Meitner
            


            
              	Notable awards

              	Nobel Prize in Physics (1922)
            


            
              	
                
                  Notes

                  Harald Bohr is his younger brother, and Aage Bohr is his son.
                

              
            

          


          Niels Henrik David Bohr (pronounced [nels ˈb̥oɐ̯ˀ] in Danish; October 7, 1885  November 18, 1962) was a Danish physicist who made fundamental contributions to understanding atomic structure and quantum mechanics, for which he received the Nobel Prize in Physics in 1922. Bohr mentored and collaborated with many of the top physicists of the century at his institute in Copenhagen. He was also part of the team of physicists working on the Manhattan Project. Bohr married Margrethe Nrlund in 1912, and one of their sons, Aage Niels Bohr, grew up to be an important physicist who, like his father, received the Nobel prize, in 1975. Bohr has been described as one of the most influential physicists of the 20th century.


          


          Biography


          


          Early life


          Niels Henrik David Bohr was born in Copenhagen, Denmark in 1885. His father, Christian Bohr, a devout Lutheran, was professor of physiology at the University of Copenhagen (it is his name which is given to the Bohr shift), while his mother, Ellen Adler Bohr, came from a wealthy Jewish family prominent in Danish banking and parliamentary circles. His brother was Harald Bohr, a mathematician and Olympic soccer player who played on the Danish national team. Niels Bohr was a passionate soccer player as well, and the two brothers played a number of matches for Akademisk Boldklub.


          Bohr studied as an undergraduate, graduate and, under Christian Christiansen, as a doctoral student at Copenhagen University, receiving his doctorate in 1911. As a post-doctoral student, Bohr first conducted experiments under J. J. Thomson at Trinity College, Cambridge. He then went on to study under Ernest Rutherford at the University of Manchester in England. On the basis of Rutherford's theories, Bohr published his model of atomic structure in 1913, introducing the theory of electrons traveling in orbits around the atom's nucleus, the chemical properties of the element being largely determined by the number of electrons in the outer orbits. Bohr also introduced the idea that an electron could drop from a higher-energy orbit to a lower one, emitting a photon (light quantum) of discrete energy. This became a basis for quantum theory.


          Niels Bohr and his wife Margrethe Nrlund had six children. Two died young, and most of the others went on to lead successful lives. One, Aage Niels Bohr, also became a very successful physicist; like his father, he won a Nobel Prize in 1975.


          


          Physics


          In 1916, Niels Bohr became a professor at the University of Copenhagen. With the assistance of the Danish government and the Carlsberg Foundation, he succeeded in founding the Institute of Theoretical Physics in 1921, of which he became its director. In 1922, Bohr was awarded the Nobel Prize in physics "for his services in the investigation of the structure of atoms and of the radiation emanating from them." Bohr's institute served as a focal point for theoretical physicists in the 1920s and '30s, and most of the world's best known theoretical physicists of that period spent some time there.
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          Bohr also conceived the principle of complementarity: that items could be separately analyzed as having several contradictory properties. For example, physicists currently conclude that light is both a wave and a stream of particles  two apparently mutually exclusive properties  on the basis of this principle. Bohr also found philosophical applications for this daringly original principle. Albert Einstein much preferred the determinism of classical physics over the probabilistic new physics of Bohr (to which Max Planck and Einstein himself had contributed). He and Bohr had good-natured arguments over the truth of this principle throughout their lives (see Bohr Einstein debate). One of Bohr's most famous students was Werner Heisenberg, a crucial figure in the development of quantum mechanics, who was also head of the German atomic bomb project.


          In 1941, during the German occupation of Denmark in World War II, Bohr was visited by Heisenberg in Copenhagen (see section below). In 1943, shortly before he was to be arrested by the German police, Bohr escaped to Sweden, and then traveled to London.


          


          Atomic research


          He worked at the top-secret Los Alamos laboratory in New Mexico, U.S., on the Manhattan Project, where, according to Richard Feynman, he was known by the assumed name of Nicholas Baker for security reasons. His role in the project was important. He was seen as a knowledgeable consultant or "father confessor" on the project. He was concerned about a nuclear arms race, and is quoted as saying, "That is why I went to America. They didn't need my help in making the atom bomb."


          Bohr believed that atomic secrets should be shared by the international scientific community. After meeting with Bohr, J. Robert Oppenheimer suggested Bohr visit President Franklin D. Roosevelt to convince him that the Manhattan Project should be shared with the Russians in the hope of speeding up its results. Roosevelt suggested Bohr return to the United Kingdom to try to win British approval. Winston Churchill disagreed with the idea of openness towards the Russians to the point that he wrote in a letter: "It seems to me Bohr ought to be confined or at any rate made to see that he is very near the edge of mortal crimes."


          After the war Bohr returned to Copenhagen, advocating the peaceful use of nuclear energy. When awarded the Order of the Elephant by the Danish government, he designed his own coat of arms which featured a taijitu (symbol of yin and yang) and the Latin motto contraria sunt complementa: opposites are complementary. He died in Copenhagen in 1962. He is buried in the Assistens Kirkegrd in the Nrrebro section of Copenhagen.


          


          Contributions to physics


          
            	Bohr's model


            	The theory that electrons travel in discrete orbits around the atom's nucleus, with the chemical properties of an element being largely determined by the number of electrons in its outer orbit.


            	The idea that an electron could in fact drop from a higher-energy orbit to a lower one, emitting a photon (light quantum) of discrete energy (this became the basis for the quantum theory).


            	Identified the isotope of uranium that was responsible for slow-neutron fission - U235.


            	Much work on the Copenhagen interpretation of quantum mechanics.


            	The principle of complementarity: that items could be separately analyzed as having several contradictory properties.

          


          


          Kierkegaard's influence on Bohr


          It is generally accepted that Bohr read the 19th century Danish philosopher Sren Kierkegaard. Richard Rhodes argues in The Making of the Atomic Bomb that Bohr was influenced by Kierkegaard via the philosopher Harald Hffding, who was strongly influenced by Kierkegaard and who was an old friend of Bohr's father. In 1909, Bohr sent his brother Kierkegaard's Stages on Life's Way as a birthday gift. In the enclosed letter, Bohr wrote, "It is the only thing I have to send home; but I do not believe that it would be very easy to find anything better.... I even think it is one of the most delightful things I have ever read." Bohr enjoyed Kierkegaard's language and literary style, but mentioned that he had some "disagreement with [Kierkegaard's ideas]."


          Given this, there has been some dispute over whether Kierkegaard influenced Bohr's philosophy and science. David Favrholdt argues that Kierkegaard had minimal influence over Bohr's work; taking Bohr's statement about disagreeing with Kierkegaard at face value, while Jan Faye endorses the opposing point of view by arguing that one can disagree with the content of a theory while accepting its general premises and structure.


          


          Relationship with Heisenberg


          Bohr and Werner Heisenberg enjoyed a strong mentor/protg relationship up to the onset of World War II. Heisenberg had made Bohr aware of his talent during a lecture in 1922 in Gttingen. During the mid-1920s Heisenberg worked with Bohr at the institute in Copenhagen. Heisenberg, as most of Bohr's assistants, learned Danish. Heisenberg's uncertainty principle was developed during this period. Bohr's complementarity principle likewise. By the time of World War II, the relationship became strained because, among other reasons Bohr, with his partially-Jewish heritage, remained in occupied Denmark, while Heisenberg remained in Germany and became head of the German nuclear efforts. Heisenberg made a now-famous visit to Bohr in September/October 1941, and during a private moment, it seems that he began to address nuclear energy and morality as well as the war effort. Neither Bohr nor Heisenberg spoke about it in any detail to outsiders nor left written records of this part of the meeting at the time, and they were alone and outside. Bohr seems to have reacted by terminating that conversation abruptly while not giving Heisenberg any hints in any direction. While some suggest that the relationship became strained at this meeting, other evidence shows that the level of contact had been reduced considerably for some time already. One source, Heisenberg himself, suggests that the fracture occurred later. In correspondence to his wife, Heisenberg described the final visit of the trip: "Today I was once more, with Weizsaecker, at Bohr's. In many ways this was especially nice, the conversation revolved for a large part of the evening around purely human concerns, Bohr was reading aloud, I played a Mozart Sonata (A-Major)." Ivan Supek, one of Heisenberg's students and friends, claimed that the main figure of the meeting was actually Weizscker who tried to persuade Bohr to mediate for peace between Great Britain and Germany.


          


          Tube Alloys


          " Tube Alloys" was the code-name for the British nuclear weapon program. The British intelligence services inquired about Bohr's availability for work or insights of particular value. Bohr's reply made it clear that he could not help. This reply, like his reaction to Heisenberg, made sure that, if Gestapo intercepted anything attributed to Bohr it would simply point to no particularly relevant knowledge regarding nuclear energy, as it stood in 1941. This does not exclude the possibility that Bohr privately did make calculations going further than his work in 1939 with Wheeler.


          After leaving Denmark in the dramatic day and night (October 1943) when most Jews were able to escape to Sweden due to a series of very exceptional circumstances (see Rescue of the Danish Jews), Bohr was quickly asked, again, to join British efforts, and he was flown to the UK for that purpose. He was evacuated from Stockholm in 1943 in an unarmed De Havilland Mosquito bomber (carried in an improvised cabin in the bomb bay) sent by the RAF. The flight almost ended in tragedy as Bohr did not don his oxygen equipment as instructed, and passed out. He would have died had not the pilot, surmising from Bohr's lack of response to intercom communication that he had lost consciousness, descended to a lower altitude for the remainder of the flight. Bohr's comment was that he had slept like a baby for the entire flight.


          As part of the UK team on "Tube Alloys" Bohr was also included at Los Alamos. Oppenheimer credited Bohr warmly for his guiding help during certain discussions among scientists there. Discreetly, he met President Franklin D. Roosevelt and later Winston Churchill to warn against the perilous perspectives that would follow from separate development of nuclear weapons by several powers rather than some form of controlled sharing of the basic scientific knowledge, which would spread quickly in any case. Only in the 1950s, after the immense surprise that the Soviets could and did in fact develop the weapons independently, was it possible to create the International Atomic Energy Agency along the lines of Bohr's old suggestion.


          


          Speculation


          In 1957, while the author Robert Jungk was working on the book Brighter Than a Thousand Suns, Heisenberg wrote to Jungk explaining that he had visited Copenhagen to communicate to Bohr his view that scientists on either side should help prevent development of the atomic bomb, that the German attempts were entirely focused on energy production, and that Heisenberg's circle of colleagues tried to keep it that way. However, Heisenberg acknowledged that his cryptic approach of the subject had so alarmed Bohr that the discussion failed. Heisenberg nuanced his claims, though, and avoided the implication that he and his colleagues had purposely sabotaged the bomb effort. However, this nuance was lost in Jungk's original publication of the book, which strongly implied that the German atomic bomb project was rendered purposely stillborn by Heisenberg.


          When Bohr saw Jungk's erroneous depiction in the Danish translation of the book, he disagreed wholeheartedly. He drafted (but never sent) a letter to Heisenberg, stating that while Heisenberg had indeed discussed the subject of nuclear weapons in Copenhagen, Heisenberg had never alluded to the fact that he might be resisting efforts to build such weapons. Bohr dismissed the idea of any pact as an after-the-fact construction.


          Michael Frayn's play Copenhagen, which was performed in London (for five years), Copenhagen, Gothenburg, Rome, Athens (Greece), Geneva and on Broadway in New York, explores what might have happened at the 1941 meeting between Heisenberg and Bohr. Frayn points in particular to the onus of being one of the few, or the first one, to understand what it would mean in practice to create a nuclear weapon.


          


          Legacy


          


          Commemorations


          
            	In 1965, three years after Bohr's death, the Institute of Physics at the University of Copenhagen changed its name to the Niels Bohr Institute.


            	The Bohr models semicentennial was commemorated in Denmark on November 21, 1963 with a postage stamp depicting Bohr, the hydrogen atom and the formula for the difference of any two hydrogen energy levels: [image: h\nu = \epsilon_{2} - \epsilon_{1}\,].


            	Bohrium (a chemical element, atomic number 107) is named in honour of Niels Bohr.


            	Hafnium, another chemical element, whose properties were predicted by Niels Bohr, was named by him after Hafnia, Copenhagen's Latin name.


            	Asteroid 3948 Bohr is named after him.


            	The Centennial of Bohr's birth was commemorated in Denmark on October 3 1985 with a postage stamp depicting Bohr with his wife Margrethe.


            	In 1997 the Danish National Bank started circulating the danish five-hundred-kroner bill with the portrait of Niels Bohr smoking a pipe.

          


          


          Quotations


          
            	"If quantum mechanics hasn't profoundly shocked you, you haven't understood it yet."


            	"Nothing exists until it is measured."


            	"A triviality is a statement whose opposite is false. However, a great truth is a statement whose opposite may well be another great truth."


            	"Your theory is crazy, but it's not crazy enough to be true."


            	"How wonderful that we have met with a paradox. Now we have some hope of making progress!"


            	"Einstein, stop telling God what to do." Sometimes quoted including: "...with his dice."


            	Alternate version: "Don't you think caution is needed when using ordinary language to ascribe attributes to God?"


            	"The complement of truth is clearness."


            	"It is very difficult to make an accurate prediction, especially about the future." (Also attributed to Danish cartoonist Robert Storm Petersen, a.k.a. Storm P.)


            	"An expert is a person who has made all the mistakes that can be made in a very narrow field."


            	"Never talk faster than you think."


            	"There are some things so serious you have to laugh at them."


            	"It is wrong to think that the task of physics is to find out how nature is. Physics concerns what we can say about nature."
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Ranunculales

                  


                  
                    	Family:

                    	Ranunculaceae

                  


                  
                    	Genus:

                    	Nigella

                    L.
                  

                

              
            


            
              	Species
            


            
              	
                About 14, including:

                Nigella arvensis

                Nigella ciliaris

                Nigella damascena

                Nigella hispanica

                Nigella integrifolia

                Nigella nigellastrum

                Nigella orientalis

                Nigella sativa

              
            

          


          Nigella is a genus of about 14 species of annual plants in the family Ranunculaceae, native to southern Europe, north Africa and southwest Asia. Common names applied to members of this genus are Devil-in-a-bush or Love in the mist.


          The species grow to 20-90 cm tall, with finely divided leaves, the leaf segments narrowly linear to threadlike. The flowers are white, yellow, pink, pale blue or pale purple, with 5-10 petals. The fruit is a capsule composed of several united follicles, each containing numerous seeds; in some species (e.g. Nigella damascena), the capsule is large and inflated. Spread some in your yard, and it will reseed itself every year.


          


          Uses


          


          Culinary
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          The seeds of N. sativa, known as kalonji, black cumin (though this can also refer to Bunium persicum) or just nigella, are used as a spice in Indian and Middle Eastern cuisine. The dry roasted nigella seeds flavor curries, vegetables and pulses. The black seeds taste like oregano and have a bitterness to them like mustard-seeds. Most people use it as a "pepper" in recipes with pod fruit, vegetables, salads and poultry.
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          Other uses


          Several species are grown as ornamental plants in gardens, popular for their seed capsules, which are used in dried flower arrangements. Love in the mist are used exclusively for dried arrangements. These flowers are the best to add texture to any dried flower arrangement. The delicate, purple striped pods are used in several arrangements for an airy effect.


          In India the seeds are used as a carminative and stimulant to ease bowel and indigestion problems and are given to treat intestinal worms and nerve defects to reduce flatulence, and induce sweating. Dried pods are sniffed to restore a lost sense of smell. It is also used to repel some insects, much like mothballs.


          


          Drying Nigella


          Nigella can be easily dried. Nigella is cut when pods reach maximum size and colour. Nigella pods range from deep green to deep burgundy, with stripes in between. The first few pods are picked with as long a stem as possible, one at a time. The plant flowers profusely and so when most of the flowers become seed pods, pull the entire plant and cut the stems. Then wrap a rubber band around a small bundle of stems and then hang them upside down for drying in a dark, airy place until dry.
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              	Rpublique du Niger

              Republic of Niger
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:"Fraternit, Travail, Progrs"(French)

              "Fraternity, Work, Progress"
            


            
              	Anthem: La Nigrienne

            


            
              	
                
                  [image: Location of Niger]
                


                

              
            


            
              	Capital

              (and largest city)

              	Niamey

            


            
              	Official languages

              	French
            


            
              	Demonym

              	Nigerien
            


            
              	Government

              	Parliamentary democracy
            


            
              	-

              	President

              	Tandja Mamadou
            


            
              	-

              	Prime Minister

              	Seyni Oumarou
            


            
              	Independence

              	from France
            


            
              	-

              	Declared

              	August 3, 1960
            


            
              	Area
            


            
              	-

              	Total

              	1,267,000km( 22nd)

              489,678 sqmi
            


            
              	-

              	Water(%)

              	0.02
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	13,957,000( 64th)
            


            
              	-

              	Density

              	11/km( 216th)

              28/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$910.951 million( 132nd)
            


            
              	-

              	Per capita

              	$872( 171st)
            


            
              	Gini(1995)

              	50.5(high)
            


            
              	HDI(2007)

              	▲ 0.374(low)( 174th)
            


            
              	Currency

              	West African CFA franc ( XOF)
            


            
              	Time zone

              	WAT ( UTC+1)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+1)
            


            
              	Internet TLD

              	.ne
            


            
              	Calling code

              	+227
            

          


          Niger (pronounced /niːˈʒɛər/ or /ˈnaɪdʒɚ/); in French pronounced [niʒɛʁ]), officially the Republic of Niger, is a landlocked country in Western Africa, named after the Niger River. It borders Nigeria and Benin to the south, Burkina Faso and Mali to the west, Algeria and Libya to the north and Chad to the east. The capital city is Niamey.


          


          History


          While most of what is now Niger has been subsumed into the inhospitable Sahara desert in the last two thousand years, five thousand years ago the north of the country was fertile grasslands. Populations of pastoralists have left paintings of abundant wildlife, domesticated animals, chariots, and a complex culture that dates back to at least 10,000 BCE.


          One of the first empires in what is now Niger was the Songhai Empire. During recent centuries, the nomadic Tuareg formed large confederations, pushed southward, and, siding with various Hausa states, clashed with the Fulani Empire of Sokoto, which had gained control of much of the Hausa territory in the late 18th century.
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          In the 19th century, contact with the West began when the first European explorersnotably Mungo Park (British) and Heinrich Barth (German)explored the area, searching for the source of the Niger River. Although French efforts at " pacification" began before 1900, dissident ethnic groups, especially the desert Tuareg, were not fully subdued until 1922, when Niger became a French colony.


          Niger's colonial history and development parallel that of other French West African territories. France administered its West African colonies through a governor general in Dakar, Senegal, and governors in the individual territories, including Niger. In addition to conferring French citizenship on the inhabitants of the territories, the 1946 French constitution provided for decentralization of power and limited participation in political life for local advisory assemblies.


          


          Early independence


          A further revision in the organization of overseas territories occurred with the passage of the Overseas Reform Act (Loi Cadre) of July 23, 1956, followed by reorganizing measures enacted by the French Parliament early in 1957. In addition to removing voting inequalities, these laws provided for creation of governmental organs, assuring individual territories a large measure of self-government. After the establishment of the Fifth French Republic on December 4, 1958, Niger became an autonomous state within the French Community. Following full independence on August 3, 1960, however, membership was allowed to lapse.


          


          Geography
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          Niger is a landlocked nation in West Africa located along the border between the Sahara and Sub-Saharan regions. Its geographic coordinates are latitude 16N and longitude 8E. Its area is 1,267,000square kilometres (489,000 sqmi) of which 300square kilometres (115sqmi) is water. This makes Niger slightly less than twice the size of the U.S. state of Texas, and the world's twenty-second largest country (after Chad). Niger is comparable in size to Angola.


          Niger borders seven countries on all sides and has a total of 5,697kilometres (3,540 mi) of borders. The longest border is with Nigeria to the south (1,497km; 930mi). This is followed by Chad to the east, at 1,175kilometres (730mi), Algeria to the north-northwest (956km; 594mi), and Mali at 821kilometres (510mi). Niger also has small borders in its far southwest frontier with Burkina Faso at 628kilometres (390mi) and Benin at 266kilometres (165mi) and to the north-northeast (Libya at 354kilometres (220mi).


          Niger's subtropical climate is mainly very hot and dry, with much desert area. In the extreme south there is a tropical climate on the edges of the Niger River basin. The terrain is predominantly desert plains and sand dunes, with flat to rolling savanna in the south and hills in the north.


          The lowest point is the Niger River, with an elevation of 200metres (722ft). The highest point is Mont Idoukal-n-Taghs in the Ar Massif at 2,022metres (6,634ft).


          


          Politics


          For its first fourteen years as an independent state, Niger was run by a single-party civilian regime under the presidency of Hamani Diori. In 1974, a combination of devastating drought and accusations of rampant corruption resulted in a coup d'tat that overthrew the Diori regime. Col. Seyni Kountch and a small military group ruled the country until Kountch's death in 1987. He was succeeded by his Chief of Staff, Col. Ali Saibou, who released political prisoners, liberalized some of Niger's laws and policies, and promulgated a new constitution. However, President Saibou's efforts to control political reforms failed in the face of union and student demands to institute a multi-party democratic system. The Saibou regime acquiesced to these demands by the end of 1990. New political parties and civic associations sprang up, and a national peace conference was convened in July 1991 to prepare the way for the adoption of a new constitution and the holding of free and fair elections. The debate was often contentious and accusatory, but under the leadership of Prof. Andr Salifou, the conference developed consensus on the modalities of a transition government. A transition government was installed in November 1991 to manage the affairs of state until the institutions of the Third Republic were put into place in April 1993. While the economy deteriorated over the course of the transition, certain accomplishments stand out, including the successful conduct of a constitutional referendum; the adoption of key legislation such as the electoral and rural codes; and the holding of several free, fair, and non-violent nationwide elections. Freedom of the press flourished with the appearance of several new independent newspapers.


          The results of the January 1995 parliamentary election meant cohabitation between a rival president and prime minister; this led to governmental paralysis, which provided Col. Ibrahim Bar Manassara a rationale to overthrow the Third Republic in January 1996. While leading a military authority that ran the government ( Conseil de Salut National) during a 6-month transition period, Bar enlisted specialists to draft a new constitution for a Fourth Republic announced in May 1996. Bar organized a presidential election in July 1996. While voting was still going on, he replaced the electoral commission. The new commission declared him the winner after the polls closed. His party won 57% of parliament seats in a flawed legislative election in November 1996. When his efforts to justify his coup and subsequent questionable elections failed to convince donors to restore multilateral and bilateral economic assistance, a desperate Bar ignored an international embargo against Libya and sought Libyan funds to aid Niger's economy. In repeated violations of basic civil liberties by the regime, opposition leaders were imprisoned; journalists often arrested, and deported by an unofficial militia composed of police and military; and independent media offices were looted and burned.


          As part of an initiative started under the 1991 national conference, however, the government signed peace accords in April 1995 with all, meaning Tuareg and Toubou groups that had been in rebellion since 1990. The Tuareg claimed they lacked attention and resources from the central government. The government agreed to absorb some former rebels into the military and, with French assistance, help others return to a productive civilian life.
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          On April 9, 1999, Bar was killed in a coup led by Maj. Daouda Malam Wank, who established a transitional National Reconciliation Council to oversee the drafting of a constitution for a Fifth Republic with a French style semi-presidential system. In votes that international observers found to be generally free and fair, the Nigerien electorate approved the new constitution in July 1999 and held legislative and presidential elections in October and November 1999. Heading a coalition of the National Movement for a Developing Society (MNSD) and the Democratic and Social Convention (CDS), Mamadou Tandja won the election.


          Niger's new constitution was approved in July 1999. It restored the semi-presidential system of government of the December 1992 constitution (Third Republic) in which the president of the republic, elected by universal suffrage for a five-year term, and a prime minister named by the president share executive power. As a reflection of Niger's increasing population, the unicameral National Assembly was expanded in 2004 to 113 deputies elected for a 5 year term under a majority system of representation. Political parties must attain at least 5% of the vote in order to gain a seat in the legislature.


          The constitution also provides for the popular election of municipal and local officials, and the first-ever successful municipal elections took place on July 24, 2004. The National Assembly passed in June 2002 a series of decentralization bills. As a first step, administrative powers will be distributed among 265 communes (local councils); in later stages, regions and departments will be established as decentralized entities. A new electoral code was adopted to reflect the decentralization context. The country is currently divided into 8 regions, which are subdivided into 36 districts (departments). The chief administrator (Governor) in each department is appointed by the government and functions primarily as the local agent of the central authorities.


          The current legislature elected in December 2004 contains seven political parties. President Mamadou Tandja was re-elected in December 2004 and reappointed Hama Amadou as Prime Minister. Mahamane Ousmane, the head of the CDS, was re-elected President of the National Assembly (parliament) by his peers. The new second term government of the Fifth Republic took office on December 30, 2002. In August 2002, serious unrest within the military occurred in Niamey, Diffa, and Nguigmi, but the government was able to restore order within several days.


          In June 2007, Seyni Oumarou was nominated as the new Prime Minister after Hama Amadou was democratically forced out of office by the National Assembly through a motion of no confidence.


          From 2007 to 2008, the Second Tuareg Rebellion took place in northern Niger, worsening economic prospects and shutting down political progress.


          


          Regions, Departments, and Communes
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          Niger is divided into 7 Regions and one capital district. These Regions are subdivided into 36 departments. The 36 Departments are currently broken down into Communes of varying types. As of 2006 there were 265 communes, including communes urbaines (Urban Communes: as subdivisions of major cities), communes rurales (Rural Communes, in sparsely populated areas and postes administratifs (Administrative Posts) for largely uninhabited desert areas or military zones. Rural communes may contain official villages and settlements, while Urban Communes are divided into quarters. Niger subvisions were renamed in 2002, in the implementation of a decentralisation project, first begun in 1998. Previously, Niger was divided into 7 Departments, 36 Arrondissements, and Communes. These subdivisions were administered by officials appointed by the national government. These offices will be replaced in the future by democratically elected councils at each level.


          The departments and capital district are:


          
            
              	
                
                  	Agadez Region


                  	Diffa Region


                  	Dosso Region


                  	Maradi Region

                

              

              	

              	
                
                  	Tahoua Region


                  	Tillabri Region


                  	Zinder Region


                  	Niamey (capital district)

                

              

              	
                



                


              
            

          


          


          Foreign relations


          Niger pursues a moderate foreign policy and maintains friendly relations with the West and the Islamic world as well as nonaligned countries. It belongs to the United Nations and its main specialized agencies and in 1980-81 served on the UN Security Council. Niger maintains a special relationship with France and enjoys close relations with its West African neighbors. It is a charter member of the African Union and the West African Monetary Union and also belongs to the Niger River and Lake Chad Basin Commissions, the Economic Community of West African States, the Non-Aligned Movement, the Organization of the Islamic Conference and the Organization for the Harmonization of Business Law in Africa ( OHADA). The westernmost regions of Niger are joined with contiguous regions Mali and Burkina Faso under the Liptako-Gourma Authority.


          The border dispute with Benin, inherited from colonial times and concerning inter alia Lete Island in the River Niger was finally solved by the ICJ in 2005 to Niger's advantage.


          


          Military


          The Niger Armed Forces total 12,000 personnel with approximately 3,700 gendarmes, 300 air force, and 6,000 army personnel. The air force has four operational transport aircraft. The armed forces include general staff and battalion task force organizations consisting of two paratroop units, four light armored units, and nine motorized infantry units located in Tahoua, Agadez, Dirkou, Zinder, Nguigmi, N'Gourti, and Madewela. Since January 2003, Niger has deployed a company of troops to Cte dIvoire as part of the ECOWAS stabilization force. In 1991, Niger sent four hundred military personnel to join the American-led allied forces against Iraq during the Gulf War.


          
            [image: Nigerien soldiers in 2007]

            
              Nigerien soldiers in 2007
            

          


          Niger's defense budget is modest, accounting for about 1.6% of government expenditures. France provides the largest share of military assistance to Niger. Morocco, Algeria, China, and Libya have also provided military assistance. Approximately 15 French military advisers are in Niger. Many Nigerien military personnel receive training in France, and the Nigerien Armed Forces are equipped mainly with material either given by or purchased in France. In the past, U.S. assistance focused on training pilots and aviation support personnel, professional military education for staff officers, and initial specialty training for junior officers. A small foreign military assistance program was initiated in 1983. A U.S. Defense Attach office opened in June 1985 and assumed Security Assistance Office responsibilities in 1987. The office closed in 1996 following a coup d'tat. A U.S. Defense Attach office reopened in July 2000. The United States provided transportation and logistical assistance to Nigerien troops deployed to Cote dIvoire in 2003. Additionally, the U.S. provided initial equipment training on vehicles and communications gear to a select contingent of Nigerien soldiers as part of the Department of State Pan Sahel Initiative.


          


          Transport


          


          Air transport


          Niger's main international airport is Diori Hamani International Airport at Niamey. Other airports in Niger include Mano Dayak International Airport at Agadez and Zinder Airport near Zinder.


          


          Economy
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          The economy of Niger centers on subsistence crops, livestock, and some of the world's largest uranium deposits. Drought cycles, desertification, a 2.9% population growth rate, and the drop in world demand for uranium have undercut the economy.


          Niger shares a common currency, the CFA franc, and a common central bank, the Central Bank of West African States (BCEAO), with seven other members of the West African Monetary Union.


          In December 2000, Niger qualified for enhanced debt relief under the International Monetary Fund program for Heavily Indebted Poor Countries (HIPC) and concluded an agreement with the Fund for Poverty Reduction and Growth Facility (PRGF). Debt relief provided under the enhanced HIPC initiative significantly reduces Niger's annual debt service obligations, freeing funds for expenditures on basic health care, primary education, HIV/AIDS prevention, rural infrastructure, and other programs geared at poverty reduction. In December 2005, it was announced that Niger had received 100% multilateral debt relief from the IMF, which translates into the forgiveness of approximately $86 million USD in debts to the IMF, excluding the remaining assistance under HIPC. Nearly half of the government's budget is derived from foreign donor resources. Future growth may be sustained by exploitation of oil, gold, coal, and other mineral resources. Uranium prices have recovered somewhat in the last few years. A drought and locust infestation in 2005 led to food shortages for as many as 2.5 million Nigeriens.


          


          Exports


          Uranium is Niger's largest export. Foreign exchange earnings from livestock, although difficult to quantify, are second. Actual exports far exceed official statistics, which often fail to detect large herds of animals informally crossing into Nigeria. Some hides and skins are exported, and some are transformed into handicrafts. Substantial deposits of phosphates, coal, iron, limestone, and gypsum also have been found in Niger.


          


          Uranium


          The persistent uranium price slump has brought lower revenues for Niger's uranium sector, although uranium still provides 72% of national export proceeds. The nation enjoyed substantial export earnings and rapid economic growth during the 1960s and 1970s after the opening of two large uranium mines near the northern town of Arlit. When the uranium-led boom ended in the early 1980s, however, the economy stagnated, and new investment since then has been limited. Niger's two uranium minesSOMAIR's open pit mine and COMINAK's underground mineare owned by a French-led consortium and operated by French interests. However, as of 2007, many licences have been given to other companies from countries such as Canada and Australia in order to exploit new deposits.
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          Gold


          Exploitable deposits of gold are known to exist in Niger in the region between the Niger River and the border with Burkina Faso. On October 5, 2004, President Tandja announced the official opening of the Samira Hill Gold Mine in Tera Department and the first Nigerien gold ingot was presented to him. This marked a historical moment for Niger as the Samira Hill Gold Mine represents the first commercial gold production in the country. Samira Hill is owned by a company called SML (Societe des Mines du Liptako) which is a joint venture between a Moroccan company, Societe Semafo, and a Canadian company, Etruscan Resources. Both companies own 80% (40% - 40%) of SML and the Government of Niger 20%. The first years production is predicted to be 135,000 troy ounces (4,200kg; 9,260lb avoirdupois) of gold at a cash value of USD 177 per ounce ($5.70/g). The mine reserves for the Samira Hill mine total 10,073,626 tons at an average grade of 2.21 grams per ton from which 618,000 troy ounces (19,200kg; 42,400lb) will be recovered over a 6 year mine life. SML believes to have a number of significant gold deposits within what is now recognized as the gold belt known as the "Samira Horizon", which is located between Gotheye and Ouallam.


          


          Coal


          The parastatal SONICHAR (Societe Nigerienne de Charbon) in Tchirozerine (north of Agadez) extracts coal from an open pit and fuels an electricity generating plant that supplies energy to the uranium mines. There are additional coal deposits to the south and west that are of a higher quality and may be exploitable.


          


          Oil


          Niger has oil potential. In 1992, the Djado permit was awarded to Hunt Oil, and in 2003 the Tenere permit was awarded to the China National Petroleum Company. An ExxonMobil- Petronas joint venture was sold sole rights to the Agadem block, in the Diffa Region north of Lake Chad, but never went beyond exploration. In June 2008, the government transferred the Agadem block rights to CNPC. Niger announced that in exchange for the USD$5 Billion investment, the Chinese company would build wells, 11 of which would open by 2012, a 20,000 barrel a day refinery near Zinder and a pipeline out of the nation. The government estimates the area has reserves of 324 million barrels, and is seeking further oil in the Tenere Desert and near Bilma. Niger has said that it hopes to produce it's first barrels of oil for sale by 2009.
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          Growth rates


          The economic competitiveness created by the January 1994 devaluation of the Communaute Financiere Africaine (CFA) franc contributed to an annual average economic growth of 3.5% throughout the mid-1990s. But the economy stagnated due to the sharp reduction in foreign aid in 1999 (which gradually resumed in 2000) and poor rains in 2000. Reflecting the importance of the agricultural sector, the return of good rains was the primary factor underlying economic growth of 5.1% in 2000, 3.1% in 2001, 6.0% in 2002, and 3.0% in 2003.


          In recent years, the Government of Niger drafted revisions to the investment code (1997 and 2000), petroleum code (1992), and mining code (1993), all with attractive terms for investors. The present government actively seeks foreign private investment and considers it key to restoring economic growth and development. With the assistance of the United Nations Development Programme (UNDP), it has undertaken a concerted effort to revitalize the private sector.


          


          Foreign aid


          The importance of external support for Niger's development is demonstrated by the fact that about 45% of the government's FY 2002 budget, including 80% of its capital budget, derived from donor resources. The most important donors in Niger are France, the European Union, the World Bank, the IMF, and UN agencies UNDP, UNICEF, FAO, WFP, and UNFPA. Other donors include the United States, Belgium, Germany, Switzerland, Japan, China, Italy, Libya, Egypt, Morocco, Iran, Denmark, Canada, and Saudi Arabia. While the U.S. Agency for International Development (USAID) does not have an office in Niger, the United States is a major donor, contributing on average $8 million each year to Nigers development increasing to $12 million in FY 2004. The United States also is a major partner in policy coordination in food security, education, water management and HIV/AIDS sectors.


          


          Economic reform


          In January 2000, Niger's newly elected government inherited serious financial and economic problems, including a virtually empty treasury, past-due salaries (11 months of arrears) and scholarship payments, increased debt, reduced revenue performance, and lower public investment. In December 2000, Niger qualified for enhanced debt relief under the International Monetary Fund (IMF) program for Highly Indebted Poor Countries (HIPC) and concluded an agreement with the Fund on a Poverty Reduction and Growth Facility (PRGF). In January 2001, Niger reached its decision point and subsequently reached its completion point in 2004. Total relief from all of Niger's creditors is worth about $890 million, corresponding to about $520 million in net present value (NPV) terms, which is equivalent to 53.5% of Nigers total debt outstanding as of 2000.


          The debt relief provided under the enhanced HIPC initiative significantly reduces Niger's annual debt service obligations, freeing about $40 million per year over the coming years for expenditures on basic health care, primary education, HIV/AIDS prevention, rural infrastructure, and other programs geared at poverty reduction. The overall impact on Niger's budget is substantial. Debt service as a percentage of government revenue will be slashed from nearly 44% in 1999 to 10.9% in 2003 and average 4.3% during 2010-19. The debt relief cuts debt service as a percentage of export revenue from more than 23% to 8.4% in 2003, and decreases it to about 5% in later years.
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          In addition to strengthening the budgetary process and public finances, the Government of Niger has embarked on an ambitious program to privatize 12 state-owned companies. To date, seven have been fully privatized, including the water and telephone utilities, with the remainder to be privatized in 2005. A newly installed multisectoral regulatory agency will help ensure free and fair competition among the newly privatized companies and their private sector competitors. In its effort to consolidate macroeconomic stability under the PRGF, the government is also taking actions to reduce corruption, and as the result of a participatory process encompassing civil society, has devised a Poverty Reduction Strategy Plan that focuses on improving health, primary education, rural infrastructure, agricultural production, environmental protection, and judicial reform.


          Privatization and liberalization have however also been the subject of strong criticism. The UN Special Rapporteur on the Right to Food, for instance, has noted that privatization affects the poorest and most vulnerable members of Niger's society. Critics have argued that the obligations to creditor institutions and governments have locked Niger in to a process of trade liberalization that is harmful for small farmers and in particular, rural women.


          


          Demographics
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          The largest ethnic groups in Niger are the Hausa, who also constitute the major ethnic group in northern Nigeria, the Djerma-Songhai, who also are found in parts of Mali. Both groups, along with the Gourmantche, are sedentary farmers who live in the arable, southern tier of the country. The remainder of Nigeriens are nomadic or semi-nomadic livestock-raising peoples Fulani, Tuareg, Kanuri, Arabs, and Toubou. With rapidly growing populations and the consequent competition for meager natural resources, lifestyles of agriculturalists and livestock herders have come increasingly into conflict in Niger in recent years.


          
            [image: ]

            

          


          Niger's high infant mortality rate is comparable to levels recorded in neighboring countries. However, the child mortality rate (deaths among children between the ages of 1 and 4) is exceptionally high (248 per 1,000) due to generally poor health conditions and inadequate nutrition for most of the country's children. According to the organization Save the Children, Niger has the world's highest infant mortality rate . Nonetheless, Niger has the highest fertility rate in the world (7.2 births per woman); this means that nearly half (49%) of the Nigerien population is under age 15. Between 1996 and 2003, primary school attendance was around 30% , including 36% of males and only 25% of females. Additional education occurs through madrassas.


          The majority of Niger's population practises Islam: 80%, while 15% practises Animism, and 5% practise Protestant and Catholic Christianity.
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              	Motto:"Unity and Faith, Peace and Progress"
            


            
              	Anthem:" Arise O Compatriots, Nigeria's Call Obey"
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              	Capital

              	Abuja

            


            
              	Largest city

              	Lagos
            


            
              	Official languages

              	English
            


            
              	Recognised regionallanguages

              	Hausa, Igbo, Yoruba
            


            
              	Demonym

              	Nigerian
            


            
              	Government

              	Presidential Federal republic
            


            
              	-

              	President

              	Umaru Yar'Adua( PDP)
            


            
              	-

              	Vice President

              	Goodluck Jonathan( PDP)
            


            
              	-

              	Senate President

              	David Mark( PDP)
            


            
              	-

              	Speaker of the House

              	Dimeji Bankole( PDP)
            


            
              	-

              	Chief Justice

              	Idris Kutigi
            


            
              	Independence

              	from the United Kingdom
            


            
              	-

              	Declared andrecognized

              	October 1, 1960
            


            
              	-

              	Republic declared

              	October 1, 1963
            


            
              	Area
            


            
              	-

              	Total

              	923,768km( 32nd)

              356,667 sqmi
            


            
              	-

              	Water(%)

              	1.4
            


            
              	Population
            


            
              	-

              	2005estimate

              	133,530,0001( 9th)
            


            
              	-

              	2006census

              	140,003,542 (Not approved & preliminary)
            


            
              	-

              	Density

              	145/km( 71st)

              374/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$191.4 billion( 47th)
            


            
              	-

              	Per capita

              	$1,500( 165th)
            


            
              	Gini(2003)

              	43.7(medium)
            


            
              	HDI(2007)

              	▲ 0.470(low)( 158th)
            


            
              	Currency

              	Nigerian naira (₦) ( NGN)
            


            
              	Time zone

              	WAT ( UTC+1)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+1)
            


            
              	Internet TLD

              	.ng
            


            
              	Calling code

              	+234
            


            
              	1 Estimates for this country explicitly take into account the effects of excess mortality due to AIDS; this can result in lower life expectancy, higher infant mortality and death rates, lower population and growth rates, and changes in the distribution of population by age and sex than would otherwise be expected.  The GDP estimate is as of 2006; the total and per capita ranks, however, are based on 2005 numbers.
            

          


          Nigeria, officially named the Federal Republic of Nigeria, is a federal constitutional republic comprising thirty-six states and one Federal Capital Territory. The country is located in West Africa and shares land borders with the Republic of Benin in the west, Chad and Cameroon in the east, and Niger in the north. Its coast lies on the Gulf of Guinea, part of the Atlantic Ocean, in the south. The capital city is Abuja.


          The people of Nigeria have an extensive history, and archaeological evidence shows that human habitation of the area dates back to at least 9000 BC. The Benue-Cross River area is thought to be the original homeland of the Bantu migrants who spread across most of central and southern Africa in waves between the 1st millennium BC and the 2nd millennium AD.


          Nigeria is the most populous country in Africa and the eighth most populous country in the world with a population of over 140 million. The country is listed among the " Next Eleven" economies.


          


          History


          The Nok people in central Nigeria produced terracotta sculptures that have been discovered by archaeologists. In the northern part of the country, Kano and Katsina has recorded history which dates back to around AD 999. Hausa kingdoms and the Kanem-Bornu Empire prospered as trade posts between North and West Africa.


          The Yoruba people date their presence in the area of modern republics of Nigeria, Benin and Togo to about 8500 BC. The kingdoms of Ifẹ and Oyo in the western block of Nigeria became prominent about 700-900 BC and 1400 BC respectively. Yoruba mythology believes that Ile-Ife is the source of the human race and that it predates any other civilization. Ifẹ produced the terra cotta and bronze heads, the Ọyọ extended as far as modern Togo. Another prominent kingdom in south western Nigeria was the Kingdom of Benin whose power lasted between the 15th and 19th century. Their dominance reached as far as the well known city of Eko which was named Lagos by the Portuguese traders and other early European settlers.


          On October 1, 1960, Nigeria gained its independence from the United Kingdom. The new republic incorporated a number of people with aspirations of their own sovereign nations. Newly independent Nigeria's government was a coalition of conservative parties: the Nigerian People's Congress (NPC), a party dominated by Northerners and those of the Islamic faith, and the Igbo and Christian dominated National Council of Nigeria and the Cameroons (NCNC) led by Nnamdi Azikiwe, who became Nigeria's maiden Governor-General in 1960. Forming the opposition was the comparatively liberal Action Group (AG), which was largely dominated by Yorubas and led by Obafemi Awolowo.


          An imbalance was created in the polity by the result of the 1961 plebiscite. Southern Cameroon opted to join the Republic of Cameroon while northern Cameroon chose to remain in Nigeria. The northern part of the country was now far larger than the southern part. The nation parted with its British legacy in 1963 by declaring itself a Federal Republic, with Azikiwe as the first president. When elections came about in 1965, the AG was outmanoeuvred for control of Nigeria's Western Region by the Nigerian National Democratic Party, an amalgamation of conservative Yoruba elements backed heavily by the Federal Government amid dubious electoral circumstances. This left the Igbo NCNC to coalesce with the remnants of the AG in a weak progressive alliance.
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          This disequilibrium and perceived corruption of the electoral and political process led in 1966 to several back-to-back military coups. The first was in January and led by a collection of young leftists under Major Emmanuel Ifeajuna & Chukwuma Kaduna Nzeogwu, it was partially successful - the coupists overthrew the embattled government but could not install their choice, jailed opposition leader Chief Obafemi Awolowo, General Johnson Aguiyi-ironsi, then head of the army was invited by the rump of the Balewa regime to take over the affairs of the country as head of state. This coup was counter-acted by another successful plot, supported primarily by Northern military officers and Northerners who favoured the NPC, it was engineered by Northern officers, which allowed Lt Colonel Yakubu Gowon to become head of state. This sequence of events led to an increase in ethnic tension and violence. The Northern coup, which was mostly motivated by ethnic and religious reasons was a bloodbath of both military officers and civilians, especially those of Igbo extraction.


          The violence against Igbos increased their desire for autonomy and protection from the military's wrath. By May 1967, the Eastern Region had declared itself an independent state called the Republic of Biafra under the leadership Lt Colonel Emeka Ojukwu in line with the wishes of the people. The Nigerian side attacked Biafra on July 6, 1967 at Garkem signalling the beginning of the 30 month war that ended on January 1970. Following the war, Nigeria became to an extent even more mired in ethnic strife, as the defeated southeast and indeed southern Nigeria was now conquered territory for the federal military regime, which changed heads of state twice as army officers staged a bloodless coup against Gowon and enthroned Murtala Mohammed; Olusegun Obansanjo succeeded the former after an assassination.


          During the oil boom of the 1970s, Nigeria joined OPEC and billions of dollars generated by production in the oil-rich Niger Delta flowed into the coffers of the Nigerian state. However, increasing corruption and graft at all levels of government squandered most of these earnings. The northern military clique benefited immensely from the oil boom to the detriment of the Nigerian people and economy. As oil revenues fuelled the rise of federal subventions to states and precariously to individuals, the Federal Government soon became the centre of political struggle and the centre became the threshold of power in the country. As oil production and revenue rose, the Nigerian government created a dangerous situation as it became increasingly dependent on oil revenues and the international commodity markets for budgetary and economic concerns eschewing economic stability. That spelled doom to federalism in Nigeria.


          Beginning in 1979, Nigerians participated in a brief return to democracy when Obasanjo transferred power to the civilian regime of Shehu Shagari. The Shagari government was viewed as corrupt and incompetent by virtually all sectors of Nigerian society, so when the regime was overthrown by the military coup of Mohammadu Buhari shortly after the regime's fraudulent re-election in 1984, it was generally viewed as a positive development by most of the population. Buhari promised major reforms but his government fared little better than its predecessor, and his regime was overthrown by yet another military coup in 1985. The new head of state, Ibrahim Babangida, promptly declared himself President and Commander in chief of the Armed Forces and the ruling Supreme Military Council and also set 1990 as the official deadline for a return to democratic governance. Babangida's tenure was marked by a flurry of political activity: he instituted the International Monetary Fund's Structural Adjustment Program (SAP) to aid in the repayment of the country's crushing international debt, which most federal revenue was dedicated to servicing. He also inflamed religious tensions in the nation and particularly the south by enrolling Nigeria in the Organization of the Islamic Conference,


          After Babangida survived an abortive coup, he pushed back the promised return to democracy to 1992. When free and fair elections were finally held on the 12th of June, 1993, Babangida declared that the results showing a presidential victory for Moshood Kashimawo Olawale Abiola null and void, sparking mass civilian violence in protest which effectively shut down the country for weeks and forced Babangida to keep his shaky promise to relinquish office to a civilian run government. Babangida's regime is adjudged to be at the apogee of corruption in the history of the nation as it was during his time that corruption became officially diluted in Nigeria.
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          Babangida's caretaker regime headed by Ernest Shonekan survived only until late 1993 when General Sani Abacha took power in another military coup. Abacha proved to be perhaps Nigeria's most brutal ruler and employed violence on a wide scale to suppress the continuing pandemic of civilian unrest. Abacha was not only brutal but very corrupt. While Babaginda encouraged his friends, family and himself to steal money, Abacha made corruption a family affair. Money had been found in various western European countries banks traced to him. He avoided coup plots by bribing army generals. Several hundred millions dollars in accounts traced to him were unearthed in 1999.


          The regime would come to an end in 1998 when the dictator was found dead amid dubious circumstances. Abacha's death yielded an opportunity for return to civilian rule. Nigeria re-achieved democracy in 1999 when it elected Olusegun Obasanjo, a Yoruba and former military head of state, as the new President ending almost thirty three-years of military rule (between from 1966 until 1999) excluding the short-lived second republic (between 1979-1983) by military dictators who seized power in coups d'tat and counter-coups during the Nigerian military juntas of 1966-1979 and 1983-1998.


          Although the elections which brought Obasanjo to power in 1999 and again in 2003 were condemned as unfree and unfair, Nigeria has shown marked improvements in attempts to tackle government corruption and to hasten development. While Obasanjo showed willingness to fight corruption, he was accused by others of the same.


          Umaru Yar'Adua, of the People's Democratic Party, came into power in the general election of 2007 - an election that was witnessed and condemned by the international community as being massively flawed.


          Ethnic violence over the oil producing Niger Delta region (see Conflict in the Niger Delta), interreligious relations and inadequate infrastructure are current issues in the country.


          


          Government and politics


          Nigeria is a Federal Republic modelled after the United States, with executive power exercised by the president and with overtones of the Westminster System model in the composition and management of the upper and lower houses of the bicameral legislature.


          The current president of Nigeria is Umaru Musa Yar'Adua who was elected in 2007. The president presides as both Chief of State and Head of Government and is elected by popular vote to a maximum of two four-year terms. The president's power is checked by a Senate and a House of Representatives, which are combined in a bicameral body called the National Assembly. The Senate is a 109-seat body with three members from each state and one from the capital region of Abuja; members are elected by popular vote to four-year terms. The House contains 360 seats and the number of seats per state is determined by population.


          Ethnocentricism, tribalism, sectarianism (especially religious), and prebendalism have played a visible role in Nigerian politics both prior and subsequent to independence in 1960. Kin-selective altruism has made its way into Nigerian politics and has spurned various attempts by tribalists to concentrate Federal power to a particular region of their interests. Nationalism has also led to active secessionist movements such as MASSOB, Nationalist movements such as Oodua Peoples Congress, Movement for the Emancipation of the Niger Delta and a civil war. Nigeria's three largest ethnic groups have maintained historical preeminence in Nigerian politics; competition amongst these three groups, the Hausa, Yoruba, and Igbo, has fuelled corruption and graft.


          Due to the above issues, Nigeria's current political parties are declaredly pan-national and irreligious in character (though this does not preclude the continuing preeminence of the dominant ethnicities). The major political parties at present include the ruling People's Democratic Party of Nigeria which maintains 223 seats in the House and 76 in the Senate (61.9% and 69.7% respectively) and is led by the current President Umaru Musa Yar'Adua; the opposition All Nigeria People's Party under the leadership of Muhammadu Buhari has 96 House seats and 27 in the Senate (26.6% and 24.7%). There are also about twenty other minor opposition parties registered. The outgoing president, Olusegun Obasanjo, acknowledged fraud and other electoral "lapses" but said the result reflected opinion polls. In a national television address he added that if Nigerians did not like the victory of his handpicked successor they would have an opportunity to vote again in four years.


          Like in many other African societies, Prebendalism and extremely excessive corruption continue to constitute major challenges to Nigeria, as vote rigging and other means of coercion are practised by all major parties in order to remain competitive. In 1983, it was adjudged by the policy institute at Kuru that only the 1959 and 1979 elections witnessed minimal rigging.


          


          Law


          There are four distinct systems of law in Nigeria:


          
            	English Law which is derived from its colonial past with Britain;


            	common law, a development of its post colonial independence;


            	customary law which is derived from indigenous traditional norms and practice, including the dispute resolution meetings of pre-colonial Yorubaland secret societies;


            	Sharia law, used only in the predominantly Muslim north of the country. It is an Islamic legal system which had been used long before the colonial administration in Nigeria but recently politicised and spearheaded in Zamfara in late 1999 and eleven other states followed suit. These states are Kano, Katsina, Niger, Bauchi, Borno, Kaduna, Gombe, Sokoto, Jigawa, Yobe, and Kebbi.

          


          The country has a judicial branch, the highest court of which is the Supreme Court of Nigeria.


          


          States and local government areas
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          Nigeria is divided into thirty-six states and one Federal Capital Territory, which are further sub-divided into 774 Local Government Areas (LGAs). The plethora of states, of which there were only three at independence, reflect the country's tumultuous history and the difficulties of managing such a heterogeneous national entity at all levels of government.


          Nigeria has six cities with a population of over 1 million people (from largest to smallest: Lagos, Kano, Ibadan, Kaduna, Port Harcourt, and Benin City). Lagos is the largest city in sub-Saharan Africa, with a population of over 10 million in its urban area alone.


          


          Foreign relations and military


          


          Foreign relations
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          Upon gaining independence in 1960, Nigeria made the liberation and restoration of the dignity of Africa the centrepiece of its foreign policy and played a leading role in the fight against the apartheid regime in South Africa; Nigeria's foreign policy was soon tested in the 1970s after the country emerged united from its own civil war and quickly committed itself to the liberation struggles going on in the Southern Africa sub-region. Though Nigeria never sent an expeditionary force in that struggle, it offered more than rhetoric to the African National Congress (ANC) by taking a committed tough line with regard to the racist regime and their incursions in southern Africa, in addition to expediting large sums to aid anti-colonial struggles. Nigeria was also a founding member of the Organization for African Unity (now the African Union), and has tremendous influence in West Africa and Africa on the whole. Nigeria has additionally founded regional cooperative efforts in West Africa, functioning as standard-bearer for ECOWAS and ECOMOG, economic and military organizations respectively.


          With this African-centred stance, Nigeria readily sent troops to the Congo at the behest of the United Nations shortly after independence (and has maintained membership since that time); Nigeria also supported several Pan African and pro-self government causes in the 1970s, including garnering support for Angola's MPLA, SWAPO in Namibia, and aiding anti-colonial struggles in Mozambique, and Zimbabwe (then Rhodesia) military and economically.


          Nigeria retains membership in the Non-Aligned Movement, and in late November 2006 organized an Africa-South America Summit in Abuja to promote what some attendees termed "South-South" linkages on a variety of fronts. Nigeria is also a member of the International Criminal Court, and the Commonwealth of Nations, from which it was temporarily expelled in 1995 under the Abacha regime.


          Nigeria has remained a key player in the international oil industry since the 1970s, and maintains membership in Organization of the Petroleum Exporting Countries OPEC which it joined in July, 1971. Its status as a major petroleum producer figures prominently in its sometimes vicissitudinous international relations with both developed countries, notably the United States and more recently China and developing countries, notably Ghana, Jamaica and Kenya.


          Millions of Nigerians have emigrated at times of economic hardship to Europe, North America and Australia among others. It is estimated that over a million Nigerians have emigrated to the United States and constitute the Nigerian American populace. Of such Diasporic communities include the "Egbe Omo Yoruba" society.


          


          Military of Nigeria
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          The military in Nigeria have played a major role in the country's history since independence. Various juntas have seized control of the country and ruled it through most of its history. Its last period of rule ended in 1999 following the sudden death of dictator Sani Abacha in 1998.


          Taking advantage of its role of sub-Saharan Africa's most populated country, Nigeria has repositioned its military as an African peacekeeping force. Since 1995, the Nigerian military through ECOMOG mandates have been deployed as peacekeepers in Liberia (1997), Ivory Coast (1997-1999), Sierra Leone 1997-1999, and presently in Sudan's Darfur region under an African Union mandate.


          Active duty personnel in the three Nigerian armed services total approximately 115,000. The Nigerian Army, the largest of the services, has about 99,000 personnel deployed in two mechanized infantry divisions, one armoured division, one composite division (airborne and amphibious), the Lagos Garrison Command (a division size unit), the Abuja-based Brigade of Guards and other regimental size units (e.g. artillery brigade). It has demonstrated its capability to mobilize, deploy, and sustain battalions in support of peacekeeping operations in Liberia, former Yugoslavia, Angola, Rwanda, Somalia, and Sierra Leone. The Nigerian Navy (7,000 members) is equipped with frigates, fast attack craft, corvettes, and coastal patrol boats. The Nigerian Air Force (9,000 members) flies transport, trainer, helicopter, and fighter aircraft, many of which are currently non-operational, but there is an ongoing policy of reorganization, and the provision of a very professional armed forces with high capability. Nigeria also has pursued a policy of developing domestic training and military production capabilities.


          Nigeria has continued a strict policy of diversification in military procurement from various countries. After the imposition of sanctions by many Western nations, Nigeria turned to the People's Republic of China, Russia, North Korea, and India for the purchase of military equipment and training.


          


          Geography
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          Nigeria is located in western Africa on the Gulf of Guinea and has a total area of 923,768 km (356,669 mi), making it the world's 32nd-largest country (after Tanzania). It is comparable in size to Venezuela, and is about twice the size of California. It shares a 4047 km (2515- mile) border with Benin (773 km), Niger (1497 km), Chad (87 km), Cameroon (1690 km), and has a coastline of at least 853 km.


          The highest point in Nigeria is Chappal Waddi at 2,419m (7,936 feet).


          Nigeria has a varied landscape. From the Obudu Hills in the southeast through the beaches in the south, the rainforest, the Lagos estuary and savannah in the middle and southwest of the country and the Sahel to the encroaching Sahara in the extreme north.


          Nigeria's main rivers are the Niger and the Benue which converge and empty into the Niger Delta, the world's largest river deltas.


          Nigeria is also an important centre for biodiversity. It is widely believed that the areas surrounding Calabar, Cross River State, contain the world's largest diversity of butterflies. The drill monkey is only found in the wild in Southeast Nigeria and neighboring Cameroon.


          


          Environment


          


          Environmental degradation


          Nigeria's Delta region, home of the large oil industry, experiences serious oil spills and other environmental problems. See Environmental issues in the Niger Delta for more details, and Conflict in the Niger Delta about strife which has arisen in connection with those issues.


          Waste management including sewage treatment, the linked processes of deforestation and soil degradation, and climate change or global warming are the major environmental problems in Nigeria.


          Waste management presents problems in a mega city like Lagos and other major Nigerian cities which are linked with economic development, population growth and the inability of municipal councils to manage the resulting rise in industrial and domestic waste. Haphazard industrial planning, increased urbanization, poverty and lack of competence of the municipal government are seen as the major reasons for high levels of waste pollution in major Nigerian cities. Some of the 'solutions' have been disastrous to the environment, resulting in untreated waste being dumped in places where it can pollute waterways and groundwater.


          In terms of global warming, Africans contribute only about one metric ton of carbon dioxide per person per year. It is perceived by many climate change experts that food production and security in the northern sahel region of the country will suffer as semi-arid areas will have more dry periods in the future.


          


          Economy
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          The currency unit of Nigeria is the Nigerian Naira.


          Years of military rule, corruption, and mismanagement have hampered economic activity and output in Nigeria and continue to do so, despite the restoration of democracy and subsequent economic reform. According to the Economist Intelligence Unit and the World Bank, Nigerian GDP at purchasing power parity was only at $170.7 billion as of FY 2005. The GDP per head is at $692.


          Petroleum plays a large role in the Nigerian economy, accounting for 40% of the GDP. It is the 12th largest producer of petroleum in the world and the 8th largest exporter, and has the 10th largest proven reserves and the country was also a founding member of OPEC. However, due to crumbling infrastructure, corruption, and ongoing civil strife in the Niger Delta, its main oil producing region, oil production and export is not at 100% capacity.


          Mineral resources that are present in Nigeria but not yet fully exploited are coal and tin. Other natural resources in the country include iron ore, limestone, niobium, lead, zinc, and arable land. Despite huge deposits of these natural resources, the mining industry in Nigeria is almost non-existent. About 60% of Nigerians are employed in the agricultural sector. Agriculture used to be the principal foreign exchange earner of Nigeria. Perhaps, one of the most daunting ramifications of the discovery of oil was the decline of agricultural sector. So tragic was this neglect that Nigeria, which in the 1960s grew 98% of his own food and was a net food exporter, now must import much of the same cash crops it was formerly famous for as the biggest exporter. Agricultural products include groundnuts, palm oil, cocoa, coconut, citrus fruits, maize, pearl millet, cassava, yams and sugar cane. It also has a booming leather and textile industry, with industries located in Kano, Abeokuta, Onitsha, and Lagos.


          Like many Third World nations, Nigeria accumulated a significant foreign debt. Many of the projects financed by these debts were inefficient, bedeviled by corruption or failed to live up to expectations. Eventually, Nigeria defaulted on its principal debt repayments as arrears and penalty interest accumulated and increased the size of the debt. However, after a long campaign by the Nigeria authorities, in October 2005 Nigeria and its Paris Club creditors reached an agreement that reduced Nigeria's debt by approximately 60%. Nigeria used part of its oil windfall to pay the residual 40%, freeing up at least $1.15 billion annually for poverty reduction programmes. As of April 2006, Nigeria became the first African Country to fully pay off her debt (estimated $30billion) owed to the Paris Club.


          Nigeria also has significant production and manufacturing facilities such as factories for the French car manufacturer Peugeot, the English truck manufacturer Bedford, now a subsidiary of General Motors. Nigeria also manufactures t-shirts and processed food.


          


          Demographics
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          Nigeria is the most populous country in Africa but exactly how populous is a subject of speculation. The United Nations estimates that the population in 2004 was at 131,530,000 , with the population distributed as 48.3% Urban and 51.7% rural and population density at 139 people per square km. National census results in the past few decades have been disputed. The results of the most recent census by the Government of Nigeria have been released 29 December 2006. The census gave a population of 140.003.542. The only breakdown available was Total: 140.003.542 Men: 71.709.859 Women: 68.293.083


          According to the United Nations, Nigeria has been undergoing explosive population growth and one of the highest growth and fertility rates in the world. By their projections, Nigeria will be one of the countries in the world that will account for most of the world's total population increase by 2050. According to current data, one out of every four Africans is Nigerian. Presently, Nigeria is the ninth most populous country in the world, and even conservative estimates conclude that more than 20% of the world's black population lives in Nigeria. 2006 estimates claim 42.3% of the population is between 0-14 years of age, while 54.6% is between 15-65; the birth rate is significantly higher than the death rate, at 40.4 and 16.9 per 1000 people respectively.


          Health, health care, and general living conditions in Nigeria are poor. Life expectancy is 47 years (average male/female) and just over half the population has access to potable water and appropriate sanitation; the percentage is of children under five has gone up rather than down between 1990 and 2003 and infant mortality is 97.1 deaths per 1000 live births. HIV/AIDS rate in Nigeria is much lower compared to the other African nations such as Kenya or South Africa whose prevalence (percentage) rates are in the double digits. Nigeria, like many developing countries, also suffers from a polio crisis as well as periodic outbreaks of cholera, malaria, and sleeping sickness. As of 2004, there has been a vaccination drive, spearheaded by the W.H.O., to combat polio and malaria that has been met with controversy in some regions.


          Education is also in a state of neglect, though after the oil boom on the oil price in the early 1970s, tertiary education was improved so it would reach every subregion of Nigeria. Education is provided free by the government, but the attendance rate for secondary education is only 29% (average male 32%/female 27%). The education system has been described as "dysfunctional" largely due to decaying institutional infrastructure. 68% of the population is literate, and the rate for men (75.7%) is higher than that for women (60.6%).


          


          Ethno-linguistic groups
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          Nigeria has more than 250 ethnic groups, with varying languages and customs, creating a country of rich ethnic diversity. The largest ethnic groups are the Fulani/ Hausa, Yoruba, Igbo, accounting for 68% of population, while the Edo, Ijaw (10%), Kanuri, Ibibio, Ebira Nupe and Tiv comprise 27%; other minorities make up the remaining 7 percent. The middle belt of Nigeria is known for its diversity of ethnic groups, including the Pyem, Goemai, and Kofyar.


          There are small minorities of British, Americans, East Indians, Chinese, Japanese, Syrian, Lebanese and refugees and immigrants from other West African or East African nations. These minorities mostly reside in major cities such as Lagos and Abuja, or in the Niger Delta as employees for the major oil companies. A number of Cubans settled Nigeria as political refugees following the Cuban Revolution. A number of them include Afro-Cubans and mixed-raced Cubans.


          In the middle of the nineteenth century, a number of ex-slaves of Afro-Cuban and Afro-Brazilian descent and emigrants from Sierra Leone established communities in Lagos, Ibadan and other regions of Nigeria. Many ex-slaves came to Nigeria following the emancipation of slaves in Latin America. Many of the immigrants, sometimes called Saros (immigrants from Sierra Leone) and Amaro (ex-slaves from Brazil) later became prominent merchants and missionaries in Lagos and Abeokuta.


          


          Language


          The number of languages currently estimated and catalogued in Nigeria is 521. This number includes 510 living languages, two second languages without native speakers and 9 extinct languages. In some areas of Nigeria, ethnic groups speak more than one language. The official language of Nigeria, English, was chosen to facilitate the cultural and linguistic unity of the country. The choice of English as the official language was partially related to the fact that a part of Nigerian population spoke English as a result of British colonization that ended in 1960.


          The major languages spoken in Nigeria represent three major families of African languages - the majority are Niger-Congo languages, such as Yoruba, Ibo, the Hausa language is Afro-Asiatic; and Kanuri, spoken in the northeast, primarily Borno State, is a member of the Nilo-Saharan family. Even though most ethnic groups prefer to communicate in their own languages, English, being the official language, is widely used for education, business transactions and for official purposes. English as a first language, however, remains an exclusive preserve of a small minority of the country's urban elite, and is not spoken at all in some rural areas. With the majority of Nigeria's populace in the rural areas, the major languages of communication in the country remain indigenous languages. Some of the largest of these, notably Yoruba and Ibo, have derived standardized languages from a number of different dialects and are widely spoken by those ethnic groups. Hausa is a lingua franca throughout much of West Africa, and serves this function in Northern Nigeria as well, particularly amongst the Muslim population. Nigerian Pidgin English, often known simply as ' Pidgin' or 'Broken' (Broken English), is also as a popular lingua franca, though with varying regional influences on dialect and slang.The pidgin English or Nigerian English is widely spoken within the Niger Delta Regions, predominately in Warri,Sapele, Port-Harcourt, Agenebode, Benin City etc. The Yoruba language has the most varied forms and dialects. This variation is usually based on the different towns or as it were Kingdoms that existed before the advent of Europeans. They are as diverse as the number of city states that there are. Examples are Awori, Ondo/Ekiti, Egba/Yewa, Oyo/Ibadan, Ijebu, Ijesa/Ife, Ilorin, Kabba/Okun.


          


          Crime and Punishment


          Advance fee fraud (also known as "419" and the "Nigerian scam") is a form of organized crime that is commonly associated with Nigeria, though it is now used in other places. The scammer persuades the target to advance relatively small sums of money (the advance fee) in the hope of realizing a much larger gain (usually touted as millions). In 2003, the Economic and Financial Crimes Commission (or EFCC) was created to combat this and other forms of organized financial crime. It has succeeded in bringing several "419" kingpins to justice and in some cases has been able to return the stolen money to victims.


          Societal issues


          Despite its vast government revenue from the mining of petroleum, Nigeria is beset by a number of societal problems due primarily to a history of inept governance. Some of these problems are listed below.


          


          New Nations


          There is dynamic dissonance between the Nigerian federation and some of its encapsulated sovereign peoples. At different times, the Hausa (Arewa), Igbo/Ibo (Biafra), Niger Delta region, and Yoruba (Oduduwa) have threatened or agitated to form break-away republics. No secession attempt has yet succeeded, although the clamour grows as each change of government is followed by bitter wrangling about control of mineral resources. Arewa and Biafra would be land-locked countries. The Delta is an oil enclave. Yorubaland is on the Atlantic coast and sustains a diversified and vibrant economy.


          


          Human rights


          Homosexuality is illegal in Nigeria as it runs counter to the country's deeply ingrained cultural and religious morals. Homosexual intercourse is punishable by imprisonment in the south and possibly death in the Muslim north.


          On February 14, 2007 The National Assembly held public hearings on a bill to ban gay marriage and criminalize virtually all forms of gay expression. The bill reads as follows:


          
            Any person who is involved in the registration of gay clubs, societies and organizations, sustenance, procession or meetings, publicity and public show of same sex amorous relationship directly or indirectly in public and in private is guilty of an offence and liable on conviction to a term of five years imprisonment.

          


          In April 2007, the voluntary Sharia police of Nigeria known as the Hisbah issued arrest warrants against an alleged lesbian who married four women in a large celebration in Kano, Nigeria.


          


          Strife and sectarian violence


          Due to its multitude of diverse, sometimes competing ethno-linguistic groups, Nigeria has been beset since prior to independence with sectarian tensions and violence. This is particularly true in the oil-producing Niger Delta region, where both state and civilian forces employ varying methods of coercion in attempts gain control over regional petroleum resources. The civilian population, and especially certain ethnic groups like the Ogoni, have experienced severe environmental degradation due to petroleum extraction, but when these groups have attempted to protest these injustices, they have been met with repressive measures by Nigerian government and military forces. As a result, strife and deterioration in this region continues as of 2006.


          There are also significant tensions on a national scale, especially between the primarily Muslim, highly conservative northern population and the Christian population from the Southern part of the country.


          Since the end of the civil war in 1970, ethnic and religious violence has continued. Violence between Muslims and Christians occurred until early 2004. There has subsequently been a period of relative harmony since the Federal Government introduced tough new measures against religious violence in all affected parts of the country.


          In 2002, organizers of the Miss World Pageant announced that they would move the pageant from the Nigerian capital, Abuja, to London in the wake of violent protests in the Northern part of the country that left more than 100 people dead and over 500 injured. The rioting erupted after a newspaper suggested Muhammad would have approved of the Miss World beauty contest for personal reasons. Muslim rioters in Kaduna killed an estimated 105 men, women, and children with a further 521 injured taken to hospital. Angry mobs in the mainly Muslim city 600 kilometres (375 miles) northeast of Lagos burnt churches and rampaged through the streets, stabbing, bludgeoning, and burning bystanders to death.


          


          Health issues


          Nigeria has been reorganizing its health system since the Bamako Initiative of 1987 formally promoted community-based methods of increasing accessibility of drugs and health care services to the population, in part by implementing user fees. The new strategy dramatically increased accessibility through community-based healthcare reform, resulting in more efficient and equitable provision of services. A comprehensive approach strategy was extended to all areas of health care, with subsequent improvement in the health care indicators and improvement in health care efficiency and cost.


          The state of health care in Nigeria has been worsened by a shortage of doctors as a consequence of severe ' brain drain'. Many Nigerian doctors have emigrated to North America and Europe. In 1995, 21,000 Nigerian doctors were practising in the US alone, about the same as the number of doctors then in the Nigerian public service. Retaining these expensively-trained professionals has been identified as an urgent goal.


          


          National well-being


          In 2003, Nigerians were reported to be the happiest people in a scientific survey carried out in 65 nations in 1999-2000. The research was reported by one of the world's top science magazines, New Scientist, and was picked up by a number of news outlets. See Nigeria tops happiness survey. The report considered that the country's family life and culture were more important than its problems and material wealth in determining happiness.
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          The Niger River (pronounced /ˈnaɪdʒɚ/ NYE-jer) is the principal river of western Africa, extending about 4180 km (2600 miles). Its drainage basin is 2,117,700square kilometres (817,600sqmi) in area. Its source is in the Guinea Highlands in the southeastern Guinea and it runs in a crescent through Mali, Niger, on the border with Benin and then through Nigeria, discharging through a massive delta, known as the Niger Delta of the Oil Rivers, into the Gulf of Guinea. The Niger is the third-longest river in Africa, exceeded only by the Nile and the Congo River (also known as the Zare River). Its main tributary is the Benue River.


          For much of the 18th century, the exact location and course of the Niger remained virtually unknown to Europe, but many expeditions to plot the river were unsuccessful. In 1788 the African Association was formed in England to promote the exploration of Africa in the hopes of locating the Niger, and in June of 1786 the Scottish explorer Mungo Park was the first European to lay eyes on the river.


          


          Etymology
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          The origin of the name Niger is not certain. On early European maps it applied only to the middle reaches of the river, in modern Mali, while Quorra or Kworra was used for the lower reaches in modern Nigeria. The name Niger was extended to cover the entire river on maps once Europeans realized that these were one and the same.


          A good possibility for a source is the Tuareg phrase gher n gheren "river of rivers", shortened to ngher, a local name used along the middle reaches of the river around Timbuktu.


          It is often assumed, without evidence, that Niger derives from the Latin word for "black", niger, but it would have been more likely for the Portuguese explorers who first wrote this name on their maps to have used the Portuguese word, negro, as they did elsewhere in the world. In any case the Niger is not a blackwater river, which was the motivation for all other rivers that were called black. (See Rio Negro.) Some have rationalized that 'black' may have referred to the colour of the people living on the river, but this did not happen to any other river in Africa. Therefore it would seem that the similarity between the name Niger and the Latin word niger is either coincidence, or that knowledge of Latin influenced the spelling of an indigenous name like ngher.


          It is worth mentioning that the Tabula Peutingeriana records a Flumen Girin ("River Girin") with the remark Hoc flumen quidam Grin vocant, alii Nilum appellant; dicitur enim sub terra Etyopium in Nylum ire Lacum, "This river which some are naming Grin is called Nile by others, for it is said to flow under the ground of Ethiopia [i.e. Africa] into the Nile Lake".


          The nations of Nigeria and Niger are named after the river. The people who live along it have a variety of names for it, such as Jeliba or Joliba "great river" in Manding, Isa Ber "big river" in Songhay, and Oya, a Yoruba River Niger goddess.


          


          Geography
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          The Niger River is a relatively "clear" river, carrying only a tenth as much sediment as the Nile because the Niger's headlands are located in ancient rocks that provide little silt. Like the Nile, the Niger floods yearly; this begins in September, peaks in November, and finishes by May.


          An unusual feature of the river is the Niger Inland Delta, which forms where its gradient suddenly decreases. The result is a region of braided streams, marshes, and lakes the size of Belgium; the seasonal floods make the Delta extremely productive for both fishing and agriculture.


          The Niger takes one of the most unusual routes of any major river, a boomerang shape that baffled European geographers for two millennia. Its source is just 240 km (150 mi) inland from the Atlantic Ocean, but the river runs away from the sea into the Sahara Desert, then takes a sharp right turn near the ancient city of Timbuktu (Tombouctou) and heads southeast to the Gulf of Guinea.


          Ancient Romans thought that the river near Timbuktu was part of the Nile River (e.g., Pliny, N.H. 5.10), a belief also held by Ibn Battuta, while early 17th-century European explorers thought that it flowed west and joined the Senegal River. The true course was probably known to many locals, but Westerners only established it in the late 19th century, firstly mentioned in the book Travels in the Interior of Africa by the Scottish explorer Mungo Park. This strange geography apparently came about because the Niger River is two ancient rivers joined together. The upper Niger, from the source past the trading city of Timbuktu to the bend in the current river, once emptied into a now-gone lake, while the lower Niger started in hills near that lake and flowed south into the Gulf of Guinea. As the Sahara dried up in 4000-1000 BC, the two rivers altered their courses and hooked up. (This explanation is generally accepted, although some geographers disagree.)


          The northern part of the river, known as the Niger bend, is an important area because it is the closest major river and source of water to that part of the Sahara desert. This made it the focal point of trade across the western Sahara, and the centre of the Sahelian kingdoms of Mali and Gao.


          The surrounding Niger River Basin is one of the distinct physiographic sections of the Sudan province, which in turn is part of the larger African massive physiographic division.
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          Night or nighttime is the period of time when the sun is below the horizon. The opposite of night is day (or " daytime" to distinguish it from "day" as used for a 24-hour period). Time of day varies based on factors such as season, latitude, longitude and timezone.


          


          Duration and geography
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          Nights are shorter than days on average due to two factors. One, the sun is not a point, but has an apparent size of about 32 minutes of arc. Two, the atmosphere refracts sunlight so that some of it reaches the ground when the sun is below the horizon by about 34 minutes of arc. The combination of these two factors means that light reaches the ground when the centre of the sun is below the horizon by about 50 minutes of arc. Without these effects, day and night would be the same length at the autumnal (autumn/fall) and vernal (spring) equinoxes, the moments when the sun passes over the equator. In reality, around the equinoxes the day is almost 14 minutes longer than the night at the equator, and even more closer to the poles. The summer and winter solstices mark the shortest night and the longest night, respectively.


          The closer a location is to the North or South Pole, the larger the range of variation in the night's length. Although equinoxes occur with a day and night close to equal length, before and after an equinox the ratio of night to day changes more rapidly in locations near the poles than in locations between the Tropic of Cancer and the Tropic of Capricorn. In the Northern Hemisphere, Denmark has shorter nights in June than India has. In the Southern Hemisphere, Antarctica has longer nights in June than Chile has. The Northern and Southern Hemispheres of the world experience the same patterns of night length at the same latitudes, but the cycles are 6 months apart so that one hemisphere experiences long nights (winter) while the other is experiencing short nights (summer).


          Between the pole and the polar circle, the variation in daylight hours is so extreme that for a portion of the summer, there is no longer an intervening night between consecutive days and in the winter there is a period that there is no intervening day between consecutive nights.


          


          On other celestial bodies


          The phenomena of day and night is due to the rotation of a celestial body about its axis, creating the illusion of the sun rising and setting. Different bodies spin at very different rates, however. Some may spin much faster than Earth, while others spin extremely slowly, leading to very long days and nights. The planet Venus rotates once every 243 days  by far the slowest rotation period of any of the major planets. In contrast, the gas giant Jupiter's sidereal day is only 9 hours and 56 minutes. A planet may experience large temperature variations between day and night, such as Mercury, the closest planet to the sun. This is one consideration in terms of planetary habitability or the possibility of extraterrestrial life.


          


          Impact on life
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          The disappearance of sunlight, the primary energy source for life on Earth, has dramatic impacts on the morphology, physiology and behaviour of almost every organism. Some animals sleep during the night, while other nocturnal animals including moths and crickets are active during this time. The effects of day and night are not seen in the animal kingdom alone, plants have also evolved adaptations to cope best with the lack of sunlight during this time. For example, crassulacean acid metabolism in a unique type of carbon fixation which allows photosynthetic plants to store carbon dioxide in their tissues as organic acids during the night, which can then be used during the day to synthesize carbohydrates. This allows them to keep their stomata closed during the daytime, preventing transpiration of precious water.


          


          Humans and the night


          


          Social and economic factors
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          Throughout the rest of history, night has primarily been a time of resting and sleep for humans, since little work or labor can be done in the dark. On the other hand, clandestine activities such as romance, sex, prostitution, and criminal and police activity flourish.


          As artificial lighting has improved, especially after the Industrial Revolution, night-time activity has increased and become a significant part of the economy in most places. Many establishments, such as nightclubs, bars, convenience stores, fast-food restaurants, gas stations, distribution facilities, and police stations now operate 24 hours a day or stay open as late as 1 or 2 a.m. Even without artificial light, moonlight sometimes makes it possible to travel or work outdoors at night.


          


          Cultural aspects
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          Night is often associated with danger and evil, because bandits and dangerous animals can be concealed by darkness. The belief in magic often includes the idea that magic and magicians are more powerful at night. Similarly, mythical and folkloric creatures as vampires, and werewolves are thought to be more active at night. Ghosts are believed to wander around almost exclusively during night-time. In almost all cultures, there exist stories and legends warning of the dangers of night-time. In fact, the Saxons called the darkness of night the 'death mist'.
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                    	Luscinia
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              	Binomial name
            


            
              	Luscinia megarhynchos

              ( Brehm, 1831)
            

          


          The Nightingale (Luscinia megarhynchos), also known as Rufous and Common Nightingale, is a small passerine bird that was formerly classed as a member of the thrush family Turdidae, but is now more generally considered to be an Old World flycatcher, Muscicapidae. It belongs to a group of more terrestrial species, often called chats.


          It is a migratory insectivorous species breeding in forest and scrub in Europe and south-west Asia. The distribution is more southerly than the very closely related Thrush Nightingale Luscinia luscinia. It nests on the ground within or next to dense bushes. It winters in southern Africa. At least in the Rhineland (Germany) breeding habitat of nightingales is known to agree with a number of geographical parameters (Wink 1973):


          
            	less than 200 meters above mean sea level


            	mean air temperature during the growing season above 14C


            	more than 20 days/year on which temperatures exceed 25C


            	annual precipitation less than 750mm


            	aridity index lower than 0.35


            	no closed canopy.

          


          The Nightingale is slightly larger than the European Robin, at 15-16.5 cm length. It is plain brown above except for the reddish tail. It is buff to white below. Sexes are similar.


          Nightingales are named so because they frequently sing at night as well as during the day. The name has been used for well over 1,000 years, being highly recognizable even in its Anglo-Saxon form - 'nihtingale'. It means 'night songstress'. Early writers assumed the female sang; in fact, it is the male. The male nightingale is known for his singing, to the extent that human singers are sometimes admiringly referred to as nightingales; the song is loud, with an impressive range of whistles, trills and gurgles. Its song is particularly noticeable at night because few other birds are singing. This is why its name (in several languages) includes "night". Only unpaired males sing regularly at night, and nocturnal song is likely to serve attracting a mate. Singing at dawn, during the hour before sunrise, is assumed to be important in defending the bird's territory. Nightingales sing even more loudly in urban or near-urban environments, in order to overcome the background noise. The most characteristic feature of the song is a loud whistling crescendo, absent from the song of Thrush Nightingale. It has a frog-like alarm call.


          The eastern subspecies L. m. hafizi and L. m. africana have paler upperparts and a stronger face-pattern, including a pale supercilium.


          


          Culture


          
            	The Nightingale is the national bird of Iran and Bangladesh.


            	The love of the nightingale to the rose is also widely used, often metaphorically, in Turkish literature (especially in poems of the Ottoman period) as well as in Persian literature.


            	John Keats' poem " Ode to a Nightingale" responds to the beauty of the nightingale's song.


            	"Know Why the Nightingale Sings" is a song by Nightwish.


            	" The Nightingale" is a poem by Samuel Taylor Coleridge.


            	" The Frog and the Nightingale" is a poem by Vikram Seth.


            	" The Nightingale" is a story by Hans Christian Andersen


            	Le rossignol is an opera by Igor Stravinsky based on the Andersen tale. Stravinsky then adapted the opera into a symphonic poem called Le Chant du rossignol.


            	The soprano Jenny Lind was nicknamed the Swedish Nightingale.


            	In Oscar Wilde's short story " The Nightingale and the Rose", a Nightingale sacrifices itself to create a red rose for a student.


            	Ottorino Respighi included a recording of the nightingale's song in the third movement of his symphonic poem The Pines of Rome.


            	A Provenal folk song, " The Nightingale Which Flies", inspired Tchaikovsky when composing his Humoresque opus 10-2.


            	A Nightingale Sang in Berkeley Square is the name of a popular song and film.


            	" Bianca Among the Nightingales" is a poem by Elizabeth Barrett Browning


            	"The Three Nightingales" was a vaudeville singing trio with the Groucho and Gummo Marx and Mabel O'Donnell.


            	" Sweet Nightingale" is a Cornish folk song which probably dates from the Seventeenth Century, and is said to be a translation from the ancient Cornish language.

          


          
            	" Persephone" has a song named " the Nightingale's Lament" .


            	" Sarojini Devi Naidu" was referred to as " the Nightingale of India" for her melliflous voice.
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              Никита Сергеевич Хрущёв
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                  First Secretary of the Communist Party of the Soviet Union
                

              
            


            
              	Inoffice

              September 7, 1953 October 14, 1964
            


            
              	Precededby

              	Joseph Stalin
            


            
              	Succeededby

              	Leonid Brezhnev
            


            
              	
                


                
                  Premier of the Soviet Union
                

              
            


            
              	Inoffice

              March 27, 1958 October 14, 1964
            


            
              	Precededby

              	Nikolai Bulganin
            


            
              	Succeededby

              	Alexey Kosygin
            


            
              	
                

              
            


            
              	Born

              	April 17, 1894 (1894-04-17)

              Kalinovka, Russian Empire
            


            
              	Died

              	September 11, 1971 (aged77)

              Moscow, USSR
            


            
              	Nationality

              	Russian
            


            
              	Politicalparty

              	Communist Party of the Soviet Union
            


            
              	Spouse

              	Yefrosinia Khrushcheva (desc.)

              Marusia Khrushcheva (div.)

              Nina Khrushcheva
            

          


          Nikita Sergeyevich Khrushchev (Russian: Ники́та Серге́евич Хрущёв ( help info), Nikita Sergeyevich Khrushchov; IPA: [nʲɪˈkʲitə sʲɪˈrgʲejɪvʲɪtɕ xruˈɕːof], in English, ['kruʃtʃɛv], ['krustʃɛv], ['krustʃof] or [krus'tʃof], occasionally ['kruʃof]; surname more accurately romanized as Khrushchyov ( April 17 [ O.S. April 5] 1894) September 11, 1971) served as First Secretary of the Communist Party of the Soviet Union from 1953 to 1964, following the death of Joseph Stalin, and Chairman of the Council of Ministers from 1958 to 1964. Khrushchev's party colleagues removed him from power in 1964, replacing him with Leonid Brezhnev. He spent the last seven years of his life under the close supervision of the KGB.


          


          Early years


          Khrushchev was born in the village of Kalinovka, Dmitriyev Uyezd, Kursk Guberniya, Russian Empire, now occupied by the present-day Kursk Oblast in Russia. His father was the peasant Sergei Nikanorovich Khrushchev (Died 1938 of tuberculosis); his mother was Aksinia Ivanovna Khrushcheva. He had a sister two years his junior, Irina. In 1908, his family moved to Yuzovka. Later, since he spent much time working in Ukraine, Khrushchev gave the impression of being Ukrainian. He supported this image by wearing Ukrainian national shirts. However, he said "I Myself Am Russian".


          Although he was apparently highly intelligent, he only received about two years of education as a child and probably only became fully literate in his late twenties or early thirties.
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              An early photograph of Khrushchev
            

          


          He trained and worked as a joiner in various factories and mines. Khrushchev became involved in trade union activities in World War I and, after the Bolshevik revolution in 1917, he fought in the Red Army. He became a Party member in 1918 and worked at various management and Party positions in Donbass and Kiev.


          In 1931, the government transferred Khrushchev to Moscow. He became the 1st Secretary of the Moscow City Committee (Moscow Gorkom) of VKP(b) in 1935. The Moscow city secretaryship was a traditional proving ground for rising stars in the party (cf Boris Yeltsin) and Khrushchev apparently impressed with his leadership of the Moscow Metro works. In 1938, he became the 1st Secretary of the Central Committee of the Communist Party (Bolsheviks) of Ukraine, one of the most senior regional party positions. Khrushchev became a member of the Central Committee of the Communist Party of the Soviet Union in Moscow in 1934 and the Politburo in 1939.
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          Great Patriotic War


          
            [image: Khrushchev (left) at the military council of Stalingrad Front.]

            
              Khrushchev (left) at the military council of Stalingrad Front.
            

          


          During the Great Patriotic War (i.e., the Eastern Front of World War II), Khrushchev served as a political commissar (zampolit) with the equivalent rank of Lieutenant General.


          In the months following the German invasion, in 1941, Khrushchev, as a local party leader, coordinated the defense of Ukraine but was dismissed and recalled to Moscow after surrendering Kiev. Later, he was a political commissar at the Battle of Stalingrad and was the senior political officer in the south of the Soviet Union throughout the wartime period at Kursk, entering Kiev on liberation, and in the suppression of the Bandera nationalists of the Ukrainian Nationalist Organisation, who had earlier allied with the Nazis before fighting them in Western Ukraine.
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          In the years leading up to 1953, Khrushchev carried out Stalin's orders with uncritical obedience, earning the nickname "the Butcher of the Ukraine" in the late 1940s.


          


          Rise to power


          After Joseph Stalin's death on March 5, 1953 there was a power struggle between different factions within the party. Initially Lavrenty Beria controlled much of the political realm by merging the Ministry of Internal Affairs and State security. Fearing that Beria would eventually kill them, Georgy Malenkov, Lazar Kaganovich, Vyacheslav Molotov, Nikolai Bulganin and others united under Khrushchev to denounce Beria and remove him from power. With Beria imprisoned awaiting execution (which followed in December), Malenkov was the heir apparent. Khrushchev was not nearly as powerful as he would eventually become even after his promotion. Becoming party leader on September 7 of that year, and eventually rising above his rivals, Khrushchev's leadership marked a crucial transition for the Soviet Union. He pursued a course of reform and shocked delegates to the 20th Party Congress on 25 February 1956 by making his famous Secret Speech denouncing the " cult of personality" that surrounded Stalin, though he himself played no small part in cultivating it, and accusing Stalin of crimes committed during the Great Purges. This effectively alienated Khrushchev from the more conservative elements of the Party, but he managed to defeat what he termed the Anti-Party Group after they failed in a bid to oust him from the party leadership in 1957.


          


          In 1958, Khrushchev replaced Bulganin as prime minister and established himself as the undisputed leader of both state and party. He became Premier of the Soviet Union on March 27, 1958. Khrushchev promoted reform of the Soviet system and began to place an emphasis on the production of consumer goods rather than on heavy industry.


          He sought to lower the burden of defense spending on the Soviet economy by placing a new emphasis on rocket based defense. The Soviet lead in this technology was emphasized by the success of Sputnik 1 and subsequently Yuri Gagarin's Vostok flight. However, real Soviet missile forces remained small and the price that Khrushchev paid inside the Soviet system hostility from the armed forces was a major contribution to his eventual removal from office.


          At the same time the fear of Soviet missile forces was real enough in the West prompting then United States of America Senator John F. Kennedy to attack then United States of America Vice-President Richard Nixon over the missile gap in the 1960 U.S. presidential election and culminating in the stand off of the Cuban missile crisis.


          Domestically, Khrushchev did not seek to roll back the collectivization of agriculture. Instead he promoted the Virgin Lands Campaign program, saying the Soviet Union could meet and surpass Western agricultural production through the application of modern techniques and the use of new crops. Initial successes here rapidly turned sour.


          In 1959, during Richard Nixon's visit to the Soviet Union, Khrushchev took part in what later became known as the Kitchen Debate. Khrushchev reciprocated the visit that September, spending thirteen days in the United States. On his visit Khrushchev had two requests: to visit Disneyland and to meet John Wayne, Hollywood's top box-office draw. Due to the Cold War tension and security concerns, he was famously denied an excursion to Disneyland, though this was largely due to security concerns.


          On his California visit, the Soviet leader got a show of American consumerism and the American way of life. This marked the first time a Soviet leader set foot on U.S. soil. But he was annoyed that the main event of his first day was a lunch with 300 movie stars and other celebrities and a visit to the set of the movie "Can-Can" at 20th Century Fox in Los Angeles, rather than an inspection of an aerospace plant.


          After Khrushchev left the studio, gawkers pasted tomatoes on his limo as the doubly offended leader and his 30-car, heavily guarded caravan made its way through city streets. Local authorities would later report that a bomb was planted in a tree along the route and that a man who said he was deer hunting was arrested on suspicion of carrying concealed weapons just moments before Khrushchev's motorcade passed by a Los Angeles street.
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          Khrushchev declared himself outraged at missing Mickey Mouse on his American trip and offended by the chilly reception. The Kremlin boss' new attitude towards the West as a rival instead of as an evil entity alienated Mao Zedong's People's Republic of China. The Soviet Union and the PRC, too, would later be involved in a similar "cold war" triggered by the Sino-Soviet Split in 1960.


          In 1961, Khrushchev approved plans proposed by East German leader Walter Ulbricht to build the Berlin Wall, thereby reinforcing the Cold War division of Germany and Europe as a whole.


          


          


          Khrushchev's personality


          Khrushchev was regarded by his political enemies in the Soviet Union as boorish. He had a reputation for interrupting speakers to insult them. The Politburo accused him once of 'hare-brained scheming' referring to his erratic policies. He regularly humiliated the Soviet nomenklatura, or ruling elite, with his gaffes. He once branded Mao, who was at odds with Khrushchev ever since the denunciation of Stalin at the 1956 Congress, an "old galosh", which was translated as "old boot". In Mandarin, the word "boot" is used to describe a prostitute or immoral woman. The Soviet leader also famously condemned his Bulgarian counterpart.


          Khrushchev's blunders were partially the result of his limited formal education. Although intelligent, as even his political enemies admitted after he had defeated them, and certainly cunning, he lacked knowledge and understanding of the world outside of his direct experience and often proved easy to manipulate by hucksters who knew how to appeal to his vanity and prejudices. For example, he was a supporter of Trofim Lysenko even after the Stalin years and became convinced that the Soviet Union's agricultural crises could be solved through the planting of maize on the same scale as the United States, failing to realize that the differences in climate and soil made this inadvisable.


          Khrushchev repeatedly disrupted the proceedings in the United Nations General Assembly in September-October 1960 by pounding his fists on the desk and shouting in Russian. On 29 September 1960, Khrushchev twice interrupted a speech by British Prime Minister Harold Macmillan.
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          The unflappable Macmillan famously commented over his shoulder to Frederick Boland, the Assembly President (Ireland), that if Mr Khrushchev wished to continue, he would like a translation.


          The notorious shoe-banging incident occurred during a debate, on October 12, over a Russian resolution decrying colonialism. Khrushchev was infuriated by a statement from the rostrum by Lorenzo Sumulong which charged the Soviets with employing a double standard, pointing to their domination of Eastern Europe as an example of the very type of colonialism their resolution criticized. According to newspaper reports, published the following day, Mr. Khrushchev thereupon pulled off his right shoe, stood up, brandishing it at the Philippine delegate on the other side of the hall and banged the shoe on his desk. The enraged Khrushchev accused Mr. Sumulong of being "Холуй и ставлeнник импeриализма" (Kholui i stavlennik imperializma), which was translated as "a jerk, a stooge and a lackey of imperialism". See article Lorenzo Sumulong for details.


          On another occasion, Khrushchev said in reference to capitalism, "Мы вас похороним!" (My vas pokhoronim!), translated to " We will bury you". This phrase, ambiguous both in the English language and in the Russian language, was interpreted in several ways. Later, he would refer back to the comment and state, "I once got in trouble for saying, 'We will bury you'. Of course, we will not bury you with a shovel. Your own working class will bury you". Of course, on the metaphorical level, the statement could be read two ways. One way is: 'We will kill you, then bury you.' The other way is: 'You will die, and we be at your funeral.', 'We will outlive you.') [[Image:May Day Parade 1957 Moscow.jpg|thumb|centre|700px|May Day Parade 1957. Left to right Zhukov, Khrushchev, Bulganin, Kaganovich, Malenkov, Molotov and Anastas Mikoyan


          


          Forced retirement
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          Khrushchev's downfall came as a result of a conspiracy among the Party bosses, irritated by his erratic policies and cantankerous behaviour, which was seen by the Party as an embarrassment on the international stage. The Communist Party accused Khrushchev of making political mistakes, such as mishandling the 1962 Cuban missile crisis, the cold war with China and disorganizing the Soviet economy, especially in the agricultural sector.


          The conspirators, led by Leonid Brezhnev, Aleksandr Shelepin and the KGB chief Vladimir Semichastny, struck in October 1964, when Khrushchev was on vacation in Pitsunda, Abkhazia. They called a special meeting of the Presidium of the Central Committee and, when Khrushchev arrived on 13 October, voted to remove him from his positions in the Party and in the Soviet government. A special meeting of the Central Committee was hastily convened the next day and approved the decisions of the Presidium without debate. On 15 October 1964, the Presidium of the USSR Supreme Soviet accepted Khrushchev's resignation as the Premier of the Soviet Union.


          Following his ousting, Khrushchev spent the rest of his life as a pensioner, living in quiet retirement in Moscow. He remained a member of the Central Committee until 1966. For the rest of his life, he was closely watched by the KGB, but managed to dictate his memoirs and smuggle them to the West. He died of a heart attack at a hospital near his home in Moscow on 11 September 1971 and is buried in the Novodevichy Cemetery in Moscow, having been denied a state funeral and interment in the Kremlin wall.


          


          Key political actions
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            	In his Secret Speech, Khrushchev denounced Stalin for his personality cult and his regime for "violation of Leninist norms of legality", marking the onset of the Khrushchev Thaw.


            	Dissolved the Cominform organization and reconciled with Josip Broz Tito, which ended the Informbiro period in the history of Yugoslavia.


            	Established the Warsaw Pact in 1955 in response to the formation of NATO.


            	Ordered the 1956 Soviet military intervention in Hungary (see Hungarian Revolution of 1956).


            	Ceded Crimea from the Russian SFSR to the Ukrainian SSR in 1955.


            	Provided support for Egypt against the West during the 1956 Suez Crisis.


            	Promoted the doctrine of "Peaceful co-existence" in the foreign policy, accompanied by the slogan "To catch up and overtake the West" in internal policy.


            	Triggered the Sino-Soviet Split through talks with the U.S. and a refusal to support the Chinese nuclear program.


            	Initiated the Soviet space program that launched Sputnik I and Yuri Gagarin, getting a head start in the space race. Participated in negotiations with U.S. President John F. Kennedy for a joint moon program, negotiations that ended when Kennedy was assassinated in 1963.


            	Canceled a summit meeting over the Gary Powers U-2 incident.


            	Met with U.S. President Dwight D. Eisenhower at Camp David, Maryland in September 1959. He was the first Russian leader to visit the United States in a diplomatic capacity.


            	Initiated the deployment of nuclear missiles in Cuba, which led to the Cuban missile crisis of 1962.


            	Approved East Germany's construction of the Berlin Wall in 1961, after the West did not agree to his proposal to incorporate West Berlin into a neutral, demilitarized "free city".

          


          


          Key economic actions


          
            	Second wave of the reclamation of virgin and abandoned lands (see Virgin Lands Campaign).


            	Introduction of sovnarkhozes, (Councils of People's Economy), regional organizations, in an attempt to combat the centralization and departmentalism of the ministries


            	Reorganization of agriculture, with preference given to sovkhozes (state farms), including conversion of kolkhozes into sovkhozes, introduction of maize (earning him the sobriquet kukuruznik, "the maize enthusiast").


            	Coping with housing crisis by quickly building millions of apartments according to simplified floor plans, dubbed khrushchovkas.


            	Created a minimum wage in 1956.


            	Redenomination of the ruble 10:1 in 1961.

          


          


          Legacy


          On the positive side, he was admired for his efficiency and for maintaining an economy which, during the 1950s and 1960s, had growth rates higher than most Western countries, contrasted with the stagnation beginning with his successors. He is renowned for his liberalisation policies, whose results began with the widespread exoneration of political sentences.
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          With Khrushchev's amnesty program, former political prisoners and their surviving relatives could now live a normal life without the infamous " wolf ticket".


          Khrushchev placed more emphasis on the production of consumer goods and housing instead of heavy industry, precipitating a rapid rise in living standards.


          The arts benefited from this environment of liberalisation, where works like Solzhenitsyn's One Day in the Life of Ivan Denisovich created an attitude of dissent that would escalate during the subsequent Brezhnev-Kosygin era.


          His de-Stalinization had a huge impact on young Communists of the day. Khrushchev encouraged more liberal communist leaders to replace hard-line Stalinists throughout the Eastern bloc. Alexander Dubček, who became the leader of Czechoslovakia in January 1968, accelerated the process of liberalisation in his own country with his Prague Spring program. Mikhail Gorbachev, who became the Soviet Union's leader in 1985, was inspired by it and it became evident with his policies of glasnost and perestroika. Khrushchev is sometimes cited as "the last great reformer" among Soviet leaders before Gorbachev. [[Image:Grave N. S. Krushchev.jpg|thumb|100px|left|Khrushchev's grave (as it looks now) was designed by Ernst Neizvestny in 1974]] On the negative side, he was criticized for his ruthless crackdown of the 1956 revolution in Hungary, even though he and Zhukov were pushing against intervention until Hungary's declaration of withdrawal from the Warsaw Pact. He encouraged the East German authorities to set up the notorious Berlin Wall in August 1961. He had very poor diplomatic skills, giving him the reputation of being a rude, uncivilized peasant in the West and as an irresponsible clown in his own country. He renewed persecutions against the Russian Orthodox Church, publicly promising to show the "last priest" on Soviet television. Between 1960 and 1962, as many as 30 percent of churches were destroyed, with the number of monasteries falling by a quarter.


          His administration, although efficient, was also known to be erratic since he disbanded a large number of Stalinist-era agencies. He took a dangerous gamble in 1962 over Cuba, which took the Superpowers to the brink of a Third World War. Agriculture barely kept up with population growth, as bad harvests mixed with good ones, culminating in a disastrous harvest in 1963, due to weather. All this damaged his prestige after 1962 and was enough for the Central Committee, Khrushchev's critical base of support, to take action against him. His right-hand man, Leonid Brezhnev, led the bloodless coup.


          Many dissidents tended to view the Khrushchev era with nostalgia as his successors began discrediting or backtracking on his liberal reforms.


          


          Personal life


          Khrushchev married Yefrosinia Pisareva (18961921) in 1914. A year later their daughter Yulia (d. 1981) was born, and they had a son, Leonid, three days after the October Revolution. Yefrosinia died in 1921 of hunger, exhaustion, and typhus during the famine following the Russian Civil War. In 1922 Khrushchev married a girl of 17 named Marusia but, as she attended to her young daughter and neglected her stepchildren, Khrushchev's mother soon persuaded him to leave her. His third wife was Nina Petrovna Kukharchuk (19001984), with whom he began living soon afterward (though the marriage was not officially registered until the late 1960s); besides Sergei, they had two daughters, Rada (born 1929) and Lena (19371972).


          Khrushchev's eldest son Leonid died in 1943 during the Great Patriotic War. His younger son Sergei emigrated to the United States and is now an American citizen and a Professor at Brown University's Watson Institute for International Studies. He often speaks to American audiences to share his memories of the "other" side of the Cold War.
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          Nikolai Andreyevich Rimsky-Korsakov (Russian: Николай Андреевич Римский-Корсаков, Nikolaj Andreevič Rimskij-Korsakov), also Nikolay, Nicolai, and Rimsky-Korsakoff, ( March 6 (N.S. March 18), 1844  June 8 (N.S. June 21) 1908) was a Russian composer, one of five Russian composers known as The Five, and was later a teacher of harmony and orchestration. He is particularly noted for a predilection for folk and fairy-tale subjects, and for his extraordinary skill in orchestration, which may have been influenced by his synesthesia.


          


          Biography


          Born at Tikhvin, 200 km east of St. Petersburg, into an aristocratic family, Rimsky-Korsakov showed musical ability from an early age, but studied at the Russian Imperial Naval College in St. Petersburg and subsequently joined the Russian Navy. It was only when he met Mily Balakirev in 1861 that he began to concentrate more seriously on music. Balakirev encouraged him to compose and taught him when he was not at sea. (A fictionalized episode of Rimsky-Korsakov's navy service forms the plot of the motion picture Song of Scheherazade, the musical score adapted by Mikls Rzsa.) Through Balakirev he also met the other composers of the group that were to become known as " The Mighty Handful" (better known in English-speaking countries as "The Five"). While in the navy (partly on a world cruise), Rimsky-Korsakov completed his first symphony (1861-1865). This is sometimes claimed to be the first symphony by a Russian, but Anton Rubinstein composed his own first symphony in 1850. Before resigning his commission in 1873, Rimsky-Korsakov also completed the first version of his well known orchestral piece Sadko (1867) and the opera The Maid of Pskov (1872). These three are among several early works which the composer revised later in life.
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          In 1871, despite being largely group- and self-educated within The Five rather than being conservatory-trained, Rimsky-Korsakov became professor of composition and orchestration at the St Petersburg Conservatory. The next year he married Nadezhda Nikolayevna Purgol'd (1848-1919), who was also a pianist and composer. During his first few years at the Conservatory, Rimsky-Korsakov assiduously studied harmony and counterpoint in order to make up for the lack of such thorough training during his years with The Five.


          In 1883 Rimsky-Korsakov worked under Balakirev in the Court Chapel as a deputy. This post gave him the chance to study Russian Orthodox church music. He worked there until 1894. He also became a conductor, leading symphony concerts sponsored by Mitrofan Belyayev (M. P. Belaieff), as well as some programs abroad.
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          In 1905 Rimsky-Korsakov was removed from his professorship in St Petersburg owing to his expressing some political views of which the authorities disapproved. This sparked a series of resignations by his fellow faculty members, and he was eventually reinstated. The political controversy continued with his opera The Golden Cockerel (Le Coq d'Or) (1906-1907), whose implied criticism of monarchy upset the censors to the point that the premiere was delayed until 1909, after the composer's death.


          Towards the end of his life, Rimsky-Korsakov suffered from angina. He died in Lyubensk in 1908, and was interred in Tikhvin Cemetery at the Alexander Nevsky Monastery in St. Petersburg. His widow Nadezhda spent the rest of her life preserving the composer's legacy.


          The Rimsky-Korsakovs had seven children: Mikhail (b.1873), Sofia (b.1875), Andrey (1878-1940), Vladimir (b.1882), Nadezhda (b.1884), Margarita (1888-1893), and Slavchik (1889-1890). Their daughter Nadezhda married the Russian composer Maximilian Steinberg in 1908. Andrey was a musicologist who wrote a multi-volume study of his father's life and work, which included a chapter devoted to his mother, Nadezhda. A nephew, Georgy Mikhaylovich Rimsky-Korsakov (1901-1965), was also a composer.


          


          Legacy
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          In his decades at the Conservatory Rimsky-Korsakov taught many composers who would later find fame, including Alexander Glazunov, Sergei Prokofiev, Igor Stravinsky, Ottorino Respighi, and Artur Kapp.


          Rimsky-Korsakov's legacy goes far beyond his compositions and his teaching career. His tireless efforts in editing the works of other members of The Five are significant, if controversial. These include the completion of Alexander Borodin's opera Prince Igor (with Alexander Glazunov), orchestration of passages from Csar Cui's William Ratcliff for the first production in 1869, and the complete orchestration of Alexander Dargomyzhsky's swansong, The Stone Guest. This effort was a practical extension of the fact that Rimsky-Korsakov's early works had been under the intense scrutiny of Balakirev and that the members of The Five during the 1860s and 1870s experienced each other's compositions-in-progress and even collaborated at times.


          While the effort for his colleagues is laudable, it is not without its problems for musical reception. In particular, after the death of Modest Mussorgsky in 1881, Rimsky-Korsakov took on the task of revising and completing several of Mussorgsky's pieces for publication and performance. In some cases these versions helped to spread Mussorgsky's works to the West, but Rimsky-Korsakov has been accused of pedantry for "correcting" matters of harmony, etc., in the process. Rimsky-Korsakov's arrangement of Mussorgsky's Night on Bald Mountain is the version generally performed today. However, critical opinion of Mussorgsky has changed over time so that his style, once considered unpolished, is now valued for its originality. This has caused some of Rimsky-Korsakov's other revisions, such as that of Boris Godunov, to fall out of favour and be replaced by productions more faithful to Mussorgsky's original manuscripts.


          Although his operas are seldom performed outside of Russia, the music has been widely performed and recorded through the orchestral suites that he compiled from the scores, particularly in the case of Mlada, Tsar Saltan, and Le Coq d'Or. The music of his last opera is remarkably modern for its time and the four-movement suite extracted from its score has enjoyed considerable popularity via concerts and recordings.


          His autobiography and his books on harmony and orchestration have been translated into English and published, providing remarkable insights into his life and work.


          


          Synesthesia


          Rimsky-Korsakov perceived colors associated with major keys as follows :


          
            
              	Tonic note

              	Colour
            


            
              	C

              	white
            


            
              	D

              	yellow
            


            
              	Eb

              	dark bluish-grey
            


            
              	E

              	sparkling sapphire
            


            
              	F

              	green
            


            
              	G

              	rich gold
            


            
              	A

              	rosy colored
            

          


          


          Overview of compositions


          Rimsky-Korsakov was a prolific composer. Like his compatriot Cui, his greatest efforts were expended on his operas. There are fifteen operas to his credit, including Kashchey the Immortal and The Tale of Tsar Saltan. The subjects of the operas range from historical melodramas like The Tsar's Bride, to folk operas, such as May Night, to fairytales and legends like Snowmaiden. In their juxtaposed depictions of the real and the fantastic, the operas invoke folk melodies, realistic declamation, lyrical melodies, and artificially constructed harmonies with effective orchestral expression. Most of Rimsky-Korsakov's operas remain in the standard repertoire in Russia to this day. The best known selections from the operas that are known in the West are "Dance of the Tumblers" from Snowmaiden, "Procession of the Nobles" from Mlada, "Song of the Indian Guest" (or, less accurately, "Song of India,") from Sadko, and " Flight of the Bumblebee" from Tsar Saltan, as well as suites from The Golden Cockerel and The Legend of the Invisible City of Kitezh and the Maiden Fevroniya


          Nevertheless, Rimsky-Korsakov's status in the West has long been based on his orchestral compositions, most famous among which are Capriccio espagnol, Russian Easter Festival Overture, and the symphonic suite Scheherazade. In addition, he composed dozens of art songs, arrangements of folk songs, some chamber and piano music, and a considerable number of choral works, both secular and for Russian Orthodox Church service, including settings of portions of the Liturgy of St. John Chrysostom.


          Major literary works


          
            	My Musical Life. [Летопись моей музыкальной жизни -- literally, Chronicle of My Musical Life.] Trans. from the 5th rev. Russian ed. by Judah A. Joffe; ed. with an introduction by Carl Van Vechten. London: Ernst Eulenburg Ltd, 1974.


            	Practical Manual of Harmony. [Практический учебник гармонии.] First published, in Russian, in 1885. First English edition published by Carl Fischer in 1930, trans. from the 12th Russian ed. by Joseph Achron. Current English ed. by Nicholas Hopkins, New York, NY: C. Fischer, 2005.


            	Principles of Orchestration. [Основы оркестровки.] Begun in 1873 and completed posthumously by Maximilian Steinberg in 1912, first published, in Russian, in 1922 ed. by Maximilian Steinberg. English trans. by Edward Agate; New York: Dover Publications, 1964 ("unabridged and corrected republication of the work first published by Edition russe de musique in 1922").
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              	Name origin: "Nile"(Arabic: 'nīl) comes from the Greek word Neilos ()
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              	Cities

              	Khartoum, Cairo
            


            
              	
            


            
              	
            


            
              	Primary source

              	White Nile
            


            
              	-coordinates

              	
            


            
              	Secondary source

              	Blue Nile
            


            
              	-location

              	Lake Tana, Ethiopia
            


            
              	-coordinates

              	
            


            
              	Source confluence

              	near Khartoum
            


            
              	Mouth

              	
            


            
              	-location

              	Mediterranean Sea
            


            
              	
            


            
              	Length

              	6,650 km (4,132 mi)
            


            
              	Basin

              	3,400,000 km(1,312,747 sqmi)
            


            
              	Discharge

              	
            


            
              	-average

              	2,830 m/ s (99,941 cuft/ s)
            


            
              	
            

          


          The Nile (Arabic: النيل, transliteration: an-nīl, Ancient Egyptian iteru or Ḥ'pī, Coptic piaro or phiaro) is a major north-flowing river in Africa, generally regarded as the longest river in the world.


          The Nile has two major tributaries, the White Nile and Blue Nile, the latter being the source of most of the Nile's water and fertile soil, but the former being the longer of the two. The White Nile rises in the Great Lakes region of central Africa, with the most distant source in southern Rwanda , and flows north from there through Tanzania, Lake Victoria, Uganda and southern Sudan, while the Blue Nile starts at Lake Tana in Ethiopia , flowing into Sudan from the southeast. The two rivers meet near the Sudanese capital Khartoum.


          The northern section of the river flows almost entirely through desert, from Sudan into Egypt, a country whose civilization has depended on the river since ancient times. Most of the population of Egypt and all of its cities, with the exception of those near the coast, lie along those parts of the Nile valley north of Aswan; and nearly all the cultural and historical sites of Ancient Egypt are found along the banks of the river. The Nile ends in a large delta that empties into the Mediterranean Sea.


          


          Etymology of the word Nile
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          The word "Nile"(Arabic: 'nīl) comes from Greek Neilos (), meaning river valley, and likely borrowed from Phoenician. In the ancient Egyptian language, the Nile is called Ḥ'pī or iteru, meaning "great river", represented by the hieroglyphs shown on the right (literally itrw). In Coptic, the words piaro (Sahidic) or phiaro (Bohairic) meaning "the river" (lit. p(h).iar-o "the.canal-great") come from the same ancient name.


          


          Tributaries and distributaries


          The drainage basin of the Nile covers 3,254,555square kilometres (1,256,591sqmi), about 10% of the area of Africa.


          There are two great tributaries of the Nile, joining at Khartoum: the White Nile, starting in equatorial East Africa, and the Blue Nile, beginning in Ethiopia. Both branches are on the western flanks of the East African Rift, the southern part of the Great Rift Valley. Below the Blue and White Nile confluence the only remaining major tributary is the Atbara River, which originates in Ethiopia north of Lake Tana, and is around 800kilometres (500mi) long. It flows only while there is rain in Ethiopia and dries very fast. It joins the Nile approximately 300kilometres (200mi) north of Khartoum.


          The Nile is unusual in that its last tributary (the Atbara) joins it roughly halfway to the sea. From that point north, the Nile diminishes because of evaporation.


          The course of the Nile in Sudan is distinctive. It flows over 6 groups of cataracts, from the first at Aswan to the sixth at Sabaloka (just north of Khartoum) and then turns to flow southward for a good portion of its course, before again returning to flow north to the sea. This is called the "Great Bend of the Nile."
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          North of Cairo, the Nile splits into two branches (or distributaries) that feed the Mediterranean: the Rosetta Branch to the west and the Damietta to the east, forming the Nile Delta.


          


          White Nile
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          The source of the Nile is sometimes considered to be Lake Victoria, but the lake itself has feeder rivers of considerable size. The most distant streamand thus the ultimate source of the Nileemerges from Nyungwe Forest in Rwanda, via the Rukarara, Mwogo, Nyabarongo and Kagera rivers, before flowing into Lake Victoria in Tanzania near the town of Bukoba.


          The Nile leaves Lake Victoria at Ripon Falls near Jinja, Uganda, as the Victoria Nile. It flows for approximately 500kilometres (300mi) farther, through Lake Kyoga, until it reaches Lake Albert. After leaving Lake Albert, the river is known as the Albert Nile. It then flows into Sudan, where it becomes known as the Bahr al Jabal ("River of the Mountain"). The Bahr al Ghazal, itself 716kilometres (445mi) long, joins the Bahr al Jabal at a small lagoon called Lake No, after which the Nile becomes known as the Bahr al Abyad, or the White Nile, from the whitish clay suspended in its waters. When the Nile flooded it left this rich material named silt. The Ancient Egyptians used this soil to farm. From Lake No, the river flows to Khartoum. An anabranch river called Bahr el Zeraf flows out of the Nile's Bahr al Jabal section and rejoins the White Nile.


          The term "White Nile" is used in both a general sense, referring to the entire river above Khartoum, and a limited sense, the section between Lake No and Khartoum.


          


          Blue Nile


          The Blue Nile ( Ge'ez ጥቁር ዓባይ Ṭiqūr ʿĀbbāy (Black Abay) to Ethiopians; Bahr al Azraq to Sudanese) springs from Lake Tana in the Ethiopian Highlands. The Blue Nile flows about 1,400kilometres (870mi) to Khartoum, where the Blue Nile and White Nile join to form the "Nile proper". 90% of the water and 96% of the transported sediment carried by the Nile originates in Ethiopia, with 59% of the water from the Blue Nile alone (the rest being from the Tekez, Atbarah, Sobat, and small tributaries). The erosion and transportation of silt only occurs during the Ethiopian rainy season in the summer, however, when rainfall is especially high on the Ethiopian Plateau; the rest of the year, the great rivers draining Ethiopia into the Nile (Sobat, Blue Nile, Tekez, and Atbarah) flow weakly.


          


          Lost headwaters


          Formerly Lake Tanganyika drained northwards along the African Rift Valley into the Albert Nile, making the Nile about 900miles (1,400km) longer, until blocked in Miocene times by the bulk of the Virunga Volcanoes. See List of rivers by length.


          


          Politics
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          The usage of the Nile River has been vastly associated with East and horn of African politics for many decades. Various countries, including Uganda, Sudan, Ethiopia and Kenya have complained about the Egyptian domination of the Nile water resources. The Nile Basin Initiative was one of the most important programs to promote equal usage and peaceful cooperation between the "Nile Basin States." Yet many fear, the Egyptian domination of the waters still causes massive economic obstacles in the area.


          The Nile still supports much of the population living along its banks, with the Egyptians living in otherwise inhospitable regions of the Sahara. The river flooded every summer, depositing fertile silt on the plains. The flow of the river is disturbed at several points by cataracts, which are sections of faster-flowing water with many small islands, shallow water, and rocks, forming an obstacle to navigation by boats. The Sudd wetlands in Sudan also forms a formidable obstacle for navigation and flow of water, to the extent that Sudan had once attempted to dig a canal (the Jonglei Canal) to bypass this stagnant mass of water.


          The Nile was, and still is, used to transport goods to different places along its long path; especially since winter winds in this area blow up river, the ships could travel up with no work by using the sail, and down using the flow of the river. While most Egyptians still live in the Nile valley, the construction of the Aswan High Dam (finished in 1970) to provide hydroelectricity ended the summer floods and their renewal of the fertile soil.


          Cities on the Nile include Khartoum, Aswan, Luxor ( Thebes), and the Giza Cairo conurbation. The first cataract, the closest to the mouth of the river, is at Aswan to the north of the Aswan Dams. The Nile north of Aswan is a regular tourist route, with cruise ships and traditional wooden sailing boats known as feluccas. In addition, many "floating hotel" cruise boats ply the route between Luxor and Aswan, stopping in at Edfu and Kom Ombo along the way. It used to be possible to sail on these boats all the way from Cairo to Aswan, but security concerns have shut down the northernmost portion for many years.


          More recently, drought during the 1980s led to widespread starvation in Ethiopia and Sudan but Egypt was protected from drought by water impounded in Lake Nasser. Beginning in the 1980s techniques of analysis using hydrology transport models have been used in the Nile to analyze water quality.


          


          Hydrology
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          The flow rate of the Albert Nile at Mongalla is almost constant throughout the year and averages 1,048m/s (37,000cuft/s). After Mongalla, the Nile is known as the Bahr El Jebel which enters the enormous swamps of the Sudd region of Sudan. More than half of the Niles water is lost in this swamp to evaporation and transpiration. The average flow rate in the Bahr El Jebel at the tails of the swamps is about 510m/s (18,000cuft/s). From here it soon meets with the Sobat River and forms the White Nile.


          The Bahr al Ghazal and the Sobat River are the two most important tributaries of the White Nile in terms of drainage area and discharge. The Bahr al Ghazal's drainage basin is the largest of any of the Nile's sub-basins, measuring 520,000square kilometres (200,000sqmi) in size, but it contributes a relatively small amount of water, about 2m/s (71cuft/s) annually, due to tremendous volumes of water being lost in the Sudd wetlands. The Sobat River, which joins the Nile a short distance below Lake No, drains about half as much land, 225,000km (86,900sqmi), but contributes 412cubic metres per second (14,500cuft/s) annually to the Nile. When in flood the Sobat carries a large amount of sediment, adding greatly to the White Nile's colour.


          The average flow of the White Nile at Malakal, just below the Sobat River, is 924m/s (32,600cuft/s), the peak flow is approximately 1,218m/s (43,000cuft/s) in early March and minimum flow is about 609m/s (21,500cuft/s) in late August. The fluctuation there is due the substantial variation in the flow of the Sobat which has a minimum flow of about 99m/s (3,500cuft/s) in August and a peak flow of over 680m/s (24,000cuft/s) in early March.


          From here the White Nile flows to Khartoum where it merges with the Blue Nile to form the Nile River. Further downstream the Atbara River, the last significant Nile tributary, merges with the Nile. During the dry season (January to June) the White Nile contributes between 70% and 90% of the total discharge from the Nile. During this period of time the natural discharge of the Blue Nile can be as low as 113m/s (4,000cuft/s), although upstream dams regulate the flow of the river. During the dry period, there will typically be no flow from the Atbara River.


          The Blue Nile contributes approximately 80-90% of the Nile River discharge. The flow of the Blue Nile varies considerably over its yearly cycle and is the main contribution to the large natural variation of the Nile flow. During the wet season the peak flow of the Blue Nile will often exceed 5,663m/s (200,000cuft/s) in latter August (variation by a factor of 50).


          Before the placement of dams on the river the yearly discharge varied by a factor of 15 at Aswan. Peak flows of over 8,212m/s (290,000cuft/s) would occur during the later portions of August and early September and minimum flows of about 552m/s (19,500cuft/s) would occur during later April and early May. The Nile basin is complex, and because of this, the discharge at any given point along the mainstem depends on many factors including weather, diversions, evaporation/ evapotranspiration, and groundwater flow.


          


          History
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          The Nile (iteru in Ancient Egyptian) was the lifeline of the ancient Egyptian civilization, with most of the population and all of the cities of Egypt resting along those parts of the Nile valley lying north of Aswan. The Nile has been the lifeline for Egyptian culture since the Stone Age. Climate change, or perhaps overgrazing, desiccated the pastoral lands of Egypt to form the Sahara desert, possibly as long ago as 8000 BC, and the inhabitants then presumably migrated to the river, where they developed a settled agricultural economy and a more centralized society.


          The river Nile froze twice in recorded history, in 829 and 1010.


          


          The Eonile


          The present Nile is at least the fifth river that has flowed north from the Ethiopian Highlands. Satellite imagery was used to identify dry watercourses in the desert to the west of the Nile. An Eonile canyon, now filled by surface drift, represents an ancestral Nile called the Eonile that flowed during the later Miocene (235.3 million years before the present). The Eonile transported clastic sediments to the Mediterranean, where several gas fields have been discovered within these sediments.


          During the late-Miocene Messinian Salinity Crisis, when the Mediterranean Sea was a closed basin and evaporated empty or nearly so, the Nile cut its course down to the new base level until it was several hundred feet below world ocean level at Aswan and 8,000feet (2,400m) below Cairo. This huge canyon is now full of later sediment.


          Lake Tanganyika drained northwards into the Nile until the Virunga Volcanoes blocked its course in Rwanda. That would have made the Nile much longer, with its longest headwaters in northern Zambia.


          


          The integrated Nile


          There are two theories in relation to the age of the integrated Nile. The first one is that the integrated drainage of the Nile is of young age, that the Nile basin was formerly broken into series of separate basins, only the most northerly (the Proto Nile basin) feeding a river following the present course of the Nile in Egypt and in the far north of the Sudan. Said (1981) stresses the fact that Egypt itself supplied most of the waters of the Nile during the early part of its history. The other theory is that the drainage from Ethiopia via rivers equivalent to the Blue Nile and the Atbara/ Takazze flowed to the Mediterranean via the Egyptian Nile since well back into Tertiary times.


          Salama (1987) suggested that during the Tertiary there were a series of separate closed continental basins, each basin occupying one of the major Sudanese Rift System: Mellut Rift, White Nile Rift, Blue Nile Rift, Atbara Rift and Sag El Naam Rift. The Mellut Rift Basin is nearly 12km deep at its central part. This rift is possibly still active, with reported tectonic activity in its northern and southern boundaries. The Sudd swamps which forms the central part of the Basin is possibly still subsiding. The White Nile Rift System, although shallower than Bahr El Arab, is about 9km deep. Geophysical exploration of the Blue Nile Rift System estimated the depth of the sediments to be 59km. These basins were not interconnected except after their subsidence ceased and the rate of sediment deposition was enough to fill up the basins to such a level that would allow connection to take place. The filling up of the depressions led to the connection of the Egyptian Nile with the Sudanese Nile, which captures the Ethiopian and Equatorial head waters during the latest stages of tectonic activities of Eastern, Central and Sudanese Rift Systems. The connection of the different Niles occurred during the cyclic wet periods. The River Atbara overflowed its closed basin during the wet periods which occurred about 100,000 to 120,000 years B.P. The Blue Nile was connected to the main Nile during the 70,00080,000 years B.P. wet period. The White Nile system in Bahr El Arab and White Nile Rifts remained a closed lake until the connection of the Victoria Nile some 12,500 years B.P.


          


          Role in the founding of Egyptian civilization
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          Sustenance played a crucial role in the founding of Egyptian civilization. The Nile is an unending source of sustenance. The Nile made the land surrounding it extremely fertile when it flooded or was inundated annually. The Egyptians were able to cultivate wheat and crops around the Nile, providing food for the general population. Also, the Niles water attracted game such as water buffalo; and after the Persians introduced them in the 7th century BC, camels. These animals could be killed for meat, or could be captured, tamed and used for ploughing  or in the camels' case, travelling. Water was vital to both people and livestock. The Nile was also a convenient and efficient way of transportation for people and goods.
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          The structure of Egypts society made it one of the most stable in history. In fact, it might easily have surpassed many modern societies. This stability was an immediate result of the Niles fertility. The Nile also provided flax for trade. Wheat was also traded, a crucial crop in the Middle East where famine was very common. This trading system secured the diplomatic relationship Egypt had with other countries, and often contributed to Egypt's economic stability. Also, the Nile provided the resources such as food or money, to quickly and efficiently raise an army for offensive or defensive roles.


          The Nile played a major role in politics and social life. The pharaoh would supposedly flood the Nile, and in return for the life-giving water and crops, the peasants would cultivate the fertile soil and send a portion of the resources they had reaped to the Pharaoh. He or she would in turn use it for the well-being of Egyptian society.


          The Nile was a source of spiritual dimension. The Nile was so significant to the lifestyle of the Egyptians, that they created a god dedicated to the welfare of the Niles annual inundation. The gods name was Hapi, and both he and the pharaoh were thought to control the flooding of the Nile River. Also, the Nile was considered as a causeway from life to death and afterlife. The east was thought of as a place of birth and growth, and the west was considered the place of death, as the god Ra, the sun, underwent birth, death, and resurrection each time he crossed the sky. Thus, all tombs were located west of the Nile, because the Egyptians believed that in order to enter the afterlife, they must be buried on the side that symbolized death.


          The Greek historian, Herodotus, wrote that Egypt was the gift of the Nile, and in a sense that is correct. Without the waters of the Nile River for irrigation, Egyptian civilization would probably have been short-lived. The Nile provided the elements that make a vigorous civilization, and contributed much to its lasting three thousand years.


          That far-reaching trade has been carried on along the Nile since ancient times can be seen from the Ishango bone, possibly the earliest known indication of Ancient Egyptian multiplication, which was discovered along the headwaters of the Nile River (near Lake Edward, in northeastern Congo) and was carbon-dated to 20,000 BC.


          


          Modern achievements
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          The White Nile Expedition, led by South African national Hendri Coetzee, became the first to navigate the Nile's entire length. The expedition took off from the source of the Nile in Uganda on January 17, 2004 and arrived safely at the Mediterranean in Rosetta, 4 months and 2 weeks later. National Geographic released a feature film about the expedition towards in late 2005 entitled The Longest River.


          On April 28, 2004, geologist Pasquale Scaturro and his partner, kayaker and documentary filmmaker Gordon Brown became the first people to navigate the Blue Nile, from Lake Tana in Ethiopia to the beaches of Alexandria on the Mediterranean. Though their expedition included a number of others, Brown and Scaturro were the only ones to remain on the expedition for the entire journey. They chronicled their adventure with an IMAX camera and two handheld video cams, sharing their story in the IMAX film " Mystery of the Nile", and in a book of the same title. The team was forced to use outboard motors for most of their journey, and it was not until January 29, 2005 when Canadian Les Jickling and New Zealander Mark Tanner reached the Mediterranean Sea, that the river had been paddled for the first time under human power.


          A team led by South Africans Peter Meredith and Hendri Coetzee on 30 April 2005, became the first to navigate the most remote headstream, the remote source of the Nile, the Akagera river, which starts as the Rukarara in Nyungwe forest in Rwanda.


          On March 31, 2006, three explorers from Britain and New Zealand lead by Neil McGrigor claimed to have been the first to travel the river from its mouth to a new "true source" deep in Rwanda's Nyungwe rainforest. .


          


          Crossings


          This is a list of crossings from Khartoum to the Mediterranean:


          
            	Aswan Bridge, Aswan


            	Luxor Bridge, Luxor


            	1st Ring Road Bridge (Moneeb Crossing), Cairo


            	Abbas Bridge, Cairo


            	University Bridge, Cairo


            	Qasr El Nile Bridge, Cairo


            	6th of October Bridge, Cairo


            	Abu El Ela Bridge, Cairo


            	2nd Ring Road Bridge, Cairo
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          "Nine Million Bicycles" is a song written and produced by Mike Batt for the singer Katie Melua's second album, Piece by Piece. It was released as the album's first single in September 2005 (see 2005 in music) and reached number five on the UK Singles Chart, becoming Melua's first top five hit as a solo artist. (She had previously participated in Band Aid 20's 2004 number-one charity single "Do They Know It's Christmas?"). It was a finalist for The Record of the Year prize, losing to " You Raise Me Up" by Westlife.


          


          About the record


          According to Melua, the inspiration for the song came from when her interpreter during her time in Beijing, China, was showing her and her manager, Mike Batt, around the city. The interpreter gave them information about Beijing, including that there are supposedly nine million bicycles in the city. Batt wrote a song based around the title "Nine Million Bicycles" upon his return to England two weeks later, and it was one of the last songs to be recorded for Piece by Piece. Adrian Brett, who played the ethnic flutes on Batt's album Caravans (1978), contributed to the song; an ocarina was used for the low sounds, and a Chinese bamboo flute for the high sounds.


          Melua said that she liked the song "because it is a simple juxtaposition of a trivial idea ("Nine Million Bicycles") against an important idea ("I will love you till I die")". The website indieLondon named it one of the "highlights" of Piece by Piece, describing it as "genuinely sweet ... The meandering blasts of flute that weave their way throughout lend the song a Chinese feel and make it quite enticing."


          The single's video, directed by Kevin Godley, features Melua being dragged across the floor through a variety of settings, including a brief shot of the Summer Palace (Yiheyuan, Chinese: 颐和园/頤和園) in Beijing, until she returns to a picnic in a park with her friends.


          The song was featured prominently in a high-profile radio and television advertising campaign for the Slovenian cell-phone operator Mobitel.


          


          Lyrical Error


          On September 30, 2005, an article appeared in The Guardian newspaper in which physicist Simon Singh humorously corrected the song's lyrics. Singh said that with the song Melua "demonstrates a deep ignorance of cosmology and no understanding of the scientific method", and objected to its second verse, where the song's protagonist "[contrasts] such guesswork with her own confidence in her blossoming long-term love":


          
            	We are 12 billion light-years from the edge,


            	That's a guess  no-one can ever say it's true,


            	But I know that I will always be with you

          


          Singh interpreted the first lyric as a statement that the observable universe was twelve billion years old, which he said was incorrect; according to "the very latest data", the universe was actually 13.7 billion years old. He added, "the next line in the song is unforgivable. To say that the age of the universe is "a guess" is an insult to a century of astronomical progress. The age of the universe is not just "a guess", but rather it is a carefully measured number that is now known to a high degree of accuracy". He wrote replacement lyrics which he believed would, if used, remedy his concerns:


          
            	We are 13.7 billion light-years from the edge of the observable universe,


            	that's a good estimate with well-defined error bars,


            	Scientists say it's true, but acknowledge that it may be refined,


            	and with the available information, I predict that I will always be with you

          


          Singh's statements received moderate coverage in the media, and led Batt to submit a response to The Guardian in which he defended his right to poetic license. Melua agreed to re-record the song's second verse with Singh's proposed lyrics, though she said she encountered difficulty fitting in all of the syllables. The revised version, which omitted the line "Scientists say it's true, but acknowledge that it may be refined", premiered on the radio show The Today Programme on October 15. Melua said that she felt embarrassed by the error in the song, particularly given that she had been a member of her school's astronomy club. Singh himself later said he intended his article to be "to some extent ... tongue-in-cheek", but that he also wanted to defend principles in cosmology "that are on much firmer ground". He added that he believed his response to the song's lyrics had helped introduce cosmology to a wider audience and said that "the writing of the original article was probably the most productive hour of my career".


          Unfortunately, the revised lyrics are still incorrect: while the universe is about 13.7 billion years old, the distance to the edge of the observable universe is considerably greater than 13.7 billion light years due to the continuing expansion of the universe. See observable universe.
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          Nineteen Eighty-Four (also titled 1984), by George Orwell (the pen name of Eric Arthur Blair), is a 1949 English novel about life under a futuristic authoritarian regime in the year 1984. It tells the story of Winston Smith, a functionary at the Ministry of Truth, whose work consists of editing historical accounts to fit the government's policies. Smith is degraded and psychologically tortured after he is arrested by the Thought Police under the instruction of the totalitarian government of Oceania.


          The book has major significance for its vision of an all-knowing government which uses pervasive and constant surveillance of the populace, insidious and blatant propaganda, and brutal control over its citizens. The book had a substantial impact both in literature and on the perception of public surveillance, inspiring such terms as ' Big Brother' and ' Orwellian'.


          


          History


          Orwell, who had "encapsulate[d] the thesis at the heart of his novel" in 1944, wrote most of Nineteen Eighty-Four on the island of Jura, Scotland during 19471948 while critically ill with tuberculosis. He sent the final typescript to his friends, Secker and Warburg, on 4 December 1948, who published the book on 8 June 1949.


          Nineteen Eighty-Four has been translated to sixty-two languages. The novel's title, its terms, and its language ( Newspeak), and its author's surname are bywords for personal privacy lost to national state security. The adjective " Orwellian" denotes many things. It can refer to totalitarian action or organization as well as governmental attempts to control or misuse information for the purposes of controlling, pacifying or even subjugating the population. Orwellian can also refer to governmental propagandizing by the misnaming of things. Hence the " Ministry of Peace" in the novel actually deals with war and the " Ministry of Love" actually tortures people. Since the novel's publication "Orwellian" has in fact become somewhat of a catch-all for any kind of governmental overreach or dishonesty and therefore has multiple meanings and applications. The phrase: Big Brother is Watching You specifically connotes pervasive, invasive surveillance but can also refer to attempts to over regulate or legislate societal behaviour.


          Although the novel has been banned or challenged in some countries, it is, along with Brave New World by Aldous Huxley, and Fahrenheit 451 by Ray Bradbury, among the most famous literary representations of dystopia. In 2005, Time magazine listed it among the hundred best English-language novels published since 1923. The dystopian novel We by Yevgeny Zamyatin is largely considered to have been a primary influence for Nineteen Eighty-Four.


          


          Background


          Nineteen Eighty-Four introduces Oceania, one of the world's three intercontinental totalitarian super-states. The story occurs in London, the "chief city of Airstrip One", itself a province of Oceania that "had been called England or Britain". Posters of " Big Brother", the Party leader, with the caption BIG BROTHER IS WATCHING YOU, dominate the city landscapes; two-way television (the telescreen) dominates the private and public spaces of the populace.


          Oceania's people are in three classes  (i) the Inner Party, (ii) the Outer Party, and (iii) the Proles. This government, the Party, controls them via the Ministry of Truth (Minitrue), where Winston Smith, the protagonist, works; he is a member of the Outer Party. His job in Minitrue is the continual rewriting and altering of history so that the government is always right and correct: destroying evidence, amending newspaper articles, deleting the existence of people identified as unpersons.


          The story begins on April 4, 1984: "It was a bright cold day in April, and the clocks were striking thirteen." The date is questionable, because it is what Winston Smith perceives. In the story's course, he concludes it as irrelevant, because the State can arbitrarily alter it; the year 1984 and its world are transmutable.


          The novel does not render the world's full history to 1984. Indeed, since the novel's only description of world history is contained in a book within a book given to Winston by a Party member, it is possible that what we read is itself meant to be a deception, and the history of the world of 1984 is somewhat different. Winston's recollections, and what he reads in The Theory and Practice of Oligarchical Collectivism, by Emmanuel Goldstein, reveal that after the Second World War, the United Kingdom fell to civil war, becoming part of Oceania. Simultaneously, the Soviet Union encompassed mainland Europe, forming Eurasia; the third super state, Eastasia, comprises the east Asian countries around China and Japan.


          There was an atomic war, fought mainly in Europe, western Russia, and North America. It is unclear what occurred first: the civil war wherein the Party assumed power or the United States' annexation of the British Empire or the war during which Colchester was bombed.


          During the Second World War, George Orwell repeatedly said that British democracy, as it existed before 1939, would not survive the war; the question being: Would it end via Fascist coup d'tat (from above) or via Socialist revolution (from below)? During the war, Orwell admitted events proved him wrong: "What really matters is that I fell into the trap of assuming that 'the war and the revolution are inseparable' ".


          


          Story


          Ministry of Truth bureaucrat Winston Smith is the protagonist; although unitary, the story is three-fold. The first describes the world of 1984 as he perceives it; the second is his illicit romance with Julia and his intellectual rebellion from The Party; the third is his capture and imprisonment, interrogation, torture, and re-education in the Ministry of Love.


          Oceania is a totalitarian state of omnipresent, two-way television surveillance; informants are everywhere; and Winston's romance with Julia is betrayed as a political transgression. Their imprisonment at the Ministry of Love (the most feared of the four ministries) features torture, brainwashing, and re-education in Room 101 (via the prisoner's worst fear). Those degradations re-educate them to love only Big Brother and The Party. Afterwards, disgusted by his love affair with Julia, Winston Smith surrenders his mind, body, and soul to Big Brother; like-wise Julia. On release, each admits having betrayed the other to survive, something they had vowed not to do; each is apathetic toward the other's betrayal.


          The thematic likenesses between Nineteen Eighty-Four and Animal Farm are: the betrayed revolution; the person's subordination to the Party collective; the rigorously enforced class distinctions among Party members, i.e. the Inner Party, the Outer Party, the Proletariat; the Cult of Personality; concentration camps; Thought Police; compulsory, regimented, daily exercise; the youth leagues.


          As in the Nazi and Stalinist regimes, propaganda is pervasive; Smith's job is rewriting historical documents to match the contemporaneous party line, the orthodoxy of which changes daily. He re-writes and re-prints newspaper articles (society's official records) to delete from the collective memory all people rendered unpersons by Party order.


          


          Plot


          
            [image: A pyramid diagram of Oceania's social classes; Big Brother atop, The Party in middle, the Proles at bottom.]

            
              A pyramid diagram of Oceania's social classes; Big Brother atop, The Party in middle, the Proles at bottom.
            

          


          The intellectual Winston Smith is a member of the Outer Party, lives in the ruins of London (the "chief city of Airstrip One", a province of Oceania), who grew up in the post-World War II United Kingdom, during the revolution and the civil war. As his parents disappeared in the civil war, the English Socialism Movement (" Ingsoc" in Newspeak), put him in an orphanage for training and employment in the Outer Party.


          His squalid existence consists of living in a one-room apartment, eating a subsistence diet of black bread and synthetic meals washed down with Victory-brand gin. He is discontented, and keeps an illegal journal of dissenting, negative thoughts and opinions about The Party. If detected, it, and his eccentric behaviour, would result in torture and death by the Thought Police.


          In his journal he explains thoughtcrime: Thoughtcrime does not entail death. Thoughtcrime IS death. The Thought Police have two-way telescreens (in the living quarters of every Party member and in every public area), hidden microphones, and anonymous informers to spy potential thought-criminals who might endanger The Party. Children are indoctrinated to informing; to spy and report suspected thought-criminals  especially their parents.


          Winston Smith is a bureaucrat in the Records Department of the Ministry of Truth, revising historical records to match The Party's contemporaneous, official version of the past. The revisionism is required so that the past reflect the shifts of the day in the Party's orthodoxy. Smith's job is perpetual; he re-writes the official record, re-touches official photographs, deleting people officially rendered as unpersons. The original or older document is dropped into a "memory hole" chute leading to an incinerator. Although he likes his work, especially the intellectual challenge of revising a complete historical record, he also is fascinated by the true past, and eagerly tries to learn more about that forbidden truth.


          One day in the office, a woman surreptitiously hands him a note. She is "Julia", a dark-haired mechanic who repairs the Ministry of Truth's novel-writing machines. Before that day, he had felt deep loathing for her, based on his assumptions that she was a brainwashed, fanatically devoted member of the Party; particularly annoying to him is her red sash of renouncement of and scorn for sexual intercourse. His preconceptions vanish on reading her hand-printed note: "I love you". After that, they begin a clandestine romantic relationship, first meeting in the countryside and at a ruined belfry, then regularly in a rented room atop an antiques shop in the city's proletarian neighbourhood. The shop owner chats him up with facts about the pre-revolutionary past, sells him period artifacts, and rents him the room to meet Julia. The lovers believe their hiding place paradisiacal (the shop keeper having told them it has no telescreen) and think themselves alone and safe.


          As their romance deepens, Winston's views change, and questions Ingsoc. Unknown to him, the Thought Police have been spying on him and Julia. Later, when approached by Inner Party member O'Brien, Winston believes that he's come into contact with The Brotherhood, opponents of the Party. O'Brien gives him a copy of " the book", The Theory and Practice of Oligarchical Collectivism, a searing criticism of Ingsoc said to be written by the dissident Emmanuel Goldstein, the leader of the Brotherhood; it explains the perpetual war and exposes the truth behind the Party's slogan, "War is Peace; Freedom is Slavery; Ignorance is Strength."


          The Thought Police capture Winston and Julia in their sanctuary bedroom and they are separately interrogated at the Ministry of Love, where the regime's opponents are tortured and killed, but sometimes released (to be executed at a later date); Charrington, the shop keeper who rented them the room reveals himself an officer of the Thought Police. In the Ministry of Love torture chamber, O'Brien tells Smith that he will be cured of his hatred for the Party. During a long and complex duologue, O'Brien reveals, in what is the most important line in the book, that the motivation of the Inner Party is not to achieve some future paradise but to retain power, which has become an end in itself. He outlines a terrifying vision of how they will change society and people in order to achieve this, including the abolition of the family, the orgasm and the sex instinct. It will be a society that grows 'more, not less merciless as it refines itself.' A society without Art, literature or science. During a session, he explains to Winston that torture's purpose is to alter his way of thinking, not to extract a fake confession, adding that once cured  accepting reality as the Party describes  he then will be executed; electroshock torture will achieve that, continuing until O'Brien decides Winston is cured.


          One night, a dreaming Winston suddenly wakes, yelling: "Julia! Julia! Julia, my love! Julia!" O'Brien rushes in and questions him, and then sends him to Room 101, the most feared room in the Ministry of Love. This is where a person's greatest fear is forced upon him or her for the final re-education step: acceptance. Winston, who has a primal fear of rats, is shown a wire cage filled with starving rats and told that it will be fitted over his head like a mask, so that when the cage door is opened, the rats will bore into his face until it is stripped to the bone. Just as the cage brushes his cheek, he shouts frantically: "Do it to Julia!" The torture ends, Winston is returned to society, brainwashed to accept Party doctrine.


          After his release, Winston and Julia fortuitously meet in a park. With distaste, they remember the "bad" feelings they once shared; they acknowledge having betrayed each other; they are apathetic. Torture and re-education were successful; Winston happily reconciled to his impending execution, and accepting the Party line about the past and the present. In his mind, he celebrates the false fact of a news bulletin reporting Oceania's recent, decisive victory over Eurasia. Winston imagines himself back at the Ministry of Love. He imagines the scene he created during his imprisonment of walking down the white hallway and being shot by the guard. He finally accepts that he loves Big Brother.


          


          Title


          The novel's original title was The Last Man in Europe, but publisher Frederic Warburg suggested changing it to a marketable title. Orwell's reasons for the title are unknown; he might be alluding to the centenary of the socialist Fabian Society founded in 1884, or to Jack London's novel The Iron Heel (wherein a political movement came into power in 1984), or to G. K. Chesterton's The Napoleon of Notting Hill, set in 1984, or to the poem " End of the Century, 1984", by Eileen O'Shaughnessy (his first wife). Anthony Burgess claims in 1985 Orwell, being disillusioned by the onset of the Cold War intended to name the book 1948. The name was changed at the publisher's request. According to the introduction of the Penguin Modern Classics edition, Orwell originally meant 1980 as the story's time, but as the writing became prolonged, he re-titled it 1982, then 1984. The full title of the first edition was Nineteen Eighty-Four. A novel.


          


          Orwell's influences


          In the essay Why I Write, Orwell explains that all the serious work he wrote since the Spanish Civil War in 1936 was "written, directly or indirectly, against totalitarianism and for democratic socialism." Indeed, Nineteen Eighty-Four is an anti-totalitarian cautionary tale about the betrayal of a revolution by its defenders. He already had stated distrust of totalitarianism and betrayed revolutions in Homage to Catalonia and Animal Farm. Coming Up For Air, at points, celebrates the personal and political freedoms lost in Nineteen Eighty-Four.


          Much of Oceanic society is based upon Stalin's Soviet Union. The "Two Minutes' Hate" was the ritual demonisation of State enemies and rivals; Big Brother resembles Joseph Stalin; the Party's archenemy, Emmanuel Goldstein, resembles Leon Trotsky (both are Jewish, both have the same physiognomy, and Trotsky's real surname was 'Bronstein'). Another suggested inspiration for Goldstein is Emma Goldman, the famous Anarchist figure. Doctored photography is a propaganda technique and the creation of unpersons in the story, analogous to Stalin's enemies being made nonpersons and being erased from official photographic records; the police treatment of several characters recalls the Moscow Trials of the Great Purge.


          Biographer Michael Shelden notes these influences: the Edwardian world of his childhood in Henley  for the golden country; being bullied at St. Cyprian's  empathy with victims; his policeman's life in the Indian Burma Police  the techniques of violence; and suffering censorship in the BBC  capriciously-wielded authority.


          Specific literary influences include Darkness at Noon and The Yogi and the Commissar by Arthur Koestler, The Iron Heel (1908) by Jack London; Brave New World (1932) by Aldous Huxley; We (1921) by Yevgeny Zamyatin, which Orwell read in French and reviewed in 1946; and The Managerial Revolution (1940) by James Burnham, predicting permanent war among three totalitarian superstates, broadly equivalent to those in Nineteen Eighty-Four. Orwell told Jacintha Buddicom that he would write a novel stylistically like A Modern Utopia by H. G. Wells.


          World War II acts as the grounding for Orwell's more fantastic elements. Most of the novel contains direct parallels, and occasional outright pastiche, of the rhetoric and politics surrounding the end of the war and the changing alliances of the nascent Cold War. The overseas service of the BBC, controlled by the Ministry of Information, was the model for the Ministry of Truth. The Ministry of Love's ultimate weapon against dissidents, Room 101, is named after a conference room at BBC Broadcasting House where Orwell used to sit through tedious meetings. The Senate House, where the Ministry of Information was housed, is the architectural inspiration for the Ministry of Truth. Nineteen Eighty-Four's world reflects the socio-political life of the UK and the USA, i.e. the poverty of Britain in 1948, when the economy was poor, the Empire dissolving, while newspapers reported imperial triumphs, and wartime ally Soviet Russia was becoming a peacetime foe.


          Oceania is a metamorphosed future British Empire that geographically includes the United States, and whose currency is the dollar. As its name suggests, it is a naval power, with much militarism focused on venerating sailors serving aboard floating fortresses greater than Dreadnoughts. Moreover, most of the fighting by Oceania's troops is in defending India (the "Jewel in the Crown" of the British Empire).


          The term "English Socialism" also has many precedents in Orwell's wartime writings. In The Lion and the Unicorn of 1940, Orwell stated that "the war and the revolution are inseparable (...) the fact that we are at war has turned Socialism from a textbook word into a realizable policy". The reason for that, according to Orwell, was that the outmoded British class system constituted a major hindrance to the war effort, and only a Socialist society would be able to defeat Hitler. Since the middle classes were in process of realizing this, too, they would support the revolution, and only the most outright reactionary elements in British society would oppose it  which would limit the amount of force the revolutionaries would need in order to gain power and keep it.


          Thus, an "English Socialism" would come about which "...will never lose touch with the tradition of compromise and the belief in a law that is above the State. It will shoot traitors, but it will give them a solemn trial beforehand and occasionally it will acquit them. It will crush any open revolt promptly and cruelly, but it will interfere very little with the spoken and written word".


          Orwell's words in this and other writings at the time leave no doubt that in 1940 he regarded "English Socialism" as highly desirable and was actively trying to bring about its victory. Yet in the nightmare world he envisioned eight years later, the same term - contracted to " Ingsoc" - is the monstrous ideology of a totally oppressive regime, far from the relative moderate revolution which Orwell foresaw in 1940. When the vision of "The Lion and the Unicorn" is compared with that of "Nineteen Eighty-Four" it is evident that Orwell saw the regime presided over by Big Brother not only as a betrayal and perversion of Socialist ideals in general, but also as a perversion of Orwells own specifically and dearly cherished vision and hope of Socialism - "English Socialism".


          


          Characters


          Several characters in the book are based upon people from real life, and nearly all of them parallel figures from the Russian Revolution and Communist Russia in general.


          


          Major characters


          
            	Winston Smith - The novel's protagonist


            	Julia - Winston's lover


            	Big Brother - The dictator of Oceania in the year 1984; believed to be based upon Joseph Stalin. However as Winston Smith points out, he has never seen, nor remembers anyone else seeing Big Brother and makes the point that perhaps he never did exist. This is also true of Emmanuel Goldstein whom Winston Smith points out is definitely dead by now, but also may have just been created for propaganda purposes.


            	O'Brien - A government agent who deceives Winston and Julia into believing that he is a member of the resistance, convinces them to "join," and later uses it against them to incarcerate and torture them.


            	Emmanuel Goldstein - A former top member and now opposer of the ruling Party; he is based upon Leon Trotsky, a dissident member of the Soviet Communist Party who was forced to flee the Soviet Union to save himself from Stalin's persecutions.

          


          


          Minor characters


          
            	Aaronson - old party leader


            	Ampleforth - Winston's colleague


            	Mr. Charrington - ostensibly the owner of a junk store in the prole district; actually a member of the dreaded Thought Police.


            	Jones - old party leader


            	Katharine - Winston's wife, a strong supporter of the Party. It is unknown whether or not she is alive at the time of the novel because of the fact that she and Winston separated several years earlier.


            	Martin - O'Brien's servant


            	Parsons - Winston's naive neighbour


            	Rutherford - old party leader


            	Syme - Winston's intelligent coworker; works with the language Newspeak, and is later vaporized (Made so as to seem he never existed). Syme's disappearance is an allusion to the Stalin Purges.

          


          


          Ingsoc (English Socialism)


          Ingsoc is the ideology of the totalitarian government of Oceania. Ingsoc is Newspeak for "English Socialism".


          


          Ministries of Oceania


          Oceania's four ministries are housed in huge pyramidal structures, each roughly 930 feet high and visible throughout London, displaying the three slogans of the party (see below) on their faades.


          
            	Ministry of Peace


            	Newspeak: Minipax.

          


          Conducts Oceania's perpetual war.


          
            	Ministry of Plenty


            	Newspeak: Miniplenty.

          


          Responsible for rationing and controlling food and goods, along with all production of all domestic goods. The Ministry of Plenty declares false claims to have increased the standard of living every time by a considerable amount, when in fact the ministry counteracts its own claims.


          
            	Ministry of Truth


            	Newspeak: Minitrue.

          


          The propaganda arm of Oceania's regime, controlling information: news, entertainment, education, and the fine arts. Winston Smith works for the Records Department (RecDep) of Minitrue, "rectifying" historical records and newspaper articles to make them conform to Big Brother's most recent pronouncements, thus making everything that the Party says true.


          
            	Ministry of Love


            	Newspeak: Miniluv.

          


          The agency is responsible for the identification, monitoring, arrest and torture of dissidents, real or imagined. Based on Winston's experience there at the hands of O'Brien, the basic procedure is to pair the subject with his or her worst fear for an extended period, eventually breaking down the person's mental faculties and ending with a sincere embrace of the Party by the brainwashed subject. The Ministry of Love differs from the other ministry buildings in that it has no windows in it at all.


          The ministries' names are an example of doublethink  The Ministry of Peace concerns itself with war, the Ministry of Truth with lies, the Ministry of Love with torture and the Ministry of Plenty with starvation. (Part II, Chapter IX - chapter I of Goldstein's book)


          


          Doublethink


          
            The keyword here is blackwhite. Like so many Newspeak words, this word has two mutually contradictory meanings. Applied to an opponent, it means the habit of impudently claiming that black is white, in contradiction of the plain facts. Applied to a Party member, it means a loyal willingness to say that black is white when Party discipline demands this. But it means also the ability to believe that black is white, and more, to know that black is white, and to forget that one has ever believed the contrary. This demands a continuous alteration of the past, made possible by the system of thought which really embraces all the rest, and which is known in Newspeak as doublethink. Doublethink is basically the power of holding two contradictory beliefs in one's mind simultaneously, and accepting both of them.


             Part II, chapter IX - chapter I of Goldstein's book

          


          


          Political geography


          
            [image: Not all boundaries are given in detail in the book, so some are speculation. Note: At the end of the novel, there are news reports that Oceania has captured the whole continent of Africa, though their credibility is uncertain.]
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          The world is controlled by three functionally similar totalitarian super-states engaged in perpetual war with each other:


          
            	Oceania (ideology: Ingsoc or English Socialism) comprises Great Britain, Ireland, Australia, Polynesia, and the Americas.


            	Eurasia (ideology: Neo- Bolshevism) comprises continental Europe and northern Asia.


            	Eastasia (ideology: Obliteration of the self, usually rendered as "Death worship") comprises China, Japan, Korea and Northern India.

          


          The "disputed area", which lies "between the frontiers of the super-states", is "a rough quadrilateral with its corners at Tangier, Brazzaville, Darwin, and Hong Kong".


          That Great Britain and Ireland are in Oceania rather than in Eurasia is commented upon in the book as a historical anomaly. North Africa, the Middle East, South India, and Southeast Asia form a disputed zone which is used as a battlefield and source of slaves by the three powers. Goldstein's book explains that the ideologies of the three states are the same, but it is imperative to keep the public ignorant of that. The population is led to believe that the other two ideologies are detestable. London, the novel's setting, is the capital of the Oceanian province of Airstrip One, the former United Kingdom.


          


          The Revolution


          In the novel, there are a few glimpses of what happened to cause the revolution. The formation of Eurasia is depicted as occurring after the Second World War when American troops left Europe earlier than in our history, allowing Soviet troops to move in and gain control of war-torn Europe without much opposition.


          As explained in the book, Eurasia does not contain the British Empire because the Americans were able to annex the British Empire and gain control of a quarter of the world (southern Africa, Australasia and Canada) before the Soviets reached Britain. Presumably, the United States also annexed much of Latin America at around the same time, forming Oceania.


          Eastasia is the last of three superstates to be formed, and apparently was formed when China conquered surrounding nations. The previously-formed Eurasia prevented Eastasia from growing to the size of the others, a handicap it made up thanks to its numerous and hard-working population.


          Although the chronology of these events is unclear in the book, most of it appears to happen between 1920 and the 1960s.


          


          The War


          
            
              	Perpetual War
            


            
              	[image: ]

              The attacks described as black (Eurasian) and white (Oceanian) arrows in the last chapter of the novel.
            


            
              	
                
                  
                    	Date

                    	early 1970spresent
                  


                  
                    	Location

                    	
                      North Africa

                      Southwest Asia Southeast Asia Central Asia

                    
                  


                  
                    	Result

                    	eternal stalemate
                  


                  
                    	Territorial

                    changes

                    	
                      East Asian unification

                      European-North African unification American- Oceanian-British-Irish unification Southern Africa, West/ South Asia disputed zones

                    
                  

                

              
            


            
              	Belligerents
            


            
              	Oceania

              	Eurasia

              	Eastasia
            


            
              	Commanders
            


            
              	Big Brother

              	

              	
            


            
              	Strength
            


            
              	Unknown

              	

              	
            


            
              	Casualties and losses
            


            
              	Unknown

              	"half a million prisoners" during the invasion of Africa, according to a newsflash on the telescreen

              	Unknown
            

          


          The world of Nineteen Eighty-Four is built around a never-ending war involving the book's three superstates, with two allied powers fighting against the third. But as Goldstein's book explains, each superstate is so strong it cannot be defeated even when faced with the combined forces of the other two powers. The allied states occasionally split with each other and new alliances are formed. Each time this happens, history is rewritten to convince the people that the new alliances were always there, using the principles of doublethink. The war itself never takes place in the territories of the three powers; the actual fighting is conducted in the disputed zone stretching from Morocco to Australia, and in the unpopulated Arctic wastes. Throughout the first half of the novel, Oceania is allied with Eastasia, and Oceania's forces are combating Eurasia's troops in northern Africa.


          Midway through the book, the alliance breaks apart and Oceania, newly allied with Eurasia, begins a campaign against Eastasian forces. This happens during "Hate Week" (a week of extreme focus on the evilness of Oceania's enemies, the purpose of which is to stir up patriotic fervour in support of the Party), Oceania and Eastasia are enemies once again. The public is quite abnormally blind to the change, and when a public orator, mid-sentence, changes the name of the enemy from Eurasia to Eastasia (still speaking as if nothing had changed), the people are shocked and soon enraged as they notice all the flags and banners are wrong (they blame Goldstein and the Brotherhood) and tear them down. This is the origin of the idiom, "we've always been at war with Eastasia." Later on, the Party claims to have captured India. As with all other news, its authenticity is questionable.


          Orwell's book explains that the war is unwinnable, and that its only purpose is to use up human labour and the fruits of human labour so that each superstate's economy cannot support an equal (and high) standard of living for every citizen. The book also details an Oceanian strategy to attack enemy cities with atomic-tipped rocket bombs prior to a full-scale invasion, but quickly dismisses this plan as both infeasible and contrary to the purpose of the war.


          Although, according to Goldstein's book, hundreds of atomic bombs were dropped on cities during the 1950s, the three powers no longer use them, as they would upset the balance of power. Conventional military technology is little different from that used in the Second World War. Some advances have been made, such as replacing bomber aircraft with "rocket bombs", and using immense "floating fortresses" instead of battleships, but they appear to be rare. As the purpose of the war is to destroy manufactured products and thus keep the workers busy, obsolete and wasteful technology is deliberately used in order to perpetuate useless fighting.


          Goldstein's book hints that, in fact, there may not actually be a war. The only view of the outside world presented in the novel is through Oceania's media, which has an obvious tendency to exaggerate and even fabricate "facts", and the rocket bombs ostensibly fired by the enemy. Goldstein's book suggests that the three superpowers may not actually be warring, and as Oceania's media provide completely unbelievable news reports on impossibly long military campaigns and victories (including a ridiculously large campaign in the Sahara desert), it can be suggested that the war is a lie. Julia even goes so far as to suggest that the rocket bombs that land on London are launched by the Party from other parts of Oceania.


          Even Eurasia and Eastasia themselves may only be a fabrication by the government of Oceania, with Oceania the sole undisputed dominator of the world. On the other hand, Oceania might as well actually control only a rather small part of the world (Great Britain and Ireland) and still brainwash its citizens into believing that Oceania dominates the whole Earth or - as in the novel - that they are battling/allying with (a fabricated) Eurasia/Eastasia.


          It is noted in the novel that there are no longer massive battles, but rather expert fighters occasionally appearing in small skirmishes; this makes sense as the reason for the wars are to destroy national production, rather than the populace which is to be dominated at every turn.


          


          Living standards


          By the year 1984, the society of Airstrip One lives in squalid poverty; hunger, disease, and filth are the norms. Because of the civil and atomic wars, and enemy ( or possibly even Oceanian) rocket bombs, the cities and towns are in ruins. When travelling about London, Winston finds himself surrounded by rubble, decay, and the crumbling shells of wrecked buildings. Much of the population of Oceania go barefoot most - if not all - of the time, despite The Party reporting large quantities of boots being produced; Winston believes it likely that very few, if any, boots were actually produced at all.


          Apart from the gargantuan bombproof Ministries, very little seems to have been done to rebuild London, and it is assumed that all towns and cities across Airstrip One (and Oceania) are in the same desperate condition. Living standards for the population are generally very low  everything is in short supply and those goods available are of very poor quality. The Party claims that this is due to the immense sacrifices that must be made for the war effort. They are partially correct, as the point of continuous warfare is to be rid of the surplus of industrial production to prevent the rise of the standard of living and make possible the economic repression of people.


          The Inner Party, at the top level of Oceanian society, enjoys the highest standard of living. O'Brien, a member of the Inner Party, lives in a clean and comfortable apartment, and has variety of quality foodstuffs such as wine, coffee, and sugar, none of which is available to the rest of the population. Synthetic versions of these foodstuffs are available to members of the Outer Party, but they are of far inferior quality. Winston, for example, is astonished simply that the lifts in O'Brien's building actually work, and that the telescreens can be turned off. Members of the Inner Party also seem to be waited on by slaves captured from the disputed zone; O'Brien's servant, Martin, is described as having Asiatic features, which would identify him as an Eastasian or eastern Eurasian national, possibly a former soldier captured in battle.


          Although the Inner Party enjoys the highest standard of living, Goldstein's book points out that, despite being at the top of society, their living standards (apart from the slaves) are significantly lower than pre-Revolution standards. O'Brien says the social atmosphere is that of a besieged city, where the possession of a lump of horseflesh makes the difference between wealth and poverty. The proles, treated by the Party as animals, live in squalor and poverty. They are kept sedate with vast quantities of cheap beer, widespread pornography, and a national lottery, but these do not mask the fact that their lives are dangerous and deprivedproletarian areas of the cities, for example, are ridden with disease and vermin.


          However, the proles are subject to much less close control of their daily lives than Party members. The proles, whom Winston Smith meets in the streets and in the pubs, seem to speak and behave much like working-class Englishmen of Orwell's time. In addition, the prole criminals whom he meets in the first phase of his imprisonment are far less subdued and intimidated than the intellectual "politicals", some of them rudely jeering at the telescreens with apparent impunity.


          As explained in Goldstein's book, this derives from the social theory which the regime believes inand which seems to workthat revolutions are always started by the middle class and that the lower classes would never start an effective revolt on their own. Therefore, if the middle classes are so tightly controlled that the regime can penetrate their very thoughts and their most minute daily life, the lower classes can be left to their own devices and pose no threat. Meanwhile, any potentially rebellious or intelligent proletarian indivdiuals who could become the nuclei for resistance are simply eliminated by the Thought Police.


          As Winston is a member of the Outer Party, more is shown from its living standards than any other group. Despite being the middle class of Oceanian society, the Outer Party's standard of living is very poor. Foodstuffs are low quality or synthetic; the main alcoholic beverage  Victory Gin  is industrial-grade; Outer Party Victory Cigarettes aren't manufactured properly.


          


          Themes


          


          Nationalism


          Nineteen Eighty-Four expands upon the subjects summarised in the essay Notes on Nationalism ( 1945), about the lack of vocabulary needed to explain the unrecognised phenomenon behind certain political forces; in Nineteen Eighty-Four Newspeak, the Party's artificial, minimalist language, addresses the matter.


          Positive nationalism: Oceanians perpetual love for Big Brother (who might not exist); Celtic Nationalism, Neo-Toryism, and British Zionism are defined by love.


          Negative nationalism: Oceanians perpetual hatred for Emmanuel Goldstein (who might not exist); Stalinism, Anti-Semitism, and Anglophobia are defined by hatred.


          Transferred nationalism: in mid-sentence, an orator changes the enemy of Oceania; the crowd instantly transfers their hatred to the new enemy. Transferred nationalism swiftly redirects emotions from one power unit to another, e.g. Communism, Pacifism, Colour Feeling, and Class Feeling.


          Thus, O'Brien conclusively describes: The object of persecution is persecution. The object of torture is torture. The object of power is power.


          


          Sexual repression


          The Party imposes antisexualism upon its members (e.g. the Junior Anti-Sex-League), because sexual attachments diminish loyalty to the Party. Julia describes Party fanaticism as "sex gone sour"; except during the liaison with Julia, Winston suffers an inflamed ankle (an allusion to Oedipus the King, symbolic of unhealthy sexual repression). In Part III, O'Brien tells Winston that neurologists are working to extinguish the orgasm; sufficient mental energy for prolonged worship requires repressing the libido, a vital instinct, e.g. externally-imposed sexual restriction by the authorities (civil, political, et cetera).


          


          Futurology


          If Orwell meant the novel as prophecy is unknown, yet, O'Brien describes the future:


          
            
              There will be no curiosity, no enjoyment of the process of life. All competing pleasures will be destroyed. But alwaysdo not forget this, Winstonalways there will be the intoxication of power, constantly increasing and constantly growing subtler. Always, at every moment, there will be the thrill of victory, the sensation of trampling on an enemy who is helpless. If you want a picture of the future, imagine a boot stamping on a human face  for ever.

            


            
              Part III, Chapter III
            

          


          This starkly contrasts with his forecast essay England Your England, in The Lion and the Unicorn (1941):


          
            
              The intellectuals who hope to see it Russianised or Germanised will be disappointed. The gentleness, the hypocrisy, the thoughtlessness, the reverence for law and the hatred of uniforms will remain, along with the suet puddings and the misty skies. It needs some very great disaster, such as prolonged subjugation by a foreign enemy, to destroy a national culture. The Stock Exchange will be pulled down, the horse plough will give way to the tractor, the country houses will be turned into children's holiday camps, the Eton and Harrow match will be forgotten, but England will still be England, an everlasting animal stretching into the future and the past, and, like all living things, having the power to change out of recognition and yet remain the same.

            

          


          Yet, Nineteen Eighty-Four's geopolitical climate is like his prcis of James Burnham's ideas in the essay 'James Burnham and the Managerial Revolution' (1946).


          
            
              These people will eliminate the old capitalist class, crush the working class, and so organize society that all power and economic privilege remain in their own hands. Private property rights will be abolished, but common ownership will not be established. The new 'managerial' societies will not consist of a patchwork of small, independent states, but of great super-states grouped round the main industrial centres in Europe, Asia, and America. These super-states will fight among themselves for possession of the remaining uncaptured portions of the earth, but will probably be unable to conquer one another completely. Internally, each society will be hierarchical, with an aristocracy of talent at the top and a mass of semi-slaves at the bottom.

            

          


          


          Jews


          The book was written in the immediate post-WWII period, when the horrors of the Holocaust had just been revealed to the world; it has several references to Jews, in widely differing contexts.


          The name of Emmanuel Goldstein leaves little doubt that he is Jewish - as was Leon Trotsky (Bronshtein) on whom he is widely considered to be modeled. Aaronson, one of the three earlier leaders of the party who were ousted and destroyed by Big Brother, also has a clearly Jewish name.


          However, there is no hint that the persecution of Goldstein and Aaronson is in any way motivated by antisemitism, and in fact "The Book" (which, whoever actually wrote it, seems to describe accurately the society of Oceania) states that "there is no racial discrimination... Jews, Negroes and South Americans of pure Indian blood are to be found in the highest ranks of the Party."


          Jews in a very different situation are shown in the newsreel from the Middle East which Smith watches in the cinema, where a boat full of Jewish refugees is being sunk by an Oceanian helicopter. Smith is deeply inspired by the Jewish mother's brave - however futile - attempt to shield her child from the coming bullets. However, this scene, too, gives no hint that the people in the boat were targeted specifically because of being Jews.


          The theme of Jewish refugees, suffering brutal treatment while on frail boats in the Mediterranean, was very familiar at the time of writing. The book was written scarcely a year after the saga of the ship " Exodus" drew world-wide attention and sympathy for the Jewish refugees on board and anger against the British treatment of them.


          As known from his non-fiction writings, Orwell did not approve of Zionism and did not regard it a true solution for the Jews' problems. At the very time the book was being written, the state of Israel arose out of a year of bloody war. But in the world which Orwell envisioned, all nation-states would be consumed and trampled by the three competing superpowers, and a small newly-born one could hardly escape the same fate.


          Moreover, the Middle East would become a battleground constantly passing from hand to hand, its inhabitants being used as a reservoir of forced labor by whichever power happened to rule them at the moment; Jews living there would evidently share this fate with their Arab neighbors.


          The combination of all references to Jews scattered through the book leads to the conclusion that the world depicted by Orwell would be extremely harsh and oppressive to all human beings - but that unlike the time of the Second World War, Jews as such would not be specifically targeted or treated differently than other people.


          


          Censorship


          A major theme of "Nineteen Eighty-Four" is censorship, which is displayed especially well in the ministry of truth, where photographs are doctored and public archives rewritten to rid them of "unpersons". In the telescreens, figures for all types of production are grossly over-exaggerated (or simply made up) to indicate an ever-rising economy, where there is actually loss.


          An excellent example of this is when Winston is charged with the task of eliminating reference to an unperson in a newspaper article. He proceeded to write an article about Comrade Ogilvy, an imaginary party member, who displayed great heroism by giving his life so that the important dispatches he was carrying would not fall into enemy hands.


          


          The Newspeak appendix


          "The Principles of Newspeak" is an academic essay appended to the novel. It describes the development of Newspeak, the Party's minimalist artificial language meant to ideologically align thought and action with the principles of Ingsoc by making "all other modes of thought impossible". (cf. SapirWhorf hypothesis)


          Whether or not the Newspeak appendix implies a hopeful end to 1984 remains a critical debate, as it is in Standard English and refers to Newspeak, Ingsoc, the Party, et cetera, in the past tense (i.e. "Relative to our own, the Newspeak vocabulary was tiny, and new ways of reducing it were wthere to be being constantly devised", p. 422), some critics (Atwood, Benstead, Pynchon) claim that, for the essay's author, Newspeak and the totalitarian government are past. The counter view is that since the novel has no frame story, Orwell wrote the essay in the same past tense as the novel, with "our" denoting his and the reader's contemporaneous reality.


          


          Cultural impact


          
            [image: "Happy 1984" - Stencil graffito on the Berlin Wall remnant, in 2005. The image is of a DualShock video game controller.]
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          Nineteen Eighty-Four's impact upon the English language is extensive; many of its concepts: Big Brother, Room 101 (the worst place in the world), the Thought Police, the memory hole (oblivion), doublethink (simultaneously holding and believing two contradictory beliefs), and Newspeak (ideological language), are common usages for denoting and connoting overarching, totalitarian authority; Doublespeak is an elaboration of doublethink; the adjective "Orwellian" denotes that which is characteristic and reminiscent of George Orwell's writings, specifically 1984. The practice of appending the suffixes "-speak" and "-think" ( groupthink, mediaspeak) to denote unthinking conformity.


          


          Attempted censorship


          
            	The USSR banned Nineteen Eighty-Four until 1988.


            	In 1981, a Baptist minister in Jackson County, Florida challenged the novel's suitability as proper reading for young Americans, arguing it contained pro-Communist and sexually explicit material.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nineteen_Eighty-Four"
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        Nine Years' War (Ireland)


        
          

          
            
              	Nine Years War (Ireland)
            


            
              	
                
                  
                    	Date

                    	1594- 1603
                  


                  
                    	Location

                    	Ireland
                  


                  
                    	Result

                    	English victory

                    Flight of the Earls
                  

                

              
            


            
              	Belligerents
            


            
              	Alliance of Irish Chiefs under Hugh O'Neill, lead from Ulster

              	[image: ] England

              Allied Irish lords
            


            
              	Commanders
            


            
              	Hugh O'Neill

              Hugh Roe O'Donnell

              	Earl of Essex

              Lord Mountjoy
            


            
              	Strength
            


            
              	8,000 men in Ulster at the start of the war. Thousands more followed later. 9000 in rebellion in Munster, 1598-1601

              3,500 Spanish soldiers in 1601

              	approx 5-6,000 up to 1598, c. 17,000 1598 to 1603
            


            
              	Casualties and losses
            


            
              	c.100,000 Irish civilian and military deaths

              	c. 30,000 soldiers though more died of disease than battle

              Hundreds of English planters
            

          


          
            
              	
                
                  
                    	
                      
                        
                      
Nine Years War (Ireland)
                    
                  


                  
                    	
                  


                  
                    	
                      
                        Clontibret Carrickfergus Yellow Ford Cahir Castle Moyry Pass Curlew Pass Kinsale Dunboy

                      

                    
                  

                

              
            

          


          The Nine Years War ( Irish: Cogadh na Naoi mBliana) in Ireland took place from 1594 to 1603 and is also known as Tyrone's Rebellion. It was fought between the forces of Gaelic Irish chieftains Hugh O'Neill, 2nd Earl of Tyrone, Hugh Roe O'Donnell and their allies, against the Elizabethan English government of Ireland. The war was fought in all parts of the country, but primarily in the northern province of Ulster. It ended in defeat for the Irish chieftains, which led ultimately to their exile in the Flight of the Earls and to the Plantation of Ulster. It is not to be confused with the Nine Years War of the 1690s, part of which was also fought in Ireland.


          


          Causes


          The Nine Years War was caused by the collision between the ambition of the Gaelic Irish chieftain Hugh ONeill and the advance of the English state in Ireland, from control over the Pale to ruling the whole island. In resisting this advance, ONeill managed to rally other Irish septs who were dissatisfied with English government and some of those Catholics who opposed the spread of Protestantism in Ireland.


          


          The rise of Hugh ONeill


          Hugh O'Neill came from the powerful ONeill sept (or clan) of Tyrone, who dominated that centre of the northern province of Ulster . His father was killed and he was banished from Ulster as a child by Shane O'Neill. He was brought up in the Pale and was sponsored by the English authorities as a reliable lord. In 1587, he persuaded Elizabeth I to make him Earl of Tyrone (or Tir Eoin), the English title his father had held. However the real power in Ulster lay not in the legal title of Earl of Tyrone, but in the position of The ONeill, or chief of the sept of ONeill, then held by Turlough Luineach O'Neill. It was this position that commanded the obedience of all the ONeills and their dependants in central Ulster; in 1595, after much bloodshed, Hugh ONeill managed to secure it for himself.


          Within the ONeill territory he tied the peasantry to the land, making them effectively serfs and pressing them into military service. From Red Hugh O'Donnell, his ally, he took a supply of Scottish mercenaries (known as Redshanks). He also hired large contingents of Irish mercenaries known as buanadha under leaders such as Richard Tyrell. To arm his soldiers, O'Neill bought muskets, ammunition and pikes from Scotland and England. From 1591, ODonnell, on ONeills behalf, had been in contact with Phillip II of Spain, appealing for military aid against their common enemy and citing also their shared Catholicism. With the aid of Spain, O Neill was able to arm and feed over 8000 men, unprecedented for a Gaelic lord, and so was well prepared to resist any English attempts to govern Ulster.


          


          Government advances into Ulster


          By the early 1590s, the north of Ireland was attracting the attention of Lord Deputy Fitzwilliam, who had been charged with bringing the area under crown control. A provincial presidency was proposed; the candidate for office was Henry Bagenal, an English colonist settled in Newry, who would seek to impose the authority of the crown through sheriffs to be appointed by the Dublin government. ONeill had eloped with Bagenals sister, Mabel, and married her against her brother's wishes; the bitterness of this episode was made more intense after Mabel's early death a few years after the marriage, when she was clearly in despair from her husbands's neglect and the jealousy of his mistresses.


          In 1591, Fitzwilliam broke up the MacMahon lordship in Monaghan when The MacMahon, hereditary leader of the sept, resisted the imposition of an English sheriff; he was hanged and his lordship divided. There was an outcry, with several sources alleging corruption against Fitzwilliam, but the same policy was soon applied in Longford (territory of the OFarrells) and Breifne ( Cavan  territory of the OReillys). Any attempt to further the same in the ONeill and ODonnell territories was bound to be resisted by force of arms.


          The most significant difficulty for English forces in confronting ONeill lay in the natural defences that Ulster enjoyed. By land there were only two viable points of entry to the province for troops marching from the south: at Newry in the east, and Sligo in the west  the terrain in between was largely mountains, woodland, bog and marshes. Sligo Castle was held by the OConnor sept, but suffered constant threat from the ODonnels; the route from Newry into the heart of Ulster ran through several easily defended passes and could only be maintained in wartime with a punishing sacrifice by the Crown of men and money.


          The English did have a foothold within Ulster, around Carrickfergus north of Belfast Lough, where a small colony had been planted in the 1570s; but here too the terrain was unfavourable for the English, since Lough Neagh and the river Bann, the lower stretch of which ran through the dense forest of Glenconkyne, formed an effective barrier on the eastern edge of the ONeill territory. A further difficulty lay in the want of a port on the northern sea coast where the English might launch an amphibious attack into ONeill's rear. The English strategic situation was complicated by interference from Scots clans, which were supplying ONeill with soldiers and materials and playing upon the English need for local assistance, while keeping an eye to their own territorial influence in the Route (modern County Antrim).


          


          War Breaks Out


          In 1592 Red Hugh O'Donnell had driven an English sheriff, Captain Willis, out of his territory, Tir Connell. In 1593, Maguire and ODonnell had combined to resist Willis introduction as Sheriff into Maguires Fermanagh and begun attacking the English outposts along the southern edge of Ulster. Initially ONeill assisted the English, hoping to be named as Lord President of Ulster himself. Elizabeth I, though, had feared that ONeill had no intention of being a simple landlord. Rather, his ambition was to usurp her sovereignty and be, "a Prince of Ulster". For this reason she refused to grant ONeill provincial presidency or any other position which would have given him authority to govern Ulster on the crowns behalf. Once it became clear that Henry Bagenal was marked to assume the presidency of Ulster, ONeill accepted that an English offensive was inevitable, and so joined his allies in open rebellion in 1595 with an attack on the English fort on the Blackwater river.


          


          Irish victory at Yellow Ford


          The English authorities in Dublin Castle were slow to comprehend the depth of the rebellion. After failed negotiations in 1596, English armies tried to break into Ulster but were repulsed by a trained army including musketeers in prepared positions; after a stinging defeat at the Battle of Clontibret, successive English offensives were driven back in the following years. At the battle of the Yellow Ford in 1598 up to 2000 English troops were killed in battle having been ambushed on the march to Armagh. The rest were surrounded in Armagh itself but negotiated safe passage for themselves in return for evacuating the town. O Neill's personal enemy, Henry Bagenal, had been in command of the army and was killed during the early engagements. It was the heaviest defeat ever suffered by the English army in Ireland up to that point.


          The victory prompted uprisings all over the country, with the assistance of mercenaries in O'Neill's pay and contingents from Ulster, and it is at this point that the war developed in its full force. Hugh ONeill appointed his supporters as chieftains and earls around the country, notably James Fitzthomas Fitzgerald as the Earl of Desmond and Florence MacCarthy as the MacCarthy Mr. In Munster as many as 9000 men came out in rebellion. The Munster Plantation, the colonisation of the province with English settlers, was utterly destroyed, the colonists, among them Edmund Spenser, fled for their lives.


          Only a handful of native lords remained consistently loyal to the crown and even these found their kinsmen and followers defecting to the rebels. However all the fortified cities and towns of the country sided with the English colonial government. Hugh ONeill, unable to take walled towns, made repeated overtures to inhabitants of the Pale to join his rebellion, appealing to their Catholicism and to their alienation from the Dublin government and the provincial administrations. For the most part, however, the Old English remained hostile to their hereditary Gaelic enemies.


          


          The Earl of Essexs command


          In 1599, Robert Devereux, 2nd Earl of Essex arrived in Ireland with over 17,000 English troops. He took the advice of the Irish privy council, to settle the south of the country with garrisons before making an attempt on Ulster, but this dissipated his forces and he ended up suffering numerous setbacks on a desultory progress through south Leinster and Munster. Those expeditions he did organise were disastrous, especially an expedition crossing the Curlew mountains to Sligo, which was mauled by ODonnell at the Battle of Curlew Pass. Thousands of his troops, shut up in unsanitary garrisons, died of diseases such as typhoid and dysentery.


          When he did to turn to Ulster, Essex entered a parley with O Neill and agreed a truce that was heavily criticised by his enemies in London. Anticipating a recall to England, he set out for London in 1599 without the Queen's permission, where he was executed after attempting a court putsch. He was succeeded in Ireland by Lord Mountjoy, who proved to be a far more able commander. Two veterans of Irish warfare, George Carew and Arthur Chichester, were given commands in Munster and Ulster respectively.


          


          The end of the rebellion in Munster


          Carew managed more or less to quash the rebellion in Munster by mid 1601, using a mixture of conciliation and force. By the summer of 1601 he had retaken most of the principal castles in Munster and scattered the rebel forces. Fitzthomas and Florence MacCarthy were arrested and kept captive in the Tower of London, where both eventually died. Most of the rest of the local lords submitted once ONeills mercenaries had been expelled from the province.


          


          The Battle of Kinsale and the Collapse of the Rebellion


          Mountjoy managed to penetrate the interior of Ulster by sea-borne landings at Derry (then belonging to County Coleraine) under Henry Dowcra and Carrickfergus under Arthur Chichester. Dowcra and Chichester, helped by Niall Garbh ODonnell, a rival of Red Hugh, devastated the countryside in an effort to provoke a famine and killed the civilian population at random. Their military assumption was that without crops and people, the rebels could neither feed themselves nor raise new fighters. This attrition quickly began to bite, and it also meant that the Ulster chiefs were tied down in Ulster to defend their own territories. Although ONeill managed to repulse another land offensive by Mountjoy at the battle of Moyry Pass near Newry in 1600, his position was becoming desperate.


          In 1601, the long promised Spanish expedition finally arrived in the form of 3500 soldiers at Kinsale, Cork, virtually the southern tip of Ireland. Mountjoy immediately besieged them with 7000 men. ONeill, ODonnell and their allies marched their armies south to sandwich Mountjoy, whose men were starving and wracked by disease, between them and the Spaniards. During the march south, O'Neill devastated the lands of those who would not support him. On the 5/6 January 1602, ONeill and ODonnell took the decision to attack the English. During a planned surprise attack the Irish lost the element of surprise and events were reduced to a series of pitched battles in which the Irish forces were routed in what became known as the battle of Kinsale.


          The Irish forces retreated north to Ulster to regroup and consolidate their position. The Ulstermen lost many more men in the retreat through freezing and flooded country than they had at the actual battle of Kinsale. The last rebel stronghold in the south was taken at the Siege of Dunboy by George Carew. Red Hugh O'Donnell left for Spain, where he died in 1602, pleading in vain for another Spanish landing. His brother assumed leadership of the O'Donnell's. Both he and Hugh ONeill were reduced to guerrilla tactics, fighting in small bands, as Mountjoy, Dowcra, Chichester and Niall Garbh ODonnell swept the countryside.


          


          The End of the War


          Mountjoy smashed the ONeills inauguration stone at Tullaghogue, symbolically destroying the ONeill clan. Famine soon hit Ulster as a result of the English scorched earth strategy. Chichesters forces found that the locals were reduced to cannibalism. ONeills uirithe or sub-lords (OHagan, OQuinn, MacCann) began to surrender and Rory O'Donnell surrendered on terms at the end of 1602. However, with a secure base in the large and dense forests of Tir Eoin, ONeill held out until 30 March 1603, when he surrendered on good terms to Mountjoy. Elizabeth I had died a week before.


          


          Aftermath


          The rebels received surprisingly good terms from the new King of England James I, at the end of the war. ONeill, ODonnell and the other surviving Ulster chiefs were granted full pardons and the return of their estates. The stipulations were that they abandon their Irish titles, their private armies, their control over their dependants and swear loyalty only to the Crown of England. In 1604, Mountjoy declared an amnesty for rebels all over the country. The reason for this apparent mildness was that the English could not afford to continue the war any longer. Elizabethan England did not have a standing army, nor could it force its Parliament to pass enough taxation to pay for long wars. Moreover, it was already involved in a war in the Spanish Netherlands. As it was, the war in Ireland (which cost over 2 million) came very close to bankrupting the English exchequer by its close in 1603.


          Irish sources claimed that as many as 60,000 people had died in the Ulster famine of 16023 alone. Even if this is an exaggeration, counting the unknown number killed in battle or massacred, an Irish death toll of over 100,000 is possible. At least 30,000 English soldiers died in Ireland in the Nine Years War, mainly from disease. So the total death toll for the war was certainly at least 100,000 people,and probably more.


          Although ONeill and his allies got good terms at the end of the war, they were never trusted by the English authorities and the distrust was mutual. ONeill, ODonnell and the other Gaelic lords from Ulster left Ireland in 1607 in what is known as the Flight of the Earls. They intended to organise an expedition from a Catholic power in Europe to re-start the war, preferably Spain, but were unable to find any military backers. Spain had agreed peace in 1604 with the new Stuart dynasty, and had lost its fleet in the Battle of Gibraltar. Inevitably the absent earls' lands were confiscated for trying to start another war, and were soon colonised in the Plantation of Ulster. The Nine Years War was therefore an important step in the English and Scottish colonisation of Ulster.
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              	Nintendo Company Ltd.

              任天堂株式会社
            


            
              	[image: ]
            


            
              	Type

              	Public

              TYO: 7974

              NASDAQ: NTDOY

              FWB: NTO
            


            
              	Founded

              	September 23, 1889
            


            
              	Headquarters

              	[image: Flag of Liberia] Monrovia, Liberia
            


            
              	Keypeople

              	Satoru Iwata: President & CEO

              Reggie Fils-Aime: President & COO of NOA

              Shigeru Miyamoto: Game Designer

              Gunpei Yokoi (deceased): Creator of Game Boy, Game & Watch, and Metroid

              Hiroshi Yamauchi: Former President & Chairman

              Minoru Arakawa & Howard Lincoln: Former heads of NOA

              Satoru Shibata: President of NOE
            


            
              	Industry

              	Card games (previously)

              Video games
            


            
              	Products

              	Game Boy line, Colour TV Game, NES, SNES, Nintendo 64, Nintendo GameCube, Nintendo DS, Wii, and various video game titles.
            


            
              	Revenue

              	▲ USD$8.19 billion (2007)
            


            
              	Employees

              	3,768 (2008)
            


            
              	Website

              	Nintendo Japan

              Nintendo of America

              Nintendo of Canada

              Nintendo Europe

              Nintendo Australia
            

          


          Nintendo Company Ltd. (任天堂株式会社 Nintendō Kabushiki-kaisha ?) is a multinational corporation headquartered in Kyoto, Japan founded on September 23, 1889 by Fusajiro Yamauchi to produce handmade hanafuda cards. In the mid-twentieth century, the company tried several small niche businesses, such as a love hotel and a taxi company. Over time, it became a video game company, growing into one of the most powerful in the industry and Japans third most valuable listed company with a market value of more than US$85 billion. Aside from video games, Nintendo is also the majority owner of the Seattle Mariners, a Major League Baseball team in Seattle, Washington.


          In 2008 Nintendo was honored at the 59th Annual Technology & Engineering Emmy Awards for pioneering the development of handheld games with its Nintendo DS system, and for the unique user interface of the Wii.


          


          Name origin


          According to Nintendo's Touch Generations website the name "Nintendo" translated from Japanese to English means "Leave luck to heaven."


          


          History
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              Nintendo Poster from late Meiji Era.
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              Former headquarter plate from when Nintendo was solely a playing card company.
            

          


          


          As a card company (1889  1956)


          Nintendo started as a small Japanese business by Fusajiro Yamauchi near the end of 1889 as Nintendo Koppai. Based in Kyoto, Japan, the business produced and marketed a playing card game called Hanafuda. The handmade cards soon began to gain popularity, and Yamauchi had to hire assistants to mass produce cards to keep up with the demand.


          


          New Ventures (1956  1975)


          In 1956, Hiroshi Yamauchi paid a visit to the US, to engage in talks with the United States Playing Card Company, the dominant playing card manufacturer in the US. Yamauchi was shocked to find that the worlds biggest company in his business was relegated to using a small office. This was a turning point where Yamauchi realized the limitations of the playing card business. He then gained access to Disneys characters and put them on the playing cards, in order to drive sales.


          In 1963, Yamauchi renamed Nintendo Playing Card Company Limited to Nintendo Company, Limited. The company then began to experiment in other areas of business using the newly injected capital. During this period of time between 1963 and 1968, Nintendo set up a taxi company, a " love hotel" chain, a TV network and a food company (trying to sell instant rice, similar to instant noodles). All these ventures eventually failed, and after the Tokyo Olympics, playing card sales dropped, leaving Nintendo with 60 yen in stocks.


          In 1966, Nintendo moved into the Japanese toy industry with the Ultra Hand, an extending arm developed by maintenance engineer Gunpei Yokoi in his free time. The Ultra Hand was a huge success, selling approximately 1.3 million units. Gunpei Yokoi was moved from maintenance to the new "Nintendo Games" department as a product developer. Nintendo continued to produce popular toys, including the Ultra Machine, Love Tester and the Kousenjuu series of light gun games. Despite some successful products, Nintendo struggled to meet the fast development and manufacturing turnaround required of the toy market, and fell behind the well-established companies such as Bandai and Tomy.


          In 1973, the focus shifted to family entertainment venues with the Laser Clay Shooting System, using the same light gun technology used in their Kousenjuu series of toys, and set up in abandoned bowling alleys. Following some success, Nintendo developed several more light gun machines for the emerging arcade scene. While the Laser Clay Shooting System ranges had to be shut down following excessive costs, Nintendo had found a new market.


          


          Electronic Era (1975  Present)


          In 1974, Nintendo secured the rights to distribute the Magnavox Odyssey home video game system in Japan. In 1977, Nintendo began to produce their own Colour TV Game home video game systems. Four of these systems were produced, each playing variations on a single game (for example, Colour TV Game 6 featured 6 versions of Light Tennis).


          A student product developer, Shigeru Miyamoto, was hired to Nintendo at around this time. He worked under Gunpei Yokoi and one of his first tasks was to design the casing for several of the Colour TV Game systems. Shigeru Miyamoto went on to create some of Nintendo's most famous video games and become one of the most recognizable faces in the video game industry.


          In 1978, Nintendo moved into the video arcade game industry with Computer Othello, and several more titles followed. Nintendo had some small success with this venture, but it wasn't until 1981 with the release of Donkey Kong, designed by Shigeru Miyamoto, that Nintendo's fortunes changes dramatically. The massive success of the game and many licensing opportunities (ports were released on the Atari 2600, Intellivision, and ColecoVision) gave Nintendo a huge boost in profit.


          In 1980, Nintendo launched its handheld video game series, the Game & Watch, developed by Gunpei Yokoi. The pocket-sized games were a worldwide success.


          In 1983, Nintendo launched the Family Computer home video game system in Japan alongside ports of its most popular arcade titles. In 1985 the system launched in North America as the Nintendo Entertainment System, and was accompanied by Super Mario Bros., which remains one of the biggest selling video games of all time. In 1989, Gunpei Yokoi developed the Game Boy handheld video game system. Nintendo is the longest-surviving video game console manufacturer to date, and has produced the Super Nintendo Entertainment System, Nintendo 64, Game Boy Colour, Pokmon Mini and Virtual Boy systems.


          Nintendos current video game systems are the Nintendo DS Lite and Wii. The Game Boy Advance and Nintendo GameCube are still somewhat prevalent but no longer produced in some countries.


          


          Slogans


          
            	Now you're playing with power! (19861992)*


            	Have you had your fun today? (19911992)


            	The best play here! (19921994)


            	Play it loud! (19941996)


            	Change the system. (1996-1997)


            	Get N or get out! (in reference to the Nintendo 64) (19962000)


            	Born to play (Nintendo GameCube) (2002)


            	Who are you? (accompanied photos of civilians with Nintendo character faces pasted over) (2002 2005)


            	Too much fun! (in reference to all Nintendo products) (20022004)


            	Touching is good. (Nintendo DS) (2004 present) **


            	Touch Me (Nintendo DS) ( 2005 2006)


            	Wii would like to play. (Wii) ( 2006 present)

          


          * Variations of this slogan were sometimes used. In Game Boy game commercials, it would read "Now you're playing with power...Portable power!" For Super NES, it would be "Now you're playing with power...Super power!"


          ** Since the release of the Nintendo DS Lite in North America, this slogan has not been used for DS games.


          


          Gaming systems


          


          Offices and locations
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              The exterior of Nintendos main headquarters in Kyoto, Japan.
            

          


          Nintendo Company, Limited (NCL), the main branch of the company, is based in Minami-ku, Kyoto, Kyoto Prefecture, Japan (). Nintendo of America (NOA), its American division, is based in Redmond, Washington. It has distribution centers in Atlanta, Georgia, and North Bend, Washington. Nintendo of Canada (NoC) is based in Richmond, British Columbia, with its own distribution centre in Toronto, Ontario. Nintendo Australia, its Australian division, is based in Melbourne, Victoria, and Nintendo of Europe, the European division, is based in Groostheim, Germany. iQue, Ltd., a Chinese joint venture with its founder, Doctor Wei Yen, and Nintendo, manufactures and distributes official Nintendo consoles and games for the mainland Chinese market, under the iQue brand. Nintendo also established Nintendo of Korea (NoK) on July 7, 2006.


          


          Nintendo policy


          


          Emulation


          Nintendo is known for a "no tolerance" stance against emulation of its video games and consoles. It claims that mask work copyright protects its games from the exceptions that United States copyright law otherwise provides for backup copies. Nintendo uses the claim that emulators running on personal computers have no use other than to play pirated video games, contested by some who say these emulators have been used to develop and test independently produced "homebrew" software on Nintendo's platforms, and that Nintendo's efforts fudge the truth about copyright laws, mainly that ROM image copiers are illegal (they actually are legal if used to dump unprotected ROM images on to a user's computer for personal use,) and that emulators are illegal (if they do not use copyrighted BIOS, or use other methods to run the game, they are legal). This stance is largely apocryphal, however; Nintendo remains the only modern console manufacturer which has not sued an emulator manufacturer (the most public example being Sony vs. the bleem company).


          The revival of the NES and SNES through emulation has gradually settled down, and NES and SNES ROMs are actually getting easier to find. A common justification pirates try to make is that they believe the pirated games will never see the light of day again and because the titles are no longer on sale, no damage is done to the company. However, Nintendo's opposition remains, due largely to its tendency to re-release old games within new ones, as with Animal Crossing, Metroid Prime, and The Legend of Zelda Collector's Edition, as well as with the re-release of many older games for the Game Boy Advance Classic NES Series. The enhanced remake idea sometimes, but not always, curbs the need for emulation of NES quality games on the Nintendo GameCube. Nintendo's Wii is backwards compatible, allowing users to play GameCube game discs on the console. The system also allows for the downloading of NES, SNES, N64, Sega Genesis, and Turbo Grafx-16 games onto the console over the Internet, with them being playable on the console which may actually be achieved through emulation. With this new feature, called the " Virtual Console", Nintendo may be able to reduce the illegal ROM downloading and open up a new revenue stream. On June 1, 2007, Nintendo of America announced that more than 4.7 million Virtual Console games had been downloaded, at a rate of more than 1,000 titles an hour.


          


          Content guidelines


          For many years, Nintendo had a policy of strict content guidelines for video games published on its systems. Though Nintendo Japan allowed graphic violence in their video games, nudity and sexuality were strictly prohibited. This was because Nintendo president Hiroshi Yamauchi believed that if the company allowed the licensing of pornographic games, the company's image would be forever tarnished. Nintendo of America and Nintendo of Europe went further in that games released for Nintendo systems could not feature nudity, sexuality, profanity (including sexism or slurs), blood, graphic or domestic violence, drugs, political messages, or religious symbols (with the exception of ancient religions such as the Greek gods). This was done because the Japanese parent company did not want to appear as a "Japanese Invasion" by enforcing Japanese community standards on North American and European children. This zero tolerance policy was praised and championed by U.S. Senator and one-time vice presidential candidate Joseph Lieberman, but others criticized the policy, claiming that gamers should be allowed to choose the content they want to see. Despite the strict guidelines, some exceptions have occurred: Bionic Commando, Smash TV and Golgo 13: Top Secret Episode contained blood and violence, the latter also contained implied sexuality and tobacco use; River City Ransom and Taboo: The Sixth Sense contained nudity, and the latter also contained religious images.


          One known side effect of this policy was the Sega Genesis version of Mortal Kombat selling over double the number of the Nintendo's Super NES version, mainly because Nintendo had forced Acclaim to recolor the red blood to look like white sweat and replace some of the more gory attacks in its release of the game, unlike Sega, which allowed the selling points of blood and gore to remain in the Genesis version (though the Genesis version of the game required a code to unlock the gore). Nintendo allowed the Super NES version Mortal Kombat II to ship uncensored the following year with a content warning on the packaging.


          In 1994, when the ESRB video game ratings system was introduced, Nintendo chose to abolish some of these policies in favour of consumers making their own choices about the content of the games they played. Today, changes to the content of games are done primarily by the game's developer or, occasionally, at the request of Nintendo. The only clear-set rule is that ESRB AO-rated games will not be licenced for play on Nintendo systems in North America. Nintendo has since allowed several mature-content games to be published on its systems, including (but not limited to): Perfect Dark, Conker's Bad Fur Day, Doom and Doom 64, BMX XXX, certain games in the Resident Evil series, Killer 7, Eternal Darkness: Sanity's Requiem, Geist, and Dementium: The Ward. Certain games have continued to be modified, however. For example, Konami was forced to remove all references to cigarettes in the 2000 Game Boy Colour game Metal Gear Solid and maimings and blood were removed from the Nintendo 64 port of Cruis'n USA. Another example is in the Game Boy Advance game Mega Man Zero 3, where one of the bosses, Hellbat Schilt in the Japanese and European releases, was renamed Devilbat Schilt in the U.S. localization.


          


          License guidelines


          Nintendo also had guidelines for its licenses in order for them to create games for Nintendo systems, in addition to the above content guidelines:


          
            	Licenses were not permitted to release the same game for a competing system until two years had passed.


            	There was a minimum number of cartridges which had to be ordered by the license from Nintendo.


            	Nintendo would decide how many cartridges would be supplied to the licensee.


            	Nintendo would decide how much space would be dedicated for articles, advertising, etc. in Nintendo Power.


            	There was a set limit of five games that a licensee may produce for a Nintendo system. This rule was made due to caution of over saturation which caused the Video Game Crash of 1983.

          


          Konami wished to produce more games for Nintendo systems yet the last rule restricted them. As a result, Konami formed Ultra Games in order to produce double the amount of games. This was a disadvantage to smaller or beginning companies, as they could not form additional companies at will. Also, Square (now Square Enix) executives have suggested that the price of publishing games on the Nintendo 64 along with the degree of censorship and control Nintendo enforced over its games  most notably Final Fantasy VI  were factors in moving its games to Sony's PlayStation console.


          


          Public relations


          For years and to today, Nintendo has been regarded as a secretive company by the press. Rarely does Nintendo confirm or deny rumors.


          In this vein, Nintendo is famous for unveiling products at the Electronic Entertainment Expo ( E) in Los Angeles every year. The Nintendo DS and Wii, as well as a number of software titles, were unveiled at the expo. The Wii controller, which had been shrouded in secrecy, was revealed on September 16, 2005 at the Tokyo Game Show (TGS).


          Nintendo of America uses an outside firm, Golin Harris, to handle much of its public relations. Beth Llewelyn is the in-house senior director of public relations at Nintendo of America. Tom Harlin is Nintendo of America's manager of public relations. Nintendo of Europe also uses an outside firm, Cake Media, to handle much of its public relations.


          Nintendo of Europe's Managing Diector of Marketing recently courted controversy when, quizzed about the lack of a Wii hard-drive and limited memory onboard in one of the UK's leading gaming magazines 'Edge' (issue 190), he replied that only "geeks and otaku" would be people who would need one.
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              	Manufacturer

              	Nintendo
            


            
              	Product family

              	Nintendo DS
            


            
              	Type

              	Handheld game console
            


            
              	Generation

              	Seventh generation era
            


            
              	First available

              	NA November 21, 2004

              JP December 2, 2004

              AUS February 24, 2005

              EU March 11, 2005

            


            
              	CPU

              	One 67 MHz ( ARM) and one 33 MHz ARM7TDMI
            


            
              	Media

              	GBA cartridges

              Nintendo DS game cards
            


            
              	System storage

              	Cartridge save, 4 MB tRAM
            


            
              	Connectivity

              	Wi-Fi, LAN
            


            
              	Online service

              	Nintendo Wi-Fi Connection
            


            
              	Units sold

              	Worldwide: 77.54 million, including DS Lite units (as of June 30, 2008) (details)
            


            
              	Best-selling game

              	Nintendogs, 18.67 million, all versions combined (as of March 31, 2008)

              New Super Mario Bros., 14.16 million (as of March 31, 2008)
            


            
              	Successor

              	Nintendo DS Lite (redesign)
            

          


          The Nintendo DS (sometimes abbreviated to DS or NDS, and now officially renamed Original Style Nintendo DS) is a dual-screen handheld game console developed and manufactured by Nintendo. It was released in 2004 in Canada, the United States, and Japan. The console features a clamshell design, similar to the Game Boy Advance SP, with two LCD screens inside - with the bottom one being a touchscreen. The Nintendo DS also features a built-in microphone and supports wireless IEEE 802.11 (Wi-Fi) standards, allowing players to interact with each other within short range (1030 m, depending on conditions) or online with the Nintendo Wi-Fi Connection service, which launched later in the console's lifespan. This was the first Nintendo console to be released in North America prior to Japan.


          The system's code name was Nitro, and this can be seen in the model codes that appear on the unit (NTR-001). The console's name officially refers to "Developers' System", in reference to the new game design the system was meant to inspire, and "Dual Screen", the system's most obvious and distinct feature.


          On March 2, 2006, Nintendo released the Nintendo DS Lite, a redesign of the Nintendo DS, in Japan. It was later released in North America, Europe, and Australia in June 2006. The DS Lite is a slimmer and lighter version of the Nintendo DS and has brighter screens. Nintendo of America refers to the older model as the "original style" Nintendo DS.


          In 2008, Nintendo was honored at the 59th Annual Technology & Engineering Emmy Awards for pioneering the development of handheld games with its Nintendo DS system.


          


          Development and launch


          On November 13, 2003, Nintendo announced that it would be creating a new console for release in 2004. Nintendo stated that it would not be the successor to either the Nintendo GameCube or the Game Boy Advance, but rather it would be considered a "third pillar" alongside the other two consoles. On January 20, 2004, the console was announced under the codename "Nintendo DS". Nintendo released very few details at that time, only saying that the console would have two separate 3 in. TFT LCD display panels, separate processors, and up to 1 gigabit of semiconductor memory. Nintendo president Satoru Iwata said, "We have developed Nintendo DS based upon a completely different concept from existing game devices in order to provide players with a unique entertainment experience for the 21st century." In March, the codename was changed to "Nitro" and a document containing most of the console's technical specifications was leaked. In May, the codename was changed back to "Nintendo DS" (DS standing for Dual Screen) and the console was shown in prototype form at E3. All of the features of the console were released by Nintendo at E3. On July 28, 2004, Nintendo revealed a new design, one that was described as "sleeker and more elegant" than the one shown at E3. Also, the codename "Nintendo DS" became the official name of the console that day.
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              The Donkey Kong version of the Game & Watch.
            

          


          The Nintendo DS bears a striking resemblance to Nintendo's first handheld, the Game & Watch, specifically the multi-screen versions such as Donkey Kong.


          On September 20, 2004, Nintendo announced that the Nintendo DS would be released in North America on November 21, 2004 for US$149.99. It was set to release on December 2, 2004 in Japan and in the first quarter of 2005 in Europe and Australia. The console was released in North America with a midnight launch event at Universal CityWalk EB Games in Los Angeles, California. The console was launched quietly in Japan compared to the North America launch; one source cites the cold weather as the reason. In January 2005, the Australia release date of February 24, 2005 and the Europe release date of March 11, 2005 were announced. Regarding the European launch, Nintendo President Satoru Iwata said:


          
            Europe is an extremely important market for Nintendo, and we are pleased we can offer such a short period of time between the US and European launch. We believe that the Nintendo DS will change the way people play video games and our mission remains to expand the game play experience. Nintendo DS caters for the needs of all gamers whether for more dedicated gamers who want the real challenge they expect, or the more casual gamers who want quick, pick up and play fun.

          


          


          Hardware


          


          Input and output
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              The Nintendo DS stylus used for games played on the touchscreen.
            

          


          The lower display of the Nintendo DS is overlaid with a touchscreen, designed to accept input from the included stylus, the user's fingers, or a curved plastic tab attached to the optional wrist strap. The touchscreen allows users to interact with in-game elements more directly than by pressing buttons; for example, in the included chatting software, PictoChat, the stylus is used to write messages or draw.


          Traditional controls are located on either side of the touchscreen. To the left is a D-pad, with a narrow Power button above it, and to the right are the A, B, X, and Y buttons, with narrow Select and Start buttons above them. Shoulder buttons L and R are located on the upper corners of the lower half of the system. The overall button layout is similar to the controller of the Super Nintendo Entertainment System (Super Famicom in Japan).


          The Nintendo DS features stereo speakers providing virtual surround sound (depending on the software) located on either side of the upper display screen. This is a first for a Nintendo handheld, as the Game Boy line of systems has only supported stereo sound through the use of headphones or external speakers.


          A built-in microphone is located below the left side of the bottom screen. It has been used for a variety of purposes, including speech recognition ( Nintendogs, Brain Age: Train Your Brain in Minutes a Day!), chatting online between and during gameplay sessions ( Pokmon Diamond and Pearl), and minigames that require the player to blow or shout into the microphone.


          


          Technical specifications


          
            	Mass: 275 grams (9.7 ounces).


            	Physical dimensions: 148.7 x 84.7 x 28.9 mm (5.85 x 3.33 x 1.13 inches).


            	Screens: Two separate 3-inch TFT LCD, resolution of 256 x 192 pixels, dimensions of 62 x 46 mm and 77 mm diagonal, and a dot pitch of 0.24 mm. The gap between the screens is approximately 21 mm, equivalent to about 92 "hidden" lines. The lowermost display of the Nintendo DS is overlaid with a resistive touchscreen, which registers pressure from one point on the screen at a time, averaging multiple points of contact if necessary.


            	CPUs: Two ARM processors, an ARM946E-S main CPU and ARM7TDMI co-processor at clock speeds of 67 MHz and 33 MHz respectively. The ARM946E-S CPU processes 3D rendering and the ARM7TDMI processes 2D rendering for DS games and Game boy Advance gameplay.


            	RAM: 4 MB of Mobile RAM


            	Voltage: 1.65 volts required


            	Storage: 256 kB of Serial Flash Memory


            	Wireless: 802.11 + Nintendo Original Protocol


            	Wi-Fi: Built-in 802.11 Wireless Network Connection (802.11b compatible with WEP encryption support only)

          


          The system's 3D hardware performs transform and lighting, texture-coordinate transformation, texture mapping, alpha blending, anti-aliasing, cel shading, and z-buffering; however, it uses point ( nearest neighbour) texture filtering, leading to some titles having a blocky appearance. The system is theoretically capable of rendering about 120,000 triangles per second at 60 frames per second, which is comparable to the Nintendo 64. Unlike most 3D hardware, it has a set limit on the number of triangles it can render as part of a single scene; the maximum amount is about 6144 vertices, or 2048 triangles per frame. The 3D hardware is designed to render to a single screen at a time, so rendering 3D to both screens is difficult and decreases performance significantly. The DS is generally more limited by its polygon budget than by its pixel fill rate. There are also 512 kilobytes of texture memory per screen, and the maximum texture size is 1024x1024 pixels.


          The system has 656 kilobytes of video memory and two 2D engines (one per screen). These are similar to (but more powerful than) the Game Boy Advance's single 2D engine; however, the cores are divided into the main core and sub core. Only the main core is capable of vertex 3D rendering.


          The Nintendo DS has compatibility with Wi-Fi IEEE 802.11. The unit also supports a special wireless format created by Nintendo and secured using RSA security signing (used by the wireless drawing and chatting program PictoChat for the DS). Wi-Fi is used for accessing the Nintendo Wi-Fi Connection, where users can use the internet or compete with other users playing the same Wi-Fi compatible game.


          Firmware


          Nintendo's own custom firmware boots the system. A health and safety warning is displayed first, then the main menu is loaded, similar to the Wii console. The main menu presents the player with four main options to select: play a DS game, use PictoChat, initiate DS Download Play, or play a Game Boy Advance Game.


          The firmware also features an alarm clock, several options for customization (such as boot priority for when games are inserted and GBA screen preference), and the ability to input user information (such as name, birthday, favorite colour, etc.) that can be used in games.


          


          Battery life


          The Nintendo DS contains a rechargeable lithium-ion battery with a capacity of 850 mAH. On a full four-hour charge, the factory 850 mAH battery lasts about 10 hours. Battery life is affected by multiple factors including speaker volume, use of one or both screens, back lighting, and use of wireless connectivity. The biggest effect on battery life is caused by using the backlight, which can be turned off in the main menu screen, or in selected games (such as Super Mario 64 DS). The battery is designed to be removed only when it expires.


          To sustain battery life in the midst of a game, users can close the Nintendo DS system, putting the DS in sleep mode that also pauses the game that is being played; however, closing the lid while playing a Game Boy Advance game will not put the Nintendo DS into sleep mode; the game will continue to run normally, including the back light. Certain DS games (such as Animal Crossing: Wild World) also will not pause but the backlight, screens, and speakers will turn off. When saving the game in Pokmon Diamond and Pearl, Zoo Tycoon DS, SimCity DS, Tiger Woods PGA Tour, or Mega Man Battle Network 5, the DS will not go into sleep mode.


          


          Features


          


          Nintendo Wi-Fi Connection


          The Nintendo Wi-Fi Connection is a free online game service run by Nintendo. Players with a compatible Nintendo DS game can connect to the service via a Wi-Fi network using a Nintendo Wi-Fi USB Connector or a wireless router. The service was launched in North America on November 14, 2005 with the release of Mario Kart DS. Various online games, and a web browser (see below) are now available.


          


          Download Play


          With Download Play it is possible for users to play multiplayer games with other Nintendo DS systems using only one game card. Players must have their systems within wireless range (up to approximately 100 feet) of each other and the guest system to download the necessary data from the host system.


          Some Nintendo DS retailers features DS Download Stations that allow users to download demos of upcoming and currently available DS games; however, due to memory limitations, the downloads are erased once the system is powered off. The Download Station is made up of 1 to 8 standard retail DS units, with a standard DS card containing the demo data. On May 7, 2008, Nintendo released the Nintendo Channel for download on the Wii. The Nintendo Channel uses Nintendo's WiiConnect24 to download Nintendo DS demos through the Nintendo Channel. From there, a person can select the game demo they wish to play and, similar to the Nintendo DS Download Stations at retail outlets, download the demo (temporarily) to their DS.


          


          PictoChat


          PictoChat allows users to communicate with other Nintendo DS users within local wireless range, which is usually 65 feet around the system. Users can enter text (via a small on screen keyboard), handwrite messages or draw pictures (via the stylus and touchscreen). There are four chatrooms (A, B, C, D) in which people can go to chat. Up to sixteen people can connect in any one room.


          


          Compatibility


          The Nintendo DS is backwards compatible with Game Boy Advance (GBA) cartridges. The smaller Nintendo DS game cards fit into Slot 1 on the top of the system, while Game Boy Advance games fit into Slot 2 on the bottom of the system. The Nintendo DS is not compatible with games for the Game Boy Colour and the original Game Boy, due to a slightly different form factor, voltage requirements, and the absence of the Sharp Z80 compatible processor used in these systems.


          The handheld does not have a port for the Game Boy Advance Link Cable, so multiplayer or GameCube-Game Boy Advance link-up modes are not available in Game Boy Advance titles. Only single player mode is supported on the Nintendo DS.


          The Nintendo DS only uses one screen when playing Game Boy Advance games. The user can configure the system to use either the top or bottom screen by default. The games are displayed within a black border on the screen, due to the slightly different screen resolution between the two systems (256  192px (approx. 0.05 megapixels) for the Nintendo DS, and 240  160px (approx. 0.04 megapixels) for the Game Boy Advance).


          Nintendo DS games inserted into Slot 1 are able to detect the presence of specific Game Boy Advance games in Slot 2. In many such games, either stated in the game during gameplay or mostly explained in the games' instruction manuals, extra content can be unlocked or added by starting the Nintendo DS game with the appropriate Game Boy Advance game inserted. Some of the content can stay permanent, even when the GBA game has been removed after content has been added.


          Additionally, Slot 2 can be used to house expansion paks, such as the Rumble Pak and the Nintendo DS Memory Expansion Pak.


          


          Regional division


          The Nintendo DS is region free in the sense that any console will run a Nintendo DS game purchased anywhere in the world; however, the Chinese version games can only be played on the Chinese iQue DS, whose larger firmware chip contains the required Chinese character glyph images. Although Nintendo DS of other regions cannot play the Chinese games, iQue DS can play games of other regions. Also, as with Game Boy games, some games that require both players to have a Nintendo DS game card for multiplayer play will not necessarily work together if the games are from different regions (e.g. a Japanese Nintendo DS game may not work with a North American Nintendo DS game, though some titles, such as Mario Kart DS, are mutually compatible). With the addition of the Nintendo Wi-Fi Connection, certain games can be played over the Internet with users of a different region game.


          Some Wi-Fi enabled games (e.g. Mario Kart DS) allow the selection of opponents by region. The options are "Regional" ("Continent" in Europe) and "Worldwide", as well as two non-location specific settings. This allows the player to limit competitors to only those opponents based in the same geographical area. It is unknown whether this is based on the region code of the console in use, the region of the game card, or geolocation of the IP address.


          


          Accessories
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              Game Boy Advance game slot on Game Boy Advance (above) and Nintendo DS (below).
            

          


          Although the secondary port on the Nintendo DS does accept and support Game Boy Advance cartridges (but not Game Boy, and Game Boy Colour cartridges), Nintendo has emphasized that its main intention for its inclusion was to allow a wide variety of accessories to be released for the system, the Game Boy Advance compatibility titles being a logical extension.


          Nintendo announced at E3 2005 that it would launch "headset accessories" for voice over IP (VoIP) enabled games.


          


          Paddle Controller


          The Paddle Controller was a peripheral that was packaged with Arkanoid DS to simulate the original arcade experience. The controller fit into the GBA Slot of the Nintendo DS and is currently only available in Japan. The controller came in different colors and had a small knob that was used to guide the Arkanoid bumper. The controller will also work with Space Invaders Extreme.


          


          Rumble Pak


          The Rumble Pak was the first official expansion slot accessory. In the form of a Game Boy Advance cartridge, the Rumble Pak vibrates to reflect the action in compatible games, such as when the player bumps into an obstacle or loses a life. It was released in North America and Japan in 2005, as a separate accessory and bundled with Metroid Prime Pinball.


          In Europe, the rumble pack was first available with the game Actionloop, and later Metroid Prime Pinball. It is also possible to buy the rumble pack straight from Nintendo.


          


          Nintendo DS Headset


          The Nintendo DS Headset is the official headset for the Nintendo DS. It plugs into the headset port (which is a combination of a standard 3.5 mm headphone connector and a proprietary microphone connector) on the bottom of the system. It features one earphone and a microphone, and is compatible with all games that use the internal microphone. It was released in Japan on September 14, 2006. The headset was released in North America on April 22, 2007, alongside Pokmon Diamond and Pearl, two games that have built-in voice chat. Other communication headsets not made by Nintendo will also work as the mic.


          


          Opera Internet browser


          On February 15, 2006, Nintendo announced a version of the cross-platform web browser Opera for the DS system. The browser can use one screen as an overview, a zoomed portion of which appears on the other screen, or both screens together to present a single tall view of the page. The browser went on sale in Japan and Europe in 2006, and in the U.S. on June 4, 2007.


          


          Nintendo Wi-Fi USB Connector


          This accessory plugs into a PC's USB port and creates a wireless access point, allowing up to five Nintendo DS units to access the Nintendo Wi-Fi Connection service through the host computer's Internet connection. The operating systems fully supported by the Wi-Fi USB Connector's software are Microsoft Windows XP and Windows Vista.


          


          Nintendo MP3 Player


          The Nintendo MP3 Player (a modified version of the device known as the Play-Yan in Japan) was released on December 8, 2006 by Nintendo of Europe at a retail price of 29.99/30. The add-on uses removable SD cards to store MP3 audio files, and can be used in any device that features support for Game Boy Advance cartridges; however, due to this, it is limited in terms of its user-interface and functionality, as it does not support using both screens of the DS simultaneously, nor does it make use of its touch-screen capability.


          


          Slide controller


          The "slide controller" comes packaged with the game Slide Adventure: Mag Kid, which was released on August 2, 2007. The slide controller plugs into the GBA game slot of the DS, and is placed below the DS, on a firm surface. The DS can then be moved around to control a game, as the slide controller will pick up the motions, just as when a player would click a button.


          


          Guitar grip controller


          


          The Guitar grip controller comes packaged with the game Guitar Hero: On Tour and is plugged into the GBA game slot. It features four coloured buttons just like the ones that can be found on regular Guitar Hero guitar controllers for the stationary consoles, though it lacks the fifth orange button found on the guitar controllers. The DS Guitar Hero controller comes with a small "pick-stylus" (which is shaped like a guitar pick, as the name suggests) that can be put away into a small slot on the controller. It also features a hand strap. The game works with both the DS Lite and the original Nintendo DS as it comes with an adapter for the original DS.


          


          Card Swipe Scanner


          It was included with the game Mushiking 10 Anniversary where users can swipe Japanese Mushiking Cards into it.


          


          Ubisoft Pedometer


          The Ubisoft Pedometer, manufactured by Thrustmaster, comes packaged with My Weight Loss Coach. It is powered by one CR2032 Lithium Cell battery, which can be replaced. It also features a belt clip, rubber dust cover, Reset button, and a number display that can count steps of up to 99,999. The key feature of the Pedometer is its ability to connect to the DS, via the GBA Slot (Slot-2). When connected with My Weight Loss Coach, it will add the number of steps users have taken to the game's data, and will reset itself.


          


          Hacking and homebrew


          Since the release of the Nintendo DS, a great deal of hacking has occurred involving the DS's fully rewritable firmware, Wi-Fi connection, game cards that allow SD storage, and software use. There are now many different emulators for the DS such as: NES, SNES, Sega Master System, Sega Megadrive, Neo-Geo Pocket, Neo-Geo (arcade) as well as many other older consoles like Game boy Colour. Due to the processor power and RAM limitations, the DS cannot emulate Nintendo 64, Playstation, PS2, Dreamcast, Gamecube, Xbox, or any other seventh-generation systems such as the Playstation 3 or the Nintendo Wii.


          There are a number of cards which either have built-in flash memory, or a slot which can accept an SD, CompactFlash, or MicroSD cards. These cards allow the user to play music, movies and load homebrew and commercial games.


          In South Korea, many video game consumers exploit game software copies of video game consoles, including the Nintendo DS. In 2007, 500,000 copies of DS games were sold, while the sales of the DS hardware units was 800,000.


          


          Marketing and sales


          
            
              Life-to-date number of units sold (DS and DS Lite combined), millions
            

            
              	Date

              	Japan

              	Americas

              	Other

              	Worldwide
            


            
              	2004- 12-31

              	1.45

              	1.36

              	0.03

              	2.84
            


            
              	2005- 03-31

              	2.12

              	2.19

              	0.95

              	5.27
            


            
              	2005- 06-30

              	

              	

              	

              	6.65
            


            
              	2005- 09-30

              	3.63

              	2.87

              	2.34

              	8.83
            


            
              	2005- 12-31

              	5.70

              	4.63

              	4.10

              	14.43
            


            
              	2006- 03-31

              	6.91

              	5.11

              	4.71

              	16.73
            


            
              	2006- 06-30

              	9.24

              	5.90

              	6.13

              	21.27
            


            
              	2006- 09-30

              	11.52

              	7.51

              	7.79

              	26.82
            


            
              	2006- 12-31

              	14.43

              	10.18

              	11.00

              	35.61
            


            
              	2007- 03-31

              	16.02

              	11.74

              	12.52

              	40.29
            


            
              	2007- 06-30

              	18.11

              	14.14

              	15.03

              	47.27
            


            
              	2007- 09-30

              	19.71

              	16.06

              	17.88

              	53.64
            


            
              	2007- 12-31

              	21.66

              	20.18

              	22.94

              	64.79
            


            
              	2008- 03-31

              	22.38

              	22.39

              	25.82

              	70.60
            


            
              	2008- 06-30

              	22.97

              	25.11

              	29.47

              	77.54
            

          


          The system's promotional slogans revolve around the word "Touch" in almost all countries, with the US slogan being "Touching is good." The Nintendo DS is currently seen by many analysts to be in the same market as Sony's PlayStation Portable, although representatives from both companies have said that each system targets a different audience. At the time of its release in the United States, the Nintendo DS retailed for US $149.99. The price dropped to US$129.99 on August 21, 2005, one day before the anticipated North American releases of Nintendogs and Advance Wars: Dual Strike. At one point, Time magazine awarded the DS with a Gadget of the Week award. Nine official colors of the Nintendo DS were available through standard retailers. Titanium (silver and black) were available worldwide, Electric Blue was exclusive to North and Latin America. There was also a red version of the DS which was bundled with the game Mario Kart DS. Graphite Black, Pure White, Turquoise Blue and Candy Pink were available in Japan. Mystic Pink and Cosmic Blue were available in Australia and New Zealand. Japan's Candy Pink and Australia's Cosmic Blue were also available in Europe and North America through a Nintendogs bundle, although the colors are just referred to as pink and blue; however, these colors were only available for the original style Nintendo DS; a different and more-limited set of colors have been used for the Nintendo DS Lite.


          On October 3, 2006 Nintendo announced a 20.5% raise in net profit forecast partially attributed to strong DS sales. The company also raised its estimated DS sales forecast by 18%.


          On July 25, 2007 Nintendo announced in its first quarter financial report that it had increased DS hardware shipments from 22 million to 26 million. Nintendo also raised its DS software sales projection from 130 million units to 140 million. On October 26, 2007, Nintendo announced an increase in DS hardware shipments to 28 million and software to 165 million.


          As of September 26, 2007, the Nintendo DS has sold over 50 million units and is the fastest-selling handheld game console of all time. On October 30, 2007, Chart-Track reported DS sales of over 4 million in the United Kingdom. In November 2007, Media Create reported DS sales of 20 million in Japan.


          During the week of November 18 to November 24, Nintendo of America set a new Nintendo sales record by selling over 653,000 DS units in one week, breaking the previous record held by the Game Boy Advance, which sold 600,000 units.


          On November 27, 2007, Nintendo announced that the DS has set a new weekly hardware sales record in the UK, with over 191,000 units sold, according to Chart-Track; breaking the previous record held by the PSP, which sold 185,000 units in its first week of availability in the UK.


          As of December 27, 2007, the DS has sold over 1 million units in South Korea, according to Nintendo of Korea.


          As of January 1, 2008, the Nintendo DS has sold 17.65 million units in the United States according to NPD Group and 21,105,472 in Japan according to Enterbrain.


          On January 24, 2008, Nintendo Europe has revealed the DS has sold over 20 million units in Europe.


          On January 30, 2008, Nintendo Australia announced the DS has sold over 1 million units in Australia.


          As of March 30, 2008, the Nintendo DS has sold 22,169,761 units in Japan according to Famitsu/Enterbrain.


          As of June, 2008, The Nintendo DS has sold over 20 million units in the U.S.A, according to NPD Group.


          


          Special editions and promotional packages


          Many special editions and promotional packages have been available for the Nintendo DS, starting with the first Nintendo DS bundle of a Metroid Prime Hunters demo version, which was included in the first line-up of US shipments. Other adjustments have been made to the DS / DS Lite including colour and laser engravings made for promotional events. For example, during the release of Mario Kart DS in North America, a "Red Hot DS Bundle" was available, which was a red colored Nintendo DS, with the game Mario Kart DS packaged along with it.


          The first Nintendo DS Lite promotional package was released in a very limited run as a promotional item at the world premiere of Pirates of the Caribbean: At World's End on May 23, 2007. This package included a DS console with pirate graphics on the case, and the game pack of the same name. The first Nintendo DS Lite retail bundle became available in North America on August 21, 2007; it included Brain Age 2: More Training in Minutes a Day!, a DS Lite carrying case, and an exclusive colour DS Lite. The DS Lite has a crimson top outer casing, and the rest of the DS is matte black.


          


          Nintendo DS Lite


          
            [image: The Nintendo DS Lite.]

            
              The Nintendo DS Lite.
            

          


          The Nintendo DS Lite is a slimmer, more lightweight redesign of the original Nintendo DS model. It was announced on January 26, 2006, more than a month before its first territorial launch in Japan on March 2, 2006.


          The features and capabilities are the same as the original style DS, but the DS Lite has four levels of LCD screen brightness; however, the four levels do not include a level where the backlight is off. Despite having four brightness levels, even the lowest brightness setting on the Nintendo DS lite is in fact brighter than the Nintendo DS' original style screen, which had one brightness setting and an off setting. Unlike the casing of the original style DS, the DS Lite has a shiny glossy semi-transparent outside casing. The LED battery and charging light indicators have been moved to the upper right-hand corner of the unit, making it viewable regardless of whether the system is open or closed. The "start" and "select" buttons have been moved to the lower right-hand side of the touchscreen, the microphone has been moved to the direct centre of the opened device, and the A, B, X, Y, and D-Pad seem to have been designed to match the Wii and Game Boy Micro. The power button above the D-pad was removed and replaced with a switch placed on the right side of the unit. Another improvement is the longer and thicker stylus, significantly reducing the amount of hand cramps as its users use it extensively throughout game play; the stylus holster was moved from the top of the unit to the right side. Although a loop for a wrist strap was retained on the top of the unit, the DS Lite does not ship with a wrist strap. Along with the other advancements, the Game Boy port of the DS Lite is shorter than the original style DS's port. When inserted, the Game Boy Advance cartridge protrudes out approximately 1 cm from under the unit. Also, the charger connector is smaller, so a different charger must be used. Although the connector is similar in form factor to the Game Boy Micro, their AC adapters are not cross compatible. It also comes with a dust-protector for the GBA slot which also provides a seamless surface.


          


          Software development


          To be accepted into Nintendo's official developer support program, companies must have a game development team and adequate experience in certain areas. Additional information is available from the Nintendo Software Development Support Group.


          Alternatively, anyone can use publicly available knowledge from sites such as NDSTech, and tools to create their own programs. There are two development routes. One requires a method for running Nintendo DS programs from the Game Boy Advance port. At least five methods are available for this option: PassMe, PassMe2, WiFiMe, FlashMe, and NoPass. The second option is to use second-generation flashcards, which are simply either writable DS game cards or DS game cards with Micro-SD slots.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nintendo_DS"
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              Nintendo Entertainment System

              Nintendo Family Computer
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              	Manufacturer

              	Nintendo
            


            
              	Type

              	Video game console
            


            
              	Generation

              	Third generation (8-bit era)
            


            
              	First available

              	JP July 15, 1983

              US October 18, 1985

              CA February 1986

              EU September 1, 1986

              EU / AUS 1987
            


            
              	CPU

              	Ricoh 2A03 8-bit processor ( MOS Technology 6502 core)
            


            
              	Media

              	ROM cartridge (Game Pak)
            


            
              	Controller input

              	2 controller ports

              1 expansion slot
            


            
              	Units sold

              	61.91 million
            


            
              	Best-selling game

              	Super Mario Bros. ( pack-in), 40.23 million (as of 1999)

              Super Mario Bros. 3, 18 million (as of May 21, 2003)
            


            
              	Predecessor

              	Colour TV Game
            


            
              	Successor

              	Super Nintendo Entertainment System
            

          


          The Nintendo Entertainment System (often abbreviated as NES or simply Nintendo) is an 8-bit video game console that was released by Nintendo in North America, Brazil, Europe, and Australia in 1985. In most of Asia, including Japan (where it was first launched in 1983), the Philippines, Taiwan, Vietnam, and Singapore, it was released as the Family Computer (ファミリーコンピュータ, Famirī Konpyūta ?, also known as the Famicom (ファミコン, Famikon ( listen) ?), or simply FC for short).


          The best-selling gaming console of its time, the NES helped revitalize the US video game industry following the video game crash of 1983, and set the standard for subsequent consoles in everything from game design to controller layout. In addition, with the NES, Nintendo introduced a now-standard business model of software licensing for third-party developers.


          


          History


          Following a series of arcade game successes in the early 1980s, Nintendo made plans to produce a cartridge-based console. Masayuki Uemura designed the system, which was released in Japan on July 15, 1983 for 14,800 alongside three ports of Nintendos successful arcade games Donkey Kong, Donkey Kong Jr., and Popeye. The Nintendo Family Computer (Famicom) was slow to gather momentum; a bad chip set caused the initial release of the system to crash. Following a product recall and a reissue with a new motherboard, the Famicoms popularity soared, becoming the best-selling game console in Japan by the end of 1984.


          Encouraged by these successes, Nintendo soon turned its attention to the North American market. Nintendo entered into negotiations with Atari to release the Famicom under Ataris name as the name Nintendo Enhanced Video System; however, this deal eventually fell apart. Subsequent plans to market a Famicom console in North America featuring a keyboard, cassette data recorder, wireless joystick controller, and a special BASIC cartridge under the name "Nintendo Advanced Video System" likewise never materialized.


          In June 1985, Nintendo unveiled its American version of the Famicom at the Consumer Electronics Show (CES). It rolled out its first systems to limited American markets on October 18, 1985, following up with a full-fledged North American release of the console in February of the following year. Nintendo simultaneously released eighteen launch titles: 10-Yard Fight, Baseball, Clu Clu Land, Donkey Kong Jr. Math, Duck Hunt, Excitebike, Golf, Gyromite, Hogans Alley, Ice Climber, Kung Fu, Mach Rider, Pinball, Stack-Up, Tennis, Wild Gunman, Wrecking Crew, and Super Mario Bros.


          In Europe and Australia, the system was released to two separate marketing regions (A and B). Distribution in region B, consisting of most of mainland Europe (excluding Italy), was handled by a number of different companies, with Nintendo responsible for most cartridge releases; most of region B saw a 1986 release. Mattel handled distribution for region A, consisting of the United Kingdom, Ireland, Italy, Australia and New Zealand, starting the following year. Not until 1990 did Nintendos newly created European branch take over distribution throughout Europe. Despite the systems lackluster performance outside of Japan and North America, by 1990 the NES had outsold all previously released consoles World-Wide.


          
            [image: Shortly before ceasing production of the system in North America, Nintendo released a radically redesigned console (known as the AV Family Computer in Japan and the NES 2 in North America) that corrected a number of problems with the original hardware.]
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          As the 1990s dawned, however, renewed competition from technologically superior systems such as the 16-bit Sega Mega Drive (called the Sega Genesis in North America) marked the end of the NESs dominance. Eclipsed by Nintendos own Super Nintendo Entertainment System (SNES), the NESs user base gradually waned. Nintendo continued to support the system in North America through the first half of the decade, even releasing a new version of the console, the NES 2, to address many of the design flaws in the original NES hardware. The final games released for the system were as follows: in Japan, Adventure Island 4 in 1994, and, in North America, among unlicensed titles, Sunday Funday was the last, whereas Wario's Woods was the last licensed game (also the only one with an ESRB rating). In the wake of ever decreasing sales and the lack of new software titles, Nintendo of America officially discontinued the NES by 1995. Despite this, Nintendo of Japan kept producing new Nintendo Famicom units for a niche market up until October 2003, when it officially discontinued the line. Even as developers ceased production for the NES, a number of high-profile video game franchises and series for the NES were transitioned to newer consoles and remain popular to this day. Nintendo's own Super Mario Bros., The Legend of Zelda, and Metroid franchises debuted on the NES, as did Capcom's Mega Man franchise, Konami's Castlevania franchise, and Square Enix's Final Fantasy and Dragon Quest franchises.


          Nintendo of Japan continued to repair Famicom systems until October 31, 2007, attributing the decision to discontinue support to an increasing shortage of the necessary parts.


          


          Bundle packages


          For its North American release, the NES was released in two different configurations, or "bundles". The console deck itself was identical, but each bundle was packaged with different game paks and accessories. The first of these sets, the Control Deck, retailed from US$199.99, and included the console itself, two game controllers, and a Super Mario Bros. game cartridge. The second bundle, the Deluxe Set, retailed for US$249.99, and consisted of the console, a R.O.B. accessory, an NES Zapper (electronic gun), and two game paks: Duck Hunt and Gyromite.


          For the remainder of the NES's commercial lifespan in North America, Nintendo frequently repackaged the console in new configurations to capitalize on newer accessories or popular game titles. Subsequent bundle packages included the NES Action Set, released in November 1988 for US$149.99, which replaced both of the earlier two sets, and included the console, the NES Zapper, two game controllers, and a multicart version of Super Mario Bros. and Duck Hunt. The Action Set became the most successful of the packages released by Nintendo. One month later, in December 1988, to coincide with the release of the Power Pad floor mat controller, Nintendo released a new Power Set bundle, consisting of the console, the Power Pad, the NES Zapper, two controllers, and a multicart containing Super Mario Bros., Duck Hunt, and World Class Track Meet. In 1990, a Sports Set bundle was released, including the console, an NES Satellite infrared wireless multitap adapter, four game controllers, and a multicart featuring Super Spike V'Ball and Nintendo World Cup.


          It is difficult to count the total number of games released on the NES. One can look at the number of games licensed by Nintendo of America or Japan, or combine them, or even add the numerous unlicensed titles. All told, well over 1,000 games are available on the NES platform.


          Two more bundle packages were released using the original model NES console. The Challenge Set included the console, two controllers, and a Super Mario Bros. 3 game pak. The Basic Set, first released in 1987, included only the console and two controllers with no pack-in cartridge. Instead, it contained a book called the The Official Nintendo Player's Guide, which contained detailed information for every NES game made up to that point. Finally, the redesigned NES 2 was released as part of the final Nintendo-released bundle package, once again under the name Control Deck, including the new style NES 2 console, and one redesigned "dogbone" game controller. Released in October 1993, this final bundle retailed for $49.99, and remained in production until the discontinuation of the NES in 1995.


          


          Regional differences
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          Although the Japanese Famicom and the international NES included essentially the same hardware, there were certain key differences between the two systems:


          
            	Different case design. The Famicom featured a top-loading cartridge slot, a 15- pin expansion port located on the units front panel for accessories (as the controllers were hard-wired to the back of the console), and a red and white color scheme. The NES featured a front-loading cartridge slot, and a more subdued gray, black and red colour scheme. An expansion port was found on the bottom of the unit, and the cartridge connector pinout was changed.


            	60-pin vs. 72-pin cartridges. The original Famicom and the re-released AV Family Computer both utilized a 60-pin cartridge design, which resulted in smaller cartridges than the NES, which utilized a 72-pin design. Four pins were used for the 10NES lockout chip. Ten pins were added that connected a cartridge directly to the expansion port on the bottom of the unit. Finally, two pins that allowed cartridges to provide their own sound expansion chips were removed. Many early games (such as Stack-Up) released in North America were simply Famicom cartridges attached to an adapter (such as the T89 Cartridge Converter) to allow them to fit inside the NES hardware. Nintendo did this to reduce costs and inventory by using the same cartridge boards in North America and Japan.


            	A number of peripheral devices and software packages were released for the Famicom. Few of these devices were ever released outside of Japan.

              
                	Famicom BASIC is an implementation of BASIC for the Famicom. It allowed the user to program their own games. Many programmers got their first experience on programming for the console this way.


                	Famicom MODEM is a modem that allowed connection to a Nintendo server which provided content such as jokes, news (mainly about Nintendo), game tips, and weather reports for Japan; it also allowed a small number of programs to be downloaded. A modem was, however, tested in the United States, by the Minnesota State Lottery. It would have allowed players to buy scratchcards and play the lottery with their NES. It was not released because minors were able to play the lottery illegally and anonymously.

              

            


            	External sound chips. The Famicom had two cartridge pins that allowed cartridges to provide external sound enhancements. They were originally intended to facilitate the Famicom Disk Systems external sound chip. These pins were removed from the cartridge port of the NES, and relocated to the bottom expansion port. As a result, individual cartridges could not make use of this functionality, and many NES localizations suffered from inferior sound compared to their equivalent Famicom versions. Castlevania III: Dracula's Curse is a notable example of this problem.
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            	Hardwired controllers. The Famicoms original design includes hardwired, non-removable controllers. In addition, the second controller featured an internal microphone for use with certain games and lacked SELECT and START buttons. Both the controllers and the microphone were subsequently dropped from the redesigned AV Famicom in favour of the two seven-pin controller ports on the front panel used in the NES from its inception.


            	Lockout circuitry. The Famicom contained no lockout hardware, and, as a result, unlicensed cartridges (both legitimate and bootleg) were extremely common throughout Japan and the Far East. The original NES (but not the top-loading NES 2) contained the 10NES lockout chip, which significantly increased the challenges faced by unlicensed developers. Tinkerers at home in later years discovered that disassembling the NES and cutting the fourth pin of the lockout chip would change the chips mode of operation from "lock" to "key", removing all effects and greatly improving the consoles ability to play legal games, as well as bootlegs and converted imports. The European release of the console used a regional lockout system that prevented cartridges released in region A from being played on region B consoles, and vice versa.


            	Audio/video output. The original Famicom featured an RF modulator plug for audio/video output, while the original NES featured both an RF modulator and RCA composite output cables. The AV Famicom featured only RCA composite output, and the top-loading NES 2 featured only RF modulator output. The original North American NES was the first game console to feature direct composite video output so people could hook it up to a stand-alone composite monitor.


            	Third-party cartridge manufacturing. In Japan, six companies, namely Nintendo, Konami, Capcom, Namco, Bandai, and Jaleco, manufactured the cartridges for the Famicom. This allowed these companies to develop their own customized chips designed for specific purposes, such as Konami's VRC 6 and VRC 7 sound chips that increased the quality of sound in their games.

          


          


          Game controllers
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          The game controller used for both the NES and the Famicom featured an oblong brick-like design with a simple four button layout: two round buttons labelled "B" and "A", a "START" button, and a "SELECT" button. Additionally, the controllers utilized the cross-shaped D-pad, designed by Nintendo employee Gunpei Yokoi for Nintendo Game & Watch systems, to replace the bulkier joysticks on earlier gaming consoles controllers.


          The original model Famicom featured two game controllers, both of which were hardwired to the back of the console. The second controller lacked the START and SELECT buttons, but featured a small microphone. Relatively few games made use of this feature. The earliest produced Famicom units initially had square A and B buttons. This was changed to the circular designs because of the square buttons being caught in the controller casing when pressed down, and glitches within the hardware causing the system to freeze occasionally while playing a game.
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          The NES dropped the hardwired controllers, instead featuring two custom 7-pin ports on the front of the console. Also in contrast to the Famicom, the controllers included with the NES were identical to each otherthe second controller lacked the microphone that was present on the Famicom model, and possessed the same START and SELECT buttons as the primary controller.
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          A number of special controllers designed for use with specific games were released for the system, though very few such devices proved particularly popular. Such devices included, but were not limited to, the NES Zapper (a light gun), the Power Pad, the R.O.B. and the ill-fated Power Glove. The original Famicom featured a deepened DA-15 expansion port on the front of the unit, which was used to connect most auxiliary devices. On the NES, these special controllers were generally connected to one of the two control ports on the front of the unit.


          Near the end of the NES's lifespan, upon the release of the AV Famicom and the top-loading NES 2, the design of the game controllers was modified slightly. Though the original button layout was retained, the redesigned device abandoned the "brick" shell in favor of a "dog bone" shape reminiscent of the controllers of the Super Nintendo Entertainment System. In addition, the AV Famicom joined its international counterpart and dropped the hardwired controllers in favour of detachable controller ports. However, the controllers included with the Famicom AV, despite being the "dog bone" type, had cables which were a short three feet long, as opposed to the standard six feet of NES controllers.


          In recent years the original NES controller has become one of the most recognizable symbols of the system. Nintendo has mimicked the look of the controller in several recent products, from promotional merchandise to limited edition versions of the Game Boy Advance SP and Game Boy Micro handheld game consoles.



          


          Hardware design flaws
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          When Nintendo released the NES in the United States, the design styling was deliberately different from that of other game consoles. Nintendo wanted to distinguish its product from those of competitors, and to avoid the generally poor reputation that game consoles had acquired following the video game crash of 1983. One result of this philosophy was a front-loading zero insertion force (ZIF) cartridge socket designed to resemble the front-loading mechanism of a VCR. The ZIF connector worked quite well when both the connector and the cartridges were clean and the pins on the connector were new. Unfortunately, the ZIF connector was not truly zero insertion force. When a user inserted the cartridge into the NES, the force of pressing the cartridge down and into place bent the contact pins slightly, as well as pressing the cartridges ROM board back into the cartridge itself. Repeated insertion and removal of cartridges caused the pins to wear out relatively quickly, and the ZIF design proved far more prone to interference by dirt and dust than an industry-standard card edge connector. Exacerbating the problem was Nintendos choice of materials; the slot connector that the cartridge was actually inserted into was highly prone to corrosion. Add-on peripherals like the popular Game Genie cheat cartridge tended to further exacerbate this problem by bending the front-loading mechanism during gameplay. Recently, third-party manufacturers have been producing gold clones of the NES connector piece to replace the existing one and prevent corrosion.
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          Problems with the 10NES lockout chip frequently resulted in the systems most infamous problem: the blinking red power light, in which the system appears to turn itself on and off repeatedly. The lockout chip was quite finicky, requiring precise timing in order to permit the system to boot. Dirty, aging, and bent connectors would often disrupt the timing, resulting in the blink effect. Alternatively, the console would turn on but only show a gray or green screen. Users attempted to solve this problem by blowing air onto the cartridge connectors, licking the edge connector, slapping the side of the system after inserting a cartridge, and/or cleaning the connectors with alcohol which, observing the back of the cartridge, was not endorsed by Nintendo. Many of the most frequent attempts to fix this problem ran the risk of damaging the cartridge and/or system. In 1989, Nintendo released an official NES Cleaning Kit to help users clean malfunctioning cartridges and consoles.


          With the release of the top-loading NES 2 toward the end of the NES's lifespan, Nintendo resolved the problems by switching to a standard card edge connector, and eliminating the lockout chip. All of the Famicom systems used standard card edge connectors, as did Nintendos subsequent game consoles, the Super Nintendo Entertainment System and the Nintendo 64.


          In response to these hardware flaws, "Nintendo Authorized Repair Centers" sprang up across the United States. According to Nintendo, the authorization program was designed to ensure that the machines were properly repaired. Nintendo would ship the necessary replacement parts only to shops that had enrolled in the authorization program. In practice, the authorization process consisted of nothing more than paying a fee to Nintendo for the privilege. In a recent trend, sites like Nintendo Repair Shop Inc. have sprung up to offer Nintendo repair parts, guides and services, that replace those formerly offered by the authorized repair centers.



          


          Third-party licensing


          


          Nintendos near monopoly on the home video game market left it with a degree of influence over the industry exceeding even that of Atari during Atari's heyday in the early 1980s. Unlike Atari, which never actively courted third-party developers (and even went to court in an attempt to force Activision to cease production of Atari 2600 games), Nintendo had anticipated and encouraged the involvement of third-party software developersbut strictly on Nintendos terms. To this end, a 10NES authentication chip was placed in every console, and another was placed in every officially licensed cartridge. If the console's chip could not detect a counterpart chip inside the cartridge, the game would not load. Because Nintendo controlled the production of all cartridges, it was able to enforce strict rules on its third-party developers. These extremely restricted production runs would end up damaging several smaller software developers: even if demand for their games was high, they could only produce as much profit as Nintendo allowed.


          


          


          Unlicensed games


          


          Several companies, refusing to pay the licensing fee or having been rejected by Nintendo, found ways to circumvent the console's authentication system. Most of these companies created circuits that used a voltage spike to disable the 10NES chip in the NES. A few unlicensed games released in Europe and Australia came in the form of a dongle that would be connected to a licensed game, in order to use the licensed games 10NES chip for authentication.


          Atari Games created a line of NES products under the name Tengen, and took a different approach. Afraid of damaging NES units and being liable for it by using the voltage spike technique, the company obtained a description of the lockout chip from the United States Patent and Trademark Office by falsely claiming that it was required to defend against present infringement claims in a legal case. Tengen then used these documents to design its Rabbit chip, which duplicated the function of the 10NES. Nintendo sued Tengen for copyright infringement, which Tengen lost. Tengen's antitrust claims against Nintendo were never finally decided.


          Following the introduction of the Sega Mega Drive, Nintendo began to face real competition in the industry, and in the early 1990s was forced to reevaluate its stance towards its developers, many of whom had begun to defect to other systems. When the console was reissued as the NES 2, the 10NES chip was omitted from the console, marking the end of Nintendos most notorious hold over its third-party developers.
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          Hardware clones


          A thriving market of unlicensed NES hardware clones emerged during the heyday of the consoles popularity. Initially, such clones were popular in markets where Nintendo never issued a legitimate version of the system. In particular, the Dendy (Russian: Денди), an unlicensed hardware clone produced in Russia and other nations of the former Soviet Union, emerged as the most popular video game console of its time in that setting, and it enjoyed a degree of fame roughly equivalent to that experienced by the NES/Famicom in North America and Japan. The Micro Genius ( Simplified Chinese: 小天才) was marketed in Southeast Asia as an alternative to the Famicom, Samurai was the popular PAL alternative to the NES and in Eastern Europe, especially Poland, was the Pegasus available.


          The unlicensed clone market has persisted, and even flourished, following Nintendos discontinuation of the NES. Some of the more exotic of these resulting systems have gone beyond the functionality of the original hardware, and have included variations such as a portable system with a colour LCD (e.g. Pocket Famicom). Others have been produced with certain specialized markets in mind, including various "educational computer packages" which include copies of some of the NESs educational titles and come complete with a clone of the Famicom BASIC keyboard, transforming the system into a rather primitive personal computer. These unauthorized clones have been helped by the invention of the so called NES-on-a-chip or NoaC.


          As was the case with unlicensed software titles, Nintendo has typically gone to the courts to prohibit the manufacture and sale of unlicensed cloned hardware. Many of the clone vendors have included built-in copies of licensed Nintendo software, which constitutes copyright infringement in most countries. As recently as 2004, Nintendo of America has filed suits against manufacturers of the Power Player Super Joy III, an NES clone system that had been sold in North America, Europe, and Australia.


          Although most hardware clones were not produced under license by Nintendo, certain companies were granted licenses to produce NES-compatible devices. The Sharp Corporation produced at least two such clones: the Twin Famicom and the SHARP 19SC111 television. The Twin Famicom was compatible with both Famicom cartridges and Famicom Disk System disks. It was available in two colors (red and black) and used hardwired controllers (as did the original Famicom), but it featured a different case design. The SHARP 19SC111 television was a television which included a built-in Famicom. A similar licensing deal was reached with Hyundai Electronics, who manufactured the system under the name Comboy in the South Korean market. This deal with Hyundai was made necessary because of the South Korean government's wide ban on all Japanese "cultural products," which remained in effect until 1998 and ensured that the only way Japanese products could legally enter the South Korean market was through licensing to a third-party (non-Japanese) distributor (see also Korean-Japanese disputes).


          


          Technical specifications


          


          Chassis/casing


          
            [image: North American cartridges (or "Game Paks," pictured) were significantly longer than their Japanese counterparts, but were not as wide.]

            
              North American cartridges (or "Game Paks," pictured) were significantly longer than their Japanese counterparts, but were not as wide.
            

          


          The original Japanese Famicom was predominantly white plastic, with dark red trim. It featured a top-loading cartridge slot, and grooves on both sides of the deck in which the hardwired game controllers could be placed when not in use.


          The original version of the North American NES used a radically different design. The NES's colour scheme was two different shades of gray, with black trim. The top-loading cartridge slot was replaced with a front-loading mechanism. The slot is covered by a small, hinged door that can be opened to insert or remove a cartridge, and closed at other times. The dimensions of this model are 10" width by 8" length by 3.5" height. When opened, the cartridge slot door adds an additional 1" height to the unit.


          The remodelled NES 2 uses the same basic colour scheme, although the power switch is colored a bright red. Like the original Famicom, it utilizes a top-loading cartridge slot. The NES 2 is considerably more compact than the original model, measuring 6" by 7" by 1.5".


          All officially licensed North American and European cartridges are 5.5" long by 4.1" wide. Japanese cartridges are shaped slightly differently, measuring only 3" in length, but 5.3" in width.


          


          Central processing unit
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          For its central processing unit (CPU), the NES uses an 8-bit microprocessor produced by Ricoh based on a MOS Technology 6502 core. It incorporates custom sound hardware and a restricted DMA controller on-die. NTSC (North America and Japan) versions of the console use the Ricoh 2A03 (or RP2A03), which runs at 1.79 MHz. PAL (Europe and Australia) versions of console utilize the Ricoh 2A07 (or RP2A07), which is identical to the 2A03 save for the fact that it runs at a slower 1.66MHz clock rate and has its sound hardware adjusted accordingly.


          


          Memory


          The NES contains 2 KB(2210 bytes) of onboard random access memory (RAM). A game cartridge may contain expanded RAM to increase this amount. The system supports up to 49,128 bytes (just shy of 48 KB) for read-only memory (ROM), expanded RAM, and cartridge input/output. The process of bank switching can increase this amount by orders of magnitude.


          


          Video


          The NES utilizes a custom-made picture processing unit (PPU) developed by Ricoh. The version of the processor used in NTSC models of the console, named the RP2C02, operates at 5.37MHz, while the version used in PAL models, named the RP2C07, operates at 5.32MHz. Both the RP2C02 and RP2C07 output composite video. Special versions of the NES's hardware designed for use in video arcades use other variations of the PPU. The PlayChoice-10 uses the RP2C03, which runs at 5.37MHz and outputs RGB video at NTSC frequencies. Two different variations were used for Nintendo Vs. Series hardware: the RP2C04 and the RP2C05. Both of these operate at 5.37MHz and output RGB video at NTSC frequencies. Additionally, both utilize irregular palettes to prevent easy ROM swapping of games. All variations of this PPU feature 256 bytes of on-die sprite position / attributable RAM ("OAM") and 28 bytes of on-die palette RAM to allow selection of background and sprite colors. This memory is stored on separate buses internal to the PPU. The console's 2 KB of onboard RAM may be used for tile maps and attributes on the NES board, and 8 KB(8210 bytes) of tile pattern ROM or RAM may be included on a cartridge. Using bank switching, virtually any amount of additional cartridge memory can be used, limited only by manufacturing costs.


          The system has an available colour palette of 48 colors and 5 grays. Red, green, and blue can be individually darkened at specific screen regions using carefully timed code. Up to 25 colors may be used on one scanline: a background color, four sets of three tile colors, and four sets of three sprite colors. This total does not include colour de-emphasis.


          A total of 64 sprites may be displayed onscreen at a given time without reloading sprites mid-screen. Sprites may be either 8 pixels by 8 pixels, or 8 pixels by 16 pixels, although the choice must be made globally and it affects all sprites. Up to eight sprites may be present on one scanline, using a flag to indicate when additional sprites are to be dropped. This flag allows the software to rotate sprite priorities, increasing maximum amount of sprites, but typically causing flicker.


          The PPU allows only one scrolling layer, though horizontal scrolling can be changed on a per-scanline basis. More advanced programming methods enable the same to be done for vertical scrolling.


          The standard display resolution of the NES is 256 horizontal pixels by 240 vertical pixels. Typically, games designed for NTSC-based systems had an effective resolution of only 256 by 224 pixels, as the top and bottom 8 scanlines are not visible on most television sets. For additional video memory bandwidth, it was possible to turn off the screen before the raster reached the very bottom.


          Video output connections varied from one model of the console to the next. The original Japanese Famicom featured only radio frequency (RF) modulator output. When the console was released in North America and Europe, support for composite video through RCA connectors was added in addition to the RF modulator. The AV Famicom dropped the RF modulator entirely and adopted composite video output via a proprietary 12-pin "multi-out" connector first introduced for the Super Famicom / Super Nintendo Entertainment System. Conversely, the North American re-released NES 2 most closely resembled the original model Famicom, in that it featured RF modulator output only. Finally, the PlayChoice-10 utilized an inverted RGB video output.


          


          Audio


          The NES board supported a total of five sound channels. These included two pulse wave channels of variable duty cycle (12.5%, 25%, 50%, and 75%), with a volume control of sixteen levels, and hardware pitch bending supporting frequencies ranging from 54 Hz to 28 kHz. Additional channels included one fixed-volume triangle wave channel supporting frequencies from 27Hz to 56kHz, one sixteen-volume level white noise channel supporting two modes (by adjusting inputs on a linear feedback shift register) at sixteen preprogrammed frequencies, and one delta pulse-width modulation channel with six bits of range, using 1-bit delta encoding at sixteen preprogrammed sample rates from 4.2kHz to 33.5kHz. This final channel was also capable of playing standard pulse-code modulation (PCM) sound by writing individual 7-bit values at timed intervals.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nintendo_Entertainment_System"
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              	General
            


            
              	Name, Symbol, Number

              	niobium, Nb, 41
            


            
              	Chemical series

              	transition metals
            


            
              	Group, Period, Block

              	5, 5, d
            


            
              	Appearance

              	gray metallic

              [image: ]
            


            
              	Standard atomic weight

              	92.90638 (2) gmol1
            


            
              	Electron configuration

              	[Kr] 4d4 5s1
            


            
              	Electrons per shell

              	2, 8, 18, 12, 1
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	8.57 gcm3
            


            
              	Melting point

              	2750 K

              (2477 C, 4491 F)
            


            
              	Boiling point

              	5017 K

              (4744 C, 8571 F)
            


            
              	Heat of fusion

              	30  kJmol1
            


            
              	Heat of vaporization

              	689.9  kJmol1
            


            
              	Specific heat capacity

              	(25C) 24.60 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	2942

                    	3207

                    	3524

                    	3910

                    	4393

                    	5013
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic body centered
            


            
              	Oxidation states

              	5, 4, 3, 2, 1

              (mildly acidic oxide)
            


            
              	Electronegativity

              	1.6 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 652.1  kJmol1
            


            
              	2nd: 1380 kJmol1
            


            
              	3rd: 2416 kJmol1
            


            
              	Atomic radius

              	145  pm
            


            
              	Atomic radius (calc.)

              	198 pm
            


            
              	Covalent radius

              	137 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(0 C) 152 nm
            


            
              	Thermal conductivity

              	(300K) 53.7 Wm1K1
            


            
              	Thermal expansion

              	(25C) 7.3 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 3480 m/s
            


            
              	Young's modulus

              	105 GPa
            


            
              	Shear modulus

              	38 GPa
            


            
              	Bulk modulus

              	170 GPa
            


            
              	Poisson ratio

              	0.40
            


            
              	Mohs hardness

              	6.0
            


            
              	Vickers hardness

              	1320 MPa
            


            
              	Brinell hardness

              	736 MPa
            


            
              	CAS registry number

              	7440-03-1
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of niobium
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                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	91Nb

                    	syn
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                    	-
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                    	91 mNb
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                    	0.104 e

                    	91Nb
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          Niobium (pronounced /naɪˈoʊbiəm/), or columbium (/kəˈlʌmbiəm/) is a chemical element that has the symbol Nb and atomic number 41. A rare, soft, gray, ductile transition metal, niobium is found in pyrochlore and columbite. It was first discovered in the latter mineral and so was initially named columbium; now that mineral is also called "niobite". Niobium is used in special steel alloys as well as in welding, nuclear industries, electronics, optics and jewelry.


          


          Notable characteristics


          Niobium is a shiny gray, ductile metal that takes on a bluish tinge when exposed to air at room temperature for extended periods. Niobium's chemical properties are almost identical to the chemical properties of tantalum, which appears below niobium in the periodic table.


          When it is processed at even moderate temperatures niobium must be placed in a protective atmosphere. The metal begins to oxidize in air at 200  C; its most common oxidation states are +3, and +5, although others are also known.


          


          Applications


          Niobium has a number of uses: it is a component of some stainless steels and an alloy of other nonferrous metals. It is also a very important alloy addition in HSLA steels, which are widely used as structural components in modern automobiles. These alloys are strong and are often used in pipeline construction. Other uses;


          
            	The metal has a low capture cross-section for thermal neutrons and so finds use in the nuclear industries.


            	It is also the metal used in arc welding rods for some stabilized grades of stainless steel.


            	Appreciable amounts of niobium in the form of high-purity ferroniobium and nickel niobium are used in nickel-, cobalt-, and iron-base super alloys for such applications as jet engine components, rocket subassemblies, and heat-resisting and combustion equipment. For example, advanced air frame systems such as those used in the Gemini program used this metal.


            	Niobium is being evaluated as an alternative to tantalum in capacitors.


            	Because niobium and some niobium alloys are physiologically inert (and thus hypoallergenic), they are used in jewelry and in medical devices such as pacemakers. Niobium treated with sodium hydroxide forms a porous layer that aids osseointegration.


            	Along with titanium, tantalum, and aluminium, niobium can also be electrically heated and anodized to a wide array of colors using a process known as reactive metal anodizing. This makes it very attractive for use in jewelry.


            	Niobium is also added to glass in order to attain a higher refractive index, a property used in the optical industry to make thinner corrective glasses.


            	In 2005, Sierra Leone made a coin honoring Pope John Paul II that contained a disc of 24 carat (100%) gold surrounded by a ring of purple-tinted Niobium.

          


          Niobium becomes a superconductor when lowered to cryogenic temperatures. At atmospheric pressure, it has the highest critical temperature of the elemental superconductors: 9.3 K. Niobium has the largest magnetic penetration depth of any element. In addition, it is one of the three elemental superconductors that are Type II (the others being vanadium and technetium). Niobium-tin and niobium-titanium alloys are used as wires for superconducting magnets capable of producing exceedingly strong magnetic fields. Niobium is also used in its pure form to make superconducting accelerating structures for particle accelerators.


          


          History


          Niobium (Greek mythology: Niobe, daughter of Tantalus) was discovered by Charles Hatchett in 1801. Hatchett found niobium in columbite ore that was sent to England in the 1750s by John Winthrop, the first governor of Connecticut. There was a considerable amount of confusion about the difference between the closely-related niobium and tantalum that wasn't resolved until 1846 by Heinrich Rose and Jean Charles Galissard de Marignac, who rediscovered the element. Since Rose was unaware of Hatchett's work, he gave the element a different name, niobium. In 1864 Christian Blomstrand was the first to prepare the pure metal, reducing niobium chloride by heating it in a hydrogen atmosphere.


          Columbium (symbol Cb) was the name originally given to this element by Hatchett, but the International Union of Pure and Applied Chemistry (IUPAC) officially adopted "niobium" as the name for element 41 in 1950 after 100 years of controversy. This was a compromise of sorts; the IUPAC accepted tungsten instead of wolfram, in deference to North American usage; and niobium instead of columbium, in deference to European usage. Not everyone agreed, however, and while many leading chemical societies and government organizations refer to it by the official IUPAC name, many leading metallurgists, metal societies, and most leading American commercial producers still refer to the metal by the original "columbium."


          


          Occurrence


          
            [image: Niobium]

            
              Niobium
            

          


          The element is never found as a free element but does occur in the minerals columbite ((Fe,Mn)(Nb,Ta)2O6), columbite-tantalite or coltan ((Fe,Mn)(Ta,Nb)2O6), pyrochlore ((Na,Ca)2Nb2O6OH,F), and euxenite ((Y,Ca,Ce,U,Th)(Nb,Ta,Ti)2O6). Minerals that contain niobium often also contain tantalum. Large deposits of niobium have been found associated with carbonatites (carbon- silicate igneous rocks) and as a constituent of pyrochlore. Brazil and Canada are the major producers of niobium mineral concentrates and extensive ore reserves are also in Nigeria, Democratic Republic of Congo, and in Russia. A large producer in Brazil is CBMM located in Arax, Minas Gerais.


          


          Isotopes


          Naturally occurring niobium is composed of one stable isotope (Nb-93). The most stable radioisotopes are Nb-92 with a half-life of 34.7 million years, Nb-94 (half life: 20300 years), and Nb-91 with a half life of 680 years. Nb-93 has a meta state form (93mNb) with gamma line energy at 31 keV and half-life of 16.13 years. Twenty three other radioisotopes have been characterized. Most of these have half lives that are less than two hours except Nb-95 (35 days), Nb-96 (23.4 hours) and Nb-90 (14.6 hours). The primary decay mode before the stable Nb-93 is electron capture and the primary mode after is beta emission with some neutron emission occurring in the first mode of the two mode decay of Nb-104, 109 and 110.


          Only Nb-95 (35 days) and Nb-97 (72 minutes) and heavier isotopes (halflives in seconds) are fission products in significant quantity, as the other isotopes are shadowed by stable or very long-lived ( Zr-93) isotopes of the preceding element zirconium from production via beta decay of neutron-rich fission fragments. Nb-95 is the decay product of Zr-95 (64 days), so disappearance of Nb-95 in used nuclear fuel is slower than would be expected from its own 35 day halflife alone.. Tiny amounts of the other isotopes may be produced as direct fission products.


          


          Precautions


          Niobium-containing compounds are relatively rarely encountered by most people, but many are highly toxic and should be treated with care. Metallic niobium dust is an eye and skin irritant and also can be a fire hazard. Niobium has no known biological role.
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                    An electrostatic potential map of the nitrate ion. Areas coloured red are lower in energy than areas coloured yellow. The oxygen atoms carry the majority of the negative charge.
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                    The structure and bonding of the nitrate ion. The NO bonds are intermediate in length and strength between a single bond and a double bond.
                  

                

              
            

          


          In inorganic chemistry, a nitrate is a salt of nitric acid with an ion composed of one nitrogen and three oxygen atoms (NO3). In organic chemistry the esters of nitric acid and various alcohols are called nitrates.


          


          Chemical properties


          The nitrate ion is a polyatomic ion with the empirical formula NO3 and a molecular mass of 62.0049. It is the conjugate base of nitric acid, consisting of one central nitrogen atom surrounded by three identical oxygen atoms in a trigonal planar arrangement. The nitrate ion carries a formal charge of negative one, where each oxygen carries a 2/3 charge while the nitrogen carries a +1 charge, and is commonly used as an example of resonance. The three canonical structures of the nitrate ion are shown resonating below:


          [image: Canonical forms of the nitrate ion resonating]


          Almost all inorganic nitrate salts are soluble in water at standard temperature and pressure.


          In organic chemistry a nitrate is a functional group with general chemical formula RONO2 where R stands for any organic residue. They are the esters of nitric acid and alcohols formed by nitroxylation. Examples are methyl nitrate formed by reaction of methanol and nitric acid, the nitrate of tartaric acid, and the inappropriately named nitroglycerin.


          


          Related materials


          Nitrates should not be confused with nitrites (NO2) the salts of nitrous acid. Organic compounds containing the nitro functional group (which has the same formula and structure as the nitrate ion save that one of the O atoms is replaced by the R group) are known as nitro compounds.


          


          Effects on aquatic life


          In freshwater or estuarine systems close to land, nitrate can reach high levels that can potentially cause the death of fish. While nitrate is much less toxic than ammonia or nitrite, levels over 30 ppm of nitrate can inhibit growth, impair the immune system and cause stress in some aquatic species. However, in light of inherent problems with past protocols on acute nitrate toxicity experiments, the extent of nitrate toxicity has been the subject of recent debate.


          In most cases of excess nitrate concentrations, the principle pathway of entering aquatic systems is through surface runoff from agricultural or landscaped areas which have received excess nitrate fertilizer. These levels of nitrate can also lead to algae blooms, and when nutrients become limiting (such as potassium, phosphate or nitrate) then eutrophication can occur. As well as leading to water anoxia, these blooms may cause other changes to ecosystem function, favouring some groups of organisms over others. Consequently, as nitrates form a component of total dissolved solids, they are widely used as an indicator of water quality.


          Nitrates are also a by-product of septic systems. Specifically, they are a naturally occurring chemical that is left after the break down or decomposition of animal or human waste. Water quality may also be affected through ground water resources that have a high number of septic systems in a watershed. Septics leach down into ground water resources or aquifers and supply near by bodies of water. Lakes that rely on ground water are often affected by nitrification through this process.
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              	IUPAC name

              	Nitric acid
            


            
              	Other names

              	Aqua fortis; Spirit of nitre; Salpetre acid
            


            
              	Identifiers
            


            
              	CAS number

              	[7697-37-2]
            


            
              	RTECS number

              	QU5775000
            


            
              	SMILES

              	O[N+](=O)[O-]
            


            
              	Properties
            


            
              	Molecular formula

              	HNO3
            


            
              	Molar mass

              	63.012 g/mol
            


            
              	Appearance

              	Clear, colorless liquid
            


            
              	Density

              	1.51 g/cm, colorless liquid
            


            
              	Melting point

              	
                -42 C (231 K)

              
            


            
              	Boiling point

              	
                83 C (356 K)

              
            


            
              	Solubility in water

              	miscible
            


            
              	Viscosity

              	? cP at? C
            


            
              	Dipole moment

              	2.17  0.02 D
            


            
              	Hazards
            


            
              	EU classification

              	Oxidant (O)

              Corrosive (C)
            


            
              	R-phrases

              	R8, R35
            


            
              	S-phrases

              	(S1/2), S23, S26, S36, S45
            


            
              	Flash point

              	not applicable
            


            
              	Related compounds
            


            
              	Related compounds

              	Nitrous acid

              Dinitrogen pentoxide
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Nitric acid (HNO3), also known as aqua fortis and spirit of nitre, is a highly corrosive and toxic strong acid that can cause severe burns. The synthesis of nitric acid was first recorded circa 800 AD by the Muslim alchemist Jabir ibn Hayyan.


          Colorless when pure, older samples tend to acquire a yellow cast due to the accumulation of oxides of nitrogen. If the solution contains more than 86% nitric acid, it is referred to as fuming nitric acid. Fuming nitric acid is characterized as white fuming nitric acid and red fuming nitric acid, depending on the amount of nitrogen dioxide present.


          


          Properties


          Pure anhydrous nitric acid (100%) is a colorless liquid with a density of 1522 kg/m which solidifies at -42 C to form white crystals and boils at 83 C. When boiling in light, even at room temperature, there is a partial decomposition with the formation of nitrogen dioxide following the reaction:


          
            	4HNO3  2H2O + 4NO2 + O2 (72C)

          


          which means that anhydrous nitric acid should be stored below 0 C to avoid decomposition. The nitrogen dioxide (NO2) remains dissolved in the nitric acid coloring it yellow, or red at higher temperatures. While the pure acid tends to give off white fumes when exposed to air, acid with dissolved nitrogen dioxide gives off reddish-brown vapours, leading to the common name "red fuming acid" or "fuming nitric acid".


          Nitric acid is miscible with water in all proportions and distillation gives an azeotrope with a concentration of 68% HNO3 and a boiling temperature of 120.5 C at 1 atm. Two solid hydrates are known; the monohydrate (HNO3H2O) and the trihydrate (HNO33H2O).


          Nitrogen oxides (NOx) are soluble in nitric acid and this property influences more or less, all the physical characteristics depending on the concentration of the oxides. These mainly include the vapor pressure above the liquid and the boiling temperature, as well as the colour mentioned above.


          Nitric acid is subject to thermal or light decomposition with increasing concentration and this may give rise to some non-negligible variations in the vapour pressure above the liquid because the nitrogen oxides produced dissolve partly or completely in the acid.


          


          Acidic properties


          Being a typical acid, nitric acid reacts with alkalis, basic oxides, and carbonates to form salts, such as ammonium nitrate. Due to its oxidizing nature, nitric acid generally does not liberate hydrogen on reaction with metals and the resulting salts are usually in the higher oxidized states. For this reason, heavy corrosion can be expected and should be guarded against by the appropriate use of corrosion resistant metals or alloys.


          Nitric acid has an acid dissociation constant (pKa) of 1.4: in aqueous solution, it almost completely (93% at 0.1 mol/L) ionizes into the nitrate ion NO3 and a hydrated proton, known as a hydronium ion, H3O+.


          
            	HNO3 + H2O  H3O+ + NO3-

          


          


          Oxidizing properties


          


          Reactions with metals


          Being a powerful oxidizing agent, nitric acid reacts violently with many organic materials and the reactions may be explosive. Depending on the acid concentration, temperature and the reducing agent involved, the end products can be variable. Reaction then takes place with all metals except the precious metal series and certain alloys. As a general rule of course, oxidizing reactions occur primarily with the concentrated acid, favouring the formation of nitrogen dioxide (NO2).


          
            	Cu + 4HNO3  Cu(NO3)2 + 2NO2 + 2H2O

          


          The acidic properties tend to dominate with dilute acid, coupled with the preferential formation of nitrogen oxide (NO).


          
            	3Cu + 8HNO3  3Cu(NO3)2 + 2NO + 4H2O

          


          Since nitric acid is an oxidizing agent, hydrogen (H2) is rarely formed. Only magnesium (Mg) and calcium (Ca) react with cold, dilute nitric acid to give hydrogen:


          
            	Mg(s) + 2HNO3 (aq)  Mg(NO3)2 (aq) + H2 (g)

          


          


          Passivation


          Although chromium (Cr), iron (Fe) and aluminium (Al) readily dissolve in dilute nitric acid, the concentrated acid forms a metal oxide layer that protects the metal from further oxidation, which is called passivation.


          


          Reactions with non-metals


          Reaction with non-metallic elements, with the exception of silicon and halogens, usually oxidizes them to their highest oxidation states as acids with the formation of nitrogen dioxide for concentrated acid and nitrogen oxide for dilute acid.


          
            	C + 4HNO3  CO2 + 4NO2 + 2H2O

          


          or


          
            	3C + 4HNO3  3CO2 + 4NO + 2H2O

          


          


          Grades


          White fuming nitric acid, also called 100% nitric acid or WFNA, is very close to the anhydrous nitric acid product. One specification for white fuming nitric acid is that it has a maximum of 2% water and a maximum of 0.5% dissolved NO2.


          Red fuming nitric acid, or RFNA, contains substantial quantities of dissolved nitrogen dioxide (NO2) leaving the solution with a reddish-brown colour. One formulation of RFNA specifies a minimum of 17% NO2, another specifies 13% NO2.


          An inhibited fuming nitric acid (either IWFNA, or IRFNA) can be made by the addition of 0.6 to 0.7% hydrogen fluoride, HF. This fluoride is added for corrosion resistance in metal tanks (the fluoride creates a metal fluoride layer that protects the metal).


          


          Industrial production


          Nitric acid is made by mixing nitrogen dioxide (NO2) with water in the presence of oxygen or air to oxidize the nitrous acid also produced by the reaction.


          Dilute nitric acid may be concentrated by distillation up to 68% acid, which is an azeotropic mixture with 32% water. Further concentration involves distillation with sulfuric acid which acts as a dehydrating agent. In the laboratory, such distillations must be done with all-glass apparatus at reduced pressure, to prevent decomposition of the acid.


          Commercial grade nitric acid solutions are usually between 52% and 68% nitric acid. Commercial production of nitric acid is via the Ostwald process, named after Wilhelm Ostwald.


          The acid can also be synthesized by oxidizing ammonia, but the product is diluted by the water also formed as part of the reaction. However, this method is important in producing ammonium nitrate from ammonia derived from the Haber process, because the final product can be produced from nitrogen, hydrogen, and oxygen as the sole feedstocks.


          


          Laboratory synthesis


          In laboratory, nitric acid can be made from copper(II) nitrate or by reacting approximately equal masses of potassium nitrate (KNO3) with 96% sulfuric acid (H2SO4), and distilling this mixture at nitric acid's boiling point of 83 C until only a white crystalline mass, potassium hydrogen sulfate (KHSO4), remains in the reaction vessel. The obtained red fuming nitric acid may be converted to the white nitric acid.


          
            	H2SO4 + KNO3  KHSO4 + HNO3

          


          The dissolved NOx are readily removed using reduced pressure at room temperature (10-30 min at 200 mmHg or 27 kPa) to give white fuming nitric acid. This procedure can also be performed under reduced pressure and temperature in one step in order to produce less nitrogen dioxide gas.


          


          Uses


          
            [image: Nitric acid in a laboratory.]

            
              Nitric acid in a laboratory.
            

          


          IWFNA may be used as the oxidizer in liquid fuel rockets. IRFNA was one of 3 liquid fuel components for the BOMARC missile


          A solution of nitric acid and alcohol, Nital, is used for etching of metals to reveal the microstructure.


          Commercially available aqueous blends of 5-30% nitric acid and 15-40% phosphoric acid are commonly used for cleaning food and dairy equipment primarily to remove precipitated calcium and magnesium compounds (either deposited from the process stream or resulting from the use of hard water during production and cleaning).


          


          Nitration


          Nitric acid is used in the manufacture of nitrate-containing explosives such as nitroglycerin, trinitrotoluene (TNT) and cyclotrimethylenetrinitramine (RDX), as well as fertilizers such as ammonium nitrate.


          


          Digestion


          In elemental analysis by ICP-MS and ICP-AES, dilute nitric acid (0.5 to 2.0%) is used as a matrix compound for determining metal traces in solutions. Ultrapure acid is required for such determination, because small amounts of metal ions could affect the result of the analysis.


          


          Woodworking


          In a low concentration (approximately 10%), nitric acid is often used to artificially age pine and maple. The colour produced is a grey-gold very much like very old wax or oil finished wood ( wood finishing).


          


          Other uses


          Alone, it is useful in metallurgy and refining as it reacts with most metals, and in organic syntheses. When mixed with hydrochloric acid, nitric acid forms aqua regia, one of the few reagents capable of dissolving gold and platinum.


          


          Safety


          Nitric acid is a powerful oxidizing agent, and the reactions of nitric acid with compounds such as cyanides, carbides, and metallic powders can be explosive. Reactions of nitric acid with many organic compounds, such as turpentine, are violent and hypergolic (i.e., self-igniting).


          Concentrated nitric acid dyes human skin yellow due to a reaction with the keratin. These yellow stains turn orange when neutralized.


          
            Retrieved from " http://en.wikipedia.org/wiki/Nitric_acid"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Nitrification


        
          

          
            [image: Nitrogen cycle]

            
              Nitrogen cycle
            

          


          Nitrification is the biological oxidation of ammonia with oxygen into nitrite followed by the oxidation of these nitrites into nitrates. Degradation of ammonia to nitrite is usually the rate limiting step of nitrification. Nitrification is an important step in the nitrogen cycle in soil. This process was discovered by the Russian microbiologist, Sergei Winogradsky.


          The oxidation of ammonia into nitrite is performed by two groups of organisms, ammonia oxidizing bacteria and ammonia oxidizing archaea. Ammonia oxidizing bacteria can be found among the - and -proteobacteria . In soils the most studied ammonia oxidizing bacteria belong to the genera Nitrosomonas and Nitrosococcus. Although in soils ammonia oxidation occurs by both bacteria and archaea in harsher environments like oceans ammonia oxidation is dominated by archaea. The second step (oxidation of nitrite into nitrate) is (mainly) done by bacteria of the genus Nitrobacter. Both steps are producing energy to be coupled to ATP synthesis. Nitrifying organisms are chemoautotrophs, and use carbon dioxide as their carbon source for growth.


          Nitrification also plays an important role in the removal of nitrogen from municipal wastewater. The conventional removal is nitrification, followed by denitrification. The cost of this process resides mainly in aeration (bringing oxygen in the reactor) and the addition of an external carbon source (e.g. methanol) for the denitrification.


          In most environments both organisms are found together, yielding nitrate as the final product. It is possible however to design systems in which selectively nitrite is formed (the Sharon process).


          Together with ammonification, nitrification forms a mineralization process which refers to the complete decomposition of organic material, with the release of available nitrogen compounds. This replenishes the nitrogen cycle.


          


          Chemistry


          Nitrification is a process of nitrogen compound oxidation (effectively, loss of electrons from the nitrogen atom to the oxygen atoms):


          
            	NH3 + O2  NO2 + 3H+ + 2e


            	NO2 + H2O  NO3 + 2H+ + 2e
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              	General
            


            
              	Name, symbol, number

              	nitrogen, N, 7
            


            
              	Chemical series

              	nonmetals
            


            
              	Group, period, block

              	15, 2, p
            


            
              	Appearance

              	colorless gas

              [image: ]
            


            
              	Standard atomic weight

              	14.007 (2)gmol1
            


            
              	Electron configuration

              	1s2 2s2 2p3
            


            
              	Electrons per shell

              	2, 5
            


            
              	Physical properties
            


            
              	Phase

              	gas
            


            
              	Density

              	(0 C, 101.325 kPa)

              1.251 g/L
            


            
              	Melting point

              	63.15 K

              (-210.00 C, -346.00 F)
            


            
              	Boiling point

              	77.36 K

              (-195.79  C, -320.42  F)
            


            
              	Critical point

              	126.21 K, 3.39 MPa
            


            
              	Heat of fusion

              	(N2) 0.360 kJmol1
            


            
              	Heat of vaporization

              	(N2) 5.56 kJmol1
            


            
              	Specific heat capacity

              	(25 C) (N2)

              29.124 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	37

                    	41

                    	46

                    	53

                    	62

                    	77
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	5, 4, 3, 2, 1, , -1, -3

              (strongly acidic oxide)
            


            
              	Electronegativity

              	3.04 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 1402.3 kJmol1
            


            
              	2nd: 2856 kJmol1
            


            
              	3rd: 4578.1 kJmol1
            


            
              	Atomic radius

              	65 pm
            


            
              	Atomic radius (calc.)

              	56 pm
            


            
              	Covalent radius

              	75 pm
            


            
              	Van der Waals radius

              	155 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	diamagnetic
            


            
              	Thermal conductivity

              	(300 K) 25.83  103Wm1K1
            


            
              	Speed of sound

              	(gas, 27 C) 353 m/s
            


            
              	CAS registry number

              	7727-37-9
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of nitrogen
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	13N

                    	syn

                    	9.965 min

                    	

                    	2.220

                    	13C
                  


                  
                    	14N

                    	99.634%

                    	14N is stable with 7 neutrons
                  


                  
                    	15N

                    	0.366%

                    	15N is stable with 8 neutrons
                  

                

              
            


            
              	References
            


            
              	
            

          


          Nitrogen (pronounced /nī'trə-jən/) is a chemical element that has the symbol N and atomic number 7 and atomic weight 14.007. Elemental nitrogen is a colorless, odorless, tasteless and mostly inert diatomic gas at standard conditions, constituting 78.1% by volume of Earth's atmosphere.


          Many industrially important compounds, such as ammonia, nitric acid, organic nitrates (propellants and explosives), and cyanides, contain nitrogen. The very strong bond in elemental nitrogen dominates nitrogen chemistry, causing difficulty for both organisms and industry in converting the N2 into useful compounds, and releasing large amounts of energy when these compounds burn or decay back into nitrogen gas.


          Nitrogen occurs in all living organisms  it is a constituent element of amino acids and thus of proteins, and of nucleic acids (DNA and RNA); resides in the chemical structure of almost all neurotransmitters; and is a defining component of alkaloids, biological molecules produced by many organisms.


          


          Properties


          Nitrogen is a nonmetal, with an electronegativity of 3.0. It has five electrons in its outer shell and is therefore trivalent in most compounds. The triple bond in molecular nitrogen (N2) is one of the strongest in nature. The resulting difficulty of converting (N2) into other compounds, and the ease (and associated high energy release) of converting nitrogen compounds into elemental N2, have dominated the role of nitrogen in both nature and human economic activities.


          At atmospheric pressure molecular nitrogen condenses ( liquifies) at 77 K (195.8 C) and freezes at 63K (210.0C) into the beta hexagonal close-packed crystal allotropic form. Below 35.4K (237.6C) nitrogen assumes the alpha cubic crystal allotropic form. Liquid nitrogen, a fluid resembling water, but with 80.8% of the density, is a common cryogen.


          Unstable allotropes of nitrogen consisting of more than two nitrogen atoms have been produced in the laboratory, like N3 and N4. Under extremely high pressures (1.1 million atm) and high temperatures (2000 K), as produced under diamond anvil conditions, nitrogen polymerizes into the single bonded diamond crystal structure, an allotrope nicknamed "nitrogen diamond."


          


          Occurrence


          Nitrogen is the largest single constituent of the Earth's atmosphere (78.082% by volume of dry air, 75.3% by weight in dry air). It is created by fusion processes in stars, and is estimated to be the 7th most abundant chemical element by mass in the universe.


          Molecular nitrogen and nitrogen compounds have been detected in interstellar space by astronomers using the Far Ultraviolet Spectroscopic Explorer. Molecular nitrogen is a major constituent of the Saturnian moon Titan's thick atmosphere, and occurs in trace amounts in other planetary atmospheres.


          Nitrogen is present in all living organisms in proteins, nucleic acids and other molecules. It is a large component of animal waste (for example, guano), usually in the form of urea, uric acid, ammonium compounds and derivatives of these nitrogenous products, which are essential nutrients for all plants that are unable to fix atmospheric nitrogen.


          


          Isotopes


          There are two stable isotopes of nitrogen: 14N and 15N. By far the most common is 14N (99.634%), which is produced in the CNO cycle in stars and the remaining is 15N. Of the ten isotopes produced synthetically, 13N has a half life of ten minutes and the remaining isotopes have half lives on the order of seconds or less. Biologically-mediated reactions (e.g., assimilation, nitrification, and denitrification) strongly control nitrogen dynamics in the soil. These reactions typically result in 15N enrichment of the substrate and depletion of the product.


          0.73% of the molecular nitrogen in Earth's atmosphere is comprised of the isotopologue 14N15N and almost all the rest is 14N2.


          


          Electromagnetic spectrum


          Molecular nitrogen (14N2) is largely transparent to infrared and visible radiation because it is a homonuclear molecule and thus has no dipole moment to couple to electromagnetic radiation at these wavelengths. Significant absorption occurs at extreme ultraviolet wavelengths, beginning around 100 nanometers. This is associated with electronic transitions in the molecule to states in which charge is not distributed evenly between nitrogen atoms. Nitrogen absorption leads to significant absorption of ultraviolet radiation in the Earth's upper atmosphere as well as in the atmospheres of other planetary bodies. For similar reasons, pure molecular nitrogen lasers typically emit light in the ultraviolet range.


          Nitrogen also makes a contribution to visible air glow from the Earth's upper atmosphere, through electron impact excitation followed by emission. This visible blue air glow (seen in the polar aurora and in the re-entry glow of returning spacecraft) typically results not from molecular nitrogen, but rather from free nitrogen atoms combining with oxygen to form nitric oxide (NO).


          


          History


          Nitrogen (Latin nitrogenium, where nitrum (from Greek nitron) means "saltpetre" (see niter), and genes means "forming") is formally considered to have been discovered by Daniel Rutherford in 1772, who called it noxious air or fixed air. That there was a fraction of air that did not support combustion was well known to the late 18th century chemist. Nitrogen was also studied at about the same time by Carl Wilhelm Scheele, Henry Cavendish, and Joseph Priestley, who referred to it as burnt air or phlogisticated air. Nitrogen gas was inert enough that Antoine Lavoisier referred to it as azote, from the Greek word  meaning "lifeless". Animals died in it, and it was the principal component of air in which animals had suffocated and flames had burned to extinction. This term has become the French word for "nitrogen" and later spread out to many other languages.


          Argon was discovered when it was noticed that nitrogen from air is not identical to nitrogen from chemical reactions.


          Compounds of nitrogen were known in the Middle Ages. The alchemists knew nitric acid as aqua fortis (strong water). The mixture of nitric and hydrochloric acids was known as aqua regia (royal water), celebrated for its ability to dissolve gold (the king of metals). The earliest industrial and agricultural applications of nitrogen compounds involved uses in the form of saltpeter ( sodium- or potassium nitrate), notably in gunpowder, and much later, as fertilizer,


          


          Applications
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          Nitrogen gas is acquired for industrial purposes by the fractional distillation of liquid air, or by mechanical means using gaseous air (i.e. pressurised reverse osmosis membrane or pressure swing adsorption). Commercial nitrogen is often a byproduct of air-processing for industrial concentration of oxygen for steelmaking and other purposes.


          Nitrogen gas has a wide variety of applications, including serving as an inert replacement for air where oxidation is undesirable;


          
            	To preserve the freshness of packaged or bulk foods (by delaying rancidity and other forms of oxidative damage)


            	In ordinary incandescent light bulbs as an inexpensive alternative to argon


            	On top of liquid explosives for safety measures


            	The production of electronic parts such as transistors, diodes, and integrated circuits


            	Dried and pressurized, as a dielectric gas for high voltage equipment


            	The manufacturing of stainless steel


            	Use in military aircraft fuel systems to reduce fire hazard, see inerting system


            	Filling automotive and aircraft tires due to its inertness and lack of moisture or oxidative qualities, as opposed to air, though this is not necessary for consumer automobiles.

          


          Nitrogen molecules are less likely to escape from the inside of a tire compared with the traditional air mixture used. Air consists mostly of nitrogen and oxygen. Nitrogen molecules have a larger effective diameter than oxygen molecules and therefore diffuse through porous substances more slowly.


          Molecular nitrogen, a diatomic gas, is apt to dimerize into a linear four nitrogen long polymer. This is an important phenomenon for understanding high-voltage nitrogen dielectric switches because the process of polymerization can continue to lengthen the molecule to still longer lengths in the presence of an intense electric field. A nitrogen polymer fog is thereby created. The second virial coefficient of nitrogen also shows this effect as the compressibility of nitrogen gas is changed by the dimerization process at moderate and low temperatures.


          Nitrogen tanks are also replacing carbon dioxide as the main power source for paintball guns. The downside is that nitrogen must be kept at higher pressure than CO2, making N2 tanks heavier and more expensive.


          


          Nitrogenated beer


          A further example of its versatility is its use as a preferred alternative to carbon dioxide to pressurize kegs of some beers, particularly stouts and British ales, due to the smaller bubbles it produces, which make the dispensed beer smoother and headier. A modern application of a pressure sensitive nitrogen capsule known commonly as a " widget" now allows nitrogen charged beers to be packaged in cans and bottles.


          


          Liquid nitrogen


          Liquid nitrogen is a cryogenic liquid. At atmospheric pressure, it boils at 196.5 C. When insulated in proper containers such as dewar flasks, it can be transported without much evaporative loss.


          Like dry ice, the main use of liquid nitrogen is as a refrigerant. Among other things, it is used in the cryopreservation of blood, reproductive cells ( sperm and egg), and other biological samples and materials. It is used in cold traps for certain laboratory equipment and to cool x-ray detectors. It has also been used to cool central processing units and other devices in computers which are overclocked, and which produce more heat than during normal operation.


          


          Biological role


          Nitrogen is an essential part of amino acids and nucleic acids, both of which are essential to all life on Earth.


          Molecular nitrogen in the atmosphere cannot be used directly by either plants or animals, and needs to be converted into nitrogen compounds, or "fixed," in order to be used by life. Precipitation often contains substantial quantities of ammonium and nitrate, both thought to be a result of nitrogen fixation by lightning and other atmospheric electric phenomena. However, because ammonium is preferentially retained by the forest canopy relative to atmospheric nitrate, most of the fixed nitrogen that reaches the soil surface under trees is in the form of nitrate. Soil nitrate is preferentially assimilated by tree roots relative to soil ammonium.


          Specific bacteria (e.g. Rhizobium trifolium) possess nitrogenase enzymes which can fix atmospheric nitrogen (see nitrogen fixation) into a form (ammonium ion) which is chemically useful to higher organisms. This process requires a large amount of energy and anoxic conditions. Such bacteria may be free in the soil (e.g. Azotobacter) but normally exist in a symbiotic relationship in the root nodules of leguminous plants (e.g. clover, Trifolium species, or the soya bean plant, Glycine max). Nitrogen-fixing bacteria can be symbiotic with a number of unrelated plant species. Common examples are legumes, alders ( Alnus) spp., lichens, Casuarina, Myrica, liverworts, and Gunnera.


          As part of the symbiotic relationship, the plant subsequently converts the ammonium ion to nitrogen oxides and amino acids to form proteins and other biologically useful molecules, such as alkaloids. In return for the usable (fixed) nitrogen, the plant secretes sugars to the symbiotic bacteria.


          Some plants are able to assimilate nitrogen directly in the form of nitrates which may be present in soil from natural mineral deposits, artificial fertilizers, animal waste, or organic decay (as the product of bacteria, but not bacteria specifically associated with the plant). Nitrates absorbed in this fashion are converted to nitrites by the enzyme nitrate reductase, and then converted to ammonia by another enzyme called nitrite reductase.


          Nitrogen compounds are basic building blocks in animal biology. Animals use nitrogen-containing amino acids from plant sources, as starting materials for all nitrogen-compound animal biochemistry, including the manufacture of proteins and nucleic acids. Some plant-feeding insects are so dependent on nitrogen in their diet, that varying the amount of nitrogen fertilizer applied to a plant can affect the rate of reproduction of the insects feeding on it.


          Soluble nitrate is an important limiting factor in the growth of certain bacteria in ocean waters. In many places in the world, artificial fertilizers applied to crop-lands to increase yields result in run-off delivery of soluble nitrogen to oceans at river mouths. This process can result in eutrophication of the water, as nitrogen-driven bacterial growth depletes water oxygen to the point that all higher organisms die. Well-known "dead zone" areas in the U.S. Gulf Coast and the Black Sea are due to this important polluting process.


          Many saltwater fish manufacture large amounts of trimethylamine oxide to protect them from the high osmotic effects of their environment (conversion of this compound to dimethylamine is responsible for the early odour in unfresh saltwater fish: PMID 15186102). In animals, the free radical molecule nitric oxide (NO), which is derived from an amino acid, serves as an important regulatory molecule for circulation.


          Animal metabolism of NO results in production of nitrite. Animal metabolism of nitrogen in proteins generally results in excretion of urea, while animal metabolism of nucleic acids results in excretion of urea and uric acid. The characteristic odour of animal flesh decay is caused by nitrogen-containing long-chain amines, such as putrescine and cadaverine.


          Decay of organisms and their waste products may produce small amounts of nitrate, but most decay eventually returns nitrogen content to the atmosphere, as molecular nitrogen.


          


          Reactions
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          Nitrogen is generally unreactive at standard temperature and pressure. N2 reacts spontaneously with few reagents, being resilient to acids and bases as well as oxidants and most reductants. Nitrogen reacts with elemental lithium at STP. Lithium burns in an atmosphere of N2 to give lithium nitride:


          
            	6 Li + N2  2 Li3N

          


          Magnesium also burns in nitrogen, forming magnesium nitride.


          
            	3 Mg + N2  Mg3N2

          


          N2 forms a variety of adducts with transition metals. The first example of a dinitrogen complex is [Ru(NH3)5(N2)]2+ (see figure at right). Such compounds are now numerous, other examples include IrCl(N2)(PPh3)2, W(N2)2( Ph2CH2CH2PPh2)2, and [(5-C5Me4H)2Zr]2( 2, ,-N2). These complexes illustrate how N2 might bind to the metal(s) in nitrogenase and the catalyst for the Haber-Bosch Process. A catalytic process to reduce N2 to ammonia with the use of a molybdenum complex in the presence of a proton source was published in 2005.


          The starting point for industrial production of nitrogen compounds is the Haber-Bosch process, in which nitrogen is fixed by reacting N2 and H2 over a ferric oxide (Fe3O4) catalyst at about 500C and 200 atmospheres pressure. Biological nitrogen fixation in free-living cyanobacteria and in the root nodules of plants also produces ammonia from molecular nitrogen. The reaction, which is the source of the bulk of nitrogen in the biosphere, is catalysed by the nitrogenase enzyme complex which contains Fe and Mo atoms, using energy derived from hydrolysis of adenosine triphosphate (ATP) into adenosine diphosphate and inorganic phosphate (20.5 kJ/mol).


          


          Nitrogen compounds in industry


          


          Simple compounds


          The main neutral hydride of nitrogen is ammonia (NH3), although hydrazine (N2H4) is also commonly used. Ammonia is more basic than water by 6 orders of magnitude. In solution ammonia forms the ammonium ion (NH4+). Liquid ammonia (b.p. 240 K) is amphiprotic (displaying either Brnsted-Lowry acidic or basic character) and forms ammonium and the less common amide ions (NH2-); both amides and nitride (N3-) salts are known, but decompose in water. Singly, doubly, triply and quadruply substituted alkyl compounds of ammonia are called amines (four substitutions, to form commercially and biologically important quarternary amines, results in a positively charged nitrogen, and thus a water-soluble, or at least amphiphilic, compound). Larger chains, rings and structures of nitrogen hydrides are also known, but are generally unstable. N22+ is another polyatomic cation as in hydrazine.


          Other classes of nitrogen anions (negatively charged ions) are the poisonous azides (N3-), which are linear and isoelectronic to carbon dioxide, but which bind to important iron-containing enzymes in the body in a manner more resembling cyanide. Another molecule of the same structure is the colorless and relatively inert anesthetic gas dinitrogen monoxide N2O, also known as laughing gas. This is one of a variety of oxides, the most prominent of which are nitrogen monoxide (NO) (known more commonly as nitric oxide in biology), a natural free radical molecule used by the body as a signal for short-term control of smooth muscle in the circulation. Another notable nitrogen oxide compound (a family often abbreviated NOx) is the reddish and poisonous nitrogen dioxide NO2, which also contains an unpaired electron and is an important component of smog. Nitrogen molecules containing unpaired electrons show an understandable tendency to dimerize (thus pairing the electrons), and are generally highly reactive.


          The more standard oxides, dinitrogen trioxide N2O3 and dinitrogen pentoxide N2O5, are actually fairly unstable and explosive-- a tendency which is driven by the stability of N2 as a product. The corresponding acids are nitrous HNO2 and nitric acid HNO3, with the corresponding salts called nitrites and nitrates. Dinitrogen tetroxide N2O4 (DTO) is one of the most important oxidisers of rocket fuels, used to oxidise hydrazine in the Titan rocket and in the recent NASA MESSENGER probe to Mercury. DTO is an intermediate in the manufacture of nitric acid HNO3, one of the few acids stronger than hydronium and a fairly strong oxidizing agent.


          Nitrogen is notable for the range of explosively unstable compounds that it can produce. Nitrogen triiodide NI3 is an extremely sensitive contact explosive. Nitrocellulose, produced by nitration of cellulose with nitric acid, is also known as guncotton. Nitroglycerin, made by nitration of glycerin, is the dangerously unstable explosive ingredient of dynamite. The comparatively stable, but more powerful explosive trinitrotoluene is the standard explosive against which the power of nuclear explosions are measured.


          Nitrogen can also be found in organic compounds. Common nitrogen functional groups include: amines, amides, nitro groups, imines, and enamines. The amount of nitrogen in a chemical substance can be determined by the Kjeldahl method.


          


          Nitrogen compounds of notable economic importance


          Molecular nitrogen (N2) in the atmosphere is relatively non-reactive due to its strong bond, and N2 plays an inert role in the human body, being neither produced or destroyed. In nature, nitrogen is converted into biologically (and industrially) useful compounds by some living organisms, notably certain bacteria (i.e. nitrogen fixing bacteria  see Biological role above). Molecular nitrogen is also released into the atmosphere in the process of decay, in dead plant and animal tissues. The ability to combine or fix molecular nitrogen is a key feature of modern industrial chemistry, where nitrogen and natural gas are converted into ammonia via the Haber process. Ammonia, in turn, can be used directly (primarily as a fertilizer, and in the synthesis of nitrated fertilizers), or as a precursor of many other important materials including explosives, largely via the production of nitric acid by the Ostwald process.


          The organic and inorganic salts of nitric acid have been important historically as stores of chemical energy. They include important compounds such as potassium nitrate (or saltpeter used in gunpowder) and ammonium nitrate, an important fertilizer and explosive (see ANFO). Various other nitrated organic compounds, such as nitroglycerin and trinitrotoluene, and nitrocellulose, are used as explosives and propellants for modern firearms. Nitric acid is used as an oxidizing agent in liquid fueled rockets. Hydrazine and hydrazine derivatives find use as rocket fuels and monopropellants. In most of these compounds, the basic instability and tendency to burn or explode is derived from the fact that nitrogen is present as an oxide, and not as the far more stable nitrogen molecule (N2) which is a product of the compounds' thermal decomposition. When nitrates burn or explode, the formation of the powerful triple bond in the N2 which results, produces most of the energy of the reaction.


          Nitrogen is a constituent of molecules in every major drug class in pharmacology and medicine. Nitrous oxide (N2O) was discovered early in the 19th century to be a partial anesthetic, though it was not used as a surgical anesthetic until later. Called " laughing gas", it was found capable of inducing a state of social disinhibition resembling drunkenness. Other notable nitrogen-containing drugs are drugs derived from plant alkaloids, such as morphine (there exist many alkaloids known to have pharmacological effects; in some cases they appear natural chemical defences of plants against predation). Nitrogen containing drugs include all of the major classes of antibiotics, and organic nitrate drugs like nitroglycerin and nitroprusside which regulate blood pressure and heart action by mimicking the action of nitric oxide.


          


          Dangers


          Rapid release of nitrogen gas into an enclosed space can displace oxygen, and therefore represents an asphyxiation hazard. This may happen with few warning symptoms, since the human carotid body is a relatively slow and a poor low-oxygen (hypoxia) sensing system. An example occurred shortly before the launch of the first Space Shuttle mission in 1981, when two technicians lost consciousness and died after they walked into a space located in the Shuttle's Mobile Launcher Platform that was pressurized with pure nitrogen as a precaution against fire. The technicians would have been able to exit the room if they had experienced early symptoms from nitrogen-breathing.


          When inhaled at high partial pressures (more than about 3 atmospheres, encountered at depths below about 30 m in scuba diving) nitrogen begins to act as an anesthetic agent. It can cause nitrogen narcosis, a temporary semi-anesthetized state of mental impairment similar to that caused by nitrous oxide.


          Nitrogen also dissolves in the bloodstream and body fats, and rapid decompression (particularly in the case of divers ascending too quickly, or astronauts decompressing too quickly from cabin pressure to spacesuit pressure) can lead to a potentially fatal condition called decompression sickness (formerly known as caisson sickness or more commonly, the "bends"), when nitrogen bubbles form in the bloodstream, nerves, joints, and other sensitive or vital areas.


          Direct skin contact with liquid nitrogen causes severe frostbite (cryogenic burns) within seconds, though not instantly on contact, depending on form of liquid nitrogen (liquid vs. mist) and surface area of the nitrogen-soaked material (soaked clothing or cotton causing more rapid damage than a spill of direct liquid to skin, which for a few seconds is protected by the Leidenfrost effect).
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          The nitrogen cycle is the biogeochemical cycle that describes the transformations of nitrogen and nitrogen-containing compounds in nature. It is a gaseous cycle.


          Earth's atmosphere is about 78% nitrogen, making it the largest pool of nitrogen. Nitrogen is essential for many biological processes; and is crucial for any life here on Earth. It is in all amino acids, is incorporated into proteins, and is present in the bases that make up nucleic acids, such as DNA and RNA. In plants, much of the nitrogen is used in chlorophyll molecules which are essential for photosynthesis and further growth.


          Processing, or fixation, is necessary to convert gaseous nitrogen into forms usable by living organisms. Some fixation occurs in lightning strikes, but most fixation is done by free-living or symbiotic bacteria. These bacteria have the nitrogenase enzyme that combines gaseous nitrogen with hydrogen to produce ammonia, which is then further converted by the bacteria to make its own organic compounds. Some nitrogen fixing bacteria, such as Rhizobium, live in the root nodules of legumes (such as peas or beans). Here they form a mutualistic relationship with the plant, producing ammonia in exchange for carbohydrates. Nutrient-poor soils can be planted with legumes to enrich them with nitrogen. A few other plants can form such symbioses. Nowadays, a very considerable portion of nitrogen is fixated in ammonia chemical plants.


          Other plants get nitrogen from the soil by absorption at their roots in the form of either nitrate ions or ammonium ions. All nitrogen obtained by animals can be traced back to the eating of plants at some stage of the food chain.


          Due to their very high solubility, nitrates can enter groundwater. Elevated nitrate in groundwater is a concern for drinking water use because nitrate can interfere with blood-oxygen levels in infants and cause methemoglobinemia or blue-baby syndrome. Where groundwater recharges stream flow, nitrate-enriched groundwater can contribute to eutrophication, a process leading to high algal, especially blue-green algal populations and the death of aquatic life due to excessive demand for oxygen. While not directly toxic to fish life like ammonia, nitrate can have indirect effects on fish if it contributes to this eutrophication. Nitrogen has contributed to severe eutrophication problems in some water bodies. As of 2006, the application of nitrogen fertilizer is being increasingly controlled in Britain and the United States. This is occurring along the same lines as control of phosphorus fertilizer, restriction of which is normally considered essential to the recovery of eutrophied waterbodies.


          Ammonia is highly toxic to fish life and the water discharge level of ammonia from wastewater treatment plants must often be closely monitored. To prevent loss of fish, nitrification prior to discharge is often desirable. Land application can be an attractive alternative to the mechanical aeration needed for nitrification.


          During anaerobic (low oxygen) conditions, denitrification by bacteria occurs. This results in nitrates being converted to nitrogen gas and returned to the atmosphere. Nitrate can also be reduced to nitrite and subsequently combine with ammonium in the anammox process, which also results in the production of dinitrogen gas.


          


          Processes of the nitrogen cycle


          


          Nitrogen fixation


          


          Conversion of N2


          The conversion of nitrogen (N2) from the atmosphere into a form readily available to plants and hence to animals and humans is an important step in the nitrogen cycle, that determines the supply of this essential nutrient. There are four ways to convert N2 (atmospheric nitrogen gas) into more chemically reactive forms:


          
            	Biological fixation: some symbiotic bacteria (most often associated with leguminous plants) and some free-living bacteria are able to fix nitrogen and assimilate it as organic nitrogen. An example of mutualistic nitrogen fixing bacteria are the Rhizobium bacteria, which live in legume root nodules. These species are diazotrophs. An example of the free-living bacteria is Azotobacter.


            	Industrial N-fixation: in the Haber-Bosch process, N2 is converted together with hydrogen gas (H2) into ammonia (NH3) which is used to make fertilizer and explosives.


            	Combustion of fossil fuels: automobile engines and thermal power plants, which release various nitrogen oxides (NOx).


            	Other processes: Additionally, the formation of NO from N2 and O2 due to photons and especially lightning, are important for atmospheric chemistry, but not for terrestrial or aquatic nitrogen turnover.

          


          


          Assimilation


          Plants can absorb nitrate or ammonium ions from the soil via their root hairs. If nitrate is absorbed, it is first reduced to nitrite ions and then ammonium ions for incorporation into amino acids, nucleic acids, and chlorophyll. In plants which have a mutualistic relationship with rhizobia, some nitrogen is assimilated in the form of ammonium ions directly from the nodules. Animals, fungi, and other heterotrophic organisms absorb nitrogen as amino acids, nucleotides and other small organic molecules.


          


          Ammonification


          When a plant or animal dies, or an animal excretes, the initial form of nitrogen is organic. Bacteria, or in some cases, fungi, converts the organic nitrogen within the remains back into ammonia, a process called ammonification or mineralization.


          


          Nitrification


          The conversion of ammonia to nitrates is performed primarily by soil-living bacteria and other nitrifying bacteria. The primary stage of nitrification, the oxidation of ammonia (NH3) is performed by bacteria such as the Nitrosomonas species, which converts ammonia to nitrites (NO2-). Other bacterial species, such as the Nitrobacter, are responsible for the oxidation of the nitrites into nitrates (NO3-).


          


          Denitrification


          Denitrification is the reduction of nitrites back into the largely inert nitrogen gas (N2), completing the nitrogen cycle. This process is performed by bacterial species such as Pseudomonas and Clostridium in anaerobic conditions. They use the nitrate as an electron acceptor in the place of oxygen during respiration. These facultatively anaerobic bacteria can also live in aerobic conditions.


          


          Anaerobic ammonium oxidation


          In this biological process, nitrite and ammonium are converted directly into dinitrogen gas. This process makes up a major proportion of dinitrogen conversion in the oceans.


          


          Human influences on the nitrogen cycle


          As a result of extensive cultivation of legumes (particularly soy, alfalfa, and clover), growing use of the Haber-Bosch process in the creation of chemical fertilizers, and pollution emitted by vehicles and industrial plants, human beings have more than doubled the annual transfer of nitrogen into biologically available forms. In addition, humans have significantly contributed to the transfer of nitrogen trace gases from Earth to the atmosphere, and from the land to aquatic systems.


          N2O has risen in the atmosphere as a result of agricultural fertilization, biomass burning, cattle and feedlots, and other industrial sources. N2O has deleterious effects in the stratosphere, where it breaks down and acts as a catalyst in the destruction of atmospheric ozone. Ammonia (NH3) in the atmosphere has tripled as the result of human activities. It is a reactant in the atmosphere, where it acts as an aerosol, decreasing air quality and clinging on to water droplets, eventually resulting in acid rain. Fossil fuel combustion has contributed to a 6 or 7 fold increase in NOx flux to the atmosphere. NOx actively alters atmospheric chemistry, and is a precursor of tropospheric (lower atmosphere) ozone production, which contributes to smog, acid rain, and increases nitrogen inputs to ecosystems. Ecosystem processes can increase with nitrogen fertilization, but anthropogenic input can also result in nitrogen saturation, which weakens productivity and can kill plants. Decreases in biodiversity can also result if higher nitrogen availability increases nitrogen-demanding grasses, causing a degradation of nitrogen-poor, species diverse heathlands.


          


          Wastewater


          Onsite sewage facilities such as septic tanks and holding tanks release large amounts of nitrogen into the environment by discharging through a drainfield into the ground. Microbial activity consumes the nitrogen and other contaminants in the wastewater. However, in certain areas the soil is unsuitable to handle some or all of the wastewater, and as a result, the wastewater with the contaminants enters the aquifers. These contaminants accumulate and eventually end up in drinking water. One of the contaminants concerned about the most is nitrogen in the form of nitrates. A nitrate concentration of 10 ppm or 10 milligrams per liter is the current EPA limit for drinking water and typical household wastewater can produce a range of 20-85 ppm (milligrams per liter).


          The health risk associated with drinking >10 ppm nitrogen water is the development of methemoglobinemia and has been found to cause blue baby syndrome. Several states have now started programs to introduce advanced wastewater treatment systems to the typical onsite sewage facilities. The result of these systems is an overall reduction of nitrogen, as well as other contaminants in the wastewater.
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          Nitrogen fixation is the process by which nitrogen is taken from its natural, relatively inert molecular form (N2) in the atmosphere and converted into nitrogen compounds (such as ammonia, nitrate and nitrogen dioxide).


          Nitrogen fixation is performed naturally by a number of different prokaryotes, including bacteria, actinobacteria, and certain types of anaerobic bacteria. Microorganisms that fix nitrogen are called diazotrophs. Some higher plants, and some animals (termites), have formed associations with diazotrophs.


          Nitrogen fixation also occurs as a result of non-biological processes. These include lightning, industrially through the Haber-Bosch Process, and combustion.


          Biological nitrogen fixation was discovered by the Dutch microbiologist Martinus Beijerinck.


          


          Biological nitrogen fixation
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          Biological Nitrogen Fixation (BNF) occurs when atmospheric nitrogen is converted to ammonia by a pair of bacterial enzymes called nitrogenase. The formula for BNF is:


          
            	N2 + 8H+ + 8e + 16 ATP  2NH3 + H2 + 16 ADP + 16 Pi

          


          Although ammonia (NH3) is the direct product of this reaction, it is quickly protonated into ammonium (NH4+). In free-living diazotrophs, the nitrogenase-generated ammonium is assimilated into glutamate through the glutamine synthetase/glutamate synthase pathway.


          In most bacteria, the nitrogenase enzymes are very susceptible to destruction by oxygen (and many bacteria cease production of the enzyme in the presence of oxygen). Low oxygen tension is achieved by different bacteria by: living in anaerobic conditions, respiring to draw down oxygen levels, or binding the oxygen with a protein such as Leghemoglobin - also spelled leghaemoglobin..


          The best-known plants which contribute to nitrogen fixation in nature, are in the legume family - Fabaceae, which includes such taxa as clover, beans, alfalfa, lupines and peanuts. They contain symbiotic bacteria called rhizobia within nodules in their root systems, producing nitrogen compounds that help the plant to grow and compete with other plants. When the plant dies, the fixed nitrogen is released, making it available to other plants and this helps to fertilize the soil The great majority of legumes have this association, but a few genera (e.g., Styphnolobium) do not. In many traditional and organic farming practices, fields are rotated through various types of crops, which usually includes one consisting mainly or entirely of clover or buckwheat (family Polygonaceae), which were often referred to as "green manure", since the other natural way of adding nitrogen to the soil is via animal waste products. The entire plant is often ploughed back into the field, thus not only adding more nitrogen, but also improving the soil's organic content and volume.


          


          Non-leguminous nitrogen-fixing plants
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          Although by far the majority of nitrogen-fixing plants are in the legume family Fabaceae, there are a few non-leguminous plants that can also fix nitrogen. These plants, referred to as actinorhizal plants, consist of 22 genera of woody shrubs or trees scattered in 8 plant families. The ability to fix nitrogen is not universally present in these families. For instance, of 122 genera in the Rosaceae, only 4 genera are capable of fixing nitrogen.


          


          Family: Genera


          Betulaceae (Birch): Alnus (Alder)


          Cannabaceae: Trema


          Casuarinaceae (she-oaks):


          
            	Allocasuarina


            	Casuarina


            	Gymnostoma

          


          Coriariaceae: Coriaria


          Datiscaceae: Datisca


          Elaeagnaceae (oleaster):


          
            	Elaeagnus (silverberry)


            	Hippophae (sea-buckthorn)


            	Shepherdia (buffaloberries)

          


          Myricaceae:


          
            	Morella arborea


            	Myrica


            	Comptonia

          


          Rhamnaceae (buckthorn):


          
            	Ceanothus


            	Colletia


            	Discaria


            	Kentrothamnus


            	Retanilla


            	Trevoa

          


          Rosaceae (rose):


          
            	Cercocarpus (mountain mahogany)


            	Chamaebatia (mountain misery)


            	Purshia (bitterbrush or cliff-rose)


            	Dryas

          


          There are also several nitrogen-fixing symbiotic associations that involve cyanobacteria (such as Nostoc). These include some lichens such as Lobaria and Peltigera:


          
            	Mosquito fern ( Azolla species)


            	Cycads


            	Gunnera

          


          


          Microorganisms that fix nitrogen


          
            	Diazotrophs


            	Cyanobacteria


            	Azotobacteraceae


            	Rhizobia


            	Frankia

          


          


          Nitrogen Fixation by Cyanobacteria


          Cyanobacteria inhabit nearly all illuminated environments on Earth and play key roles in the carbon and nitrogen cycle of the biosphere. Generally, cyanobacteria are able to utilize a variety of inorganic and organic sources of combined nitrogen, like nitrate, nitrite, ammonium, urea or some amino acids. Several cyanobacterial strains are also capable of diazotrophic growth. Genome sequencing has provided a large amount of information on the genetic basis of nitrogen metabolism and its control in different cyanobacteria. Comparative genomics, together with functional studies, has led to a significant advance in this field over the past years. 2-oxoglutarate has turned out to be the central signalling molecule reflecting the carbon/nitrogen balance of cyanobacteria. Central players of nitrogen control are the global transcriptional factor NtcA, which controls the expression of many genes involved in nitrogen metabolism, as well as the PII signalling protein, which fine-tunes cellular activities in response to changing C/N conditions. These two proteins are sensors of the cellular 2-oxoglutarate level and have been conserved in all cyanobacteria. In contrast, the adaptation to nitrogen starvation involves heterogeneous responses in different strains.


          


          Chemical nitrogen fixation


          Nitrogen can also be artificially fixed for use in fertilizer, explosives, or in other products. The most popular method is by the Haber process. This artificial fertilizer production has achieved such scale that it is now the largest source of fixed nitrogen in the Earth's ecosystem.


          The Haber process requires high pressures and very high temperatures and active research is committed to the development of catalyst systems that convert nitrogen to ammonia at ambient temperatures. Many compounds can react with atmospheric nitrogen under ambient conditions (eg lithium makes lithium nitride if left exposed), but the products of such reactions are not easily converted into biologically accessible nitrogen sources. After the first dinitrogen complex was discovered in 1965 based on ammonia coordinated to ruthenium ([Ru(NH3)5(N2)]2+), research in chemical fixation focused on transition metal complexes. Since that time a large number of transition metal compounds that contain dinitrogen as ligand have been discovered. The dinitrogen ligand can be bound either to a single metal or bridge two (or more) metals. The coordination chemistry of dinitrogen is rich and under intense study. This research may lead to new ways of using dinitrogen in synthesis and on an industrial scale.


          The first example of homolytic cleavage of dinitrogen under mild conditions was published in 1995. Two equivalents of a molybdenum complex reacted with one equivalent of dinitrogen, creating a triple bonded MoN complex. Since this triple bounded complex has been used to make nitriles . The first catalytic system converting nitrogen to ammonia at room temperature and 1 atmosphere was discovered in 2003 and is based on another molybdenum compound, a proton source and a strong reducing agent. Unfortunately, the catalytic reduction only undergoes a few turnovers before the catalyst dies.


          
            [image: Synthetic nitrogen reduction Yandulov 2006]
          


          



          



          In contrast to the graphic shown above, the major product of this reaction is ammonia (NH3) and not an ammonium salt ([NH4][X]). In fact, approximately 75% of the ammonia produced can be distilled away from the reaction vessel (suggesting the ammonia is not protonated) into a vessel containing HCl as a trap. This method of trapping the NH3 was doubtlessly chosen because it makes the product easier to handle. Also, note that because only 1 equiv of Cl anion is available under catalytic conditions (via reduction of the precatalyst molbdenum chloride, shown) therefore it is unlikely that the product ammonium salt would always have this counterion.


          Note also that although the dinitrogen complex is shown in brackets this species can be isolated and characterized. Here the brackets do not indicate that the intermediate is not observed.


          
            Retrieved from " http://en.wikipedia.org/wiki/Nitrogen_fixation"
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              	Capital

              	Alofi
            


            
              	Official languages

              	Niuean, English
            


            
              	Demonym

              	Niuean
            


            
              	Government

              	Constitutional monarchy
            


            
              	-

              	Head of State

              	Queen Elizabeth II
            


            
              	-

              	Premier

              	Toke Talagi
            


            
              	Associated state
            


            
              	-

              	Constitution Act

              	19 October 1974
            


            
              	Area
            


            
              	-

              	Total

              	260km

              100 sqmi
            


            
              	-

              	Water(%)

              	0
            


            
              	Population
            


            
              	-

              	Jul 2006/2007estimate

              	1,679 , ( n/a)
            


            
              	GDP( PPP)

              	estimate
            


            
              	-

              	Total

              	$7.6 million( not ranked)
            


            
              	Currency

              	New Zealand dollar ( NZD)
            


            
              	Time zone

              	( UTC-11)
            


            
              	Internet TLD

              	.nu
            


            
              	Calling code

              	+683
            

          


          Niue (pronounced /niːˈʔuːeɪ/, /ˈnjuːeɪ/ in English) is an island nation located in the South Pacific Ocean. It is commonly known as the "Rock of Polynesia". Natives of the island call it "the Rock". Although self-governing, Niue is in free association with New Zealand, meaning that the Sovereign in Right of New Zealand is also Niue's head of state. Most diplomatic relations are conducted by New Zealand on Niue's behalf. Niue is located 2,400 kilometres northeast of New Zealand in a triangle between Tonga, Samoa, and the Cook Islands. The Niuean language and the English language are both taught in schools and used in day-to-day business and communications. The people are predominantly Polynesian.


          


          History


          Niue was first settled by Polynesian sailors from Samoa around 900 AD. Further settlers (or invaders) arrived from Tonga in the 16th century.


          Until the beginning of the eighteenth century, there appears to have been no national government or national leader in Niue. Before that time, chiefs and heads of family exercised authority over segments of the population. Around 1700 the concept and practice of kingship appears to have been introduced through contact with Samoa or Tonga. From then on, a succession of patu-iki (kings) ruled the island, the first of whom was Puni-mata. Tui-toga, who reigned from 1875 to 1887, was the first Christian king of Niue.


          The first European to sight Niue was Captain James Cook in 1774. Cook made three attempts to land on the island but was refused permission to do so by the Polynesian inhabitants. He named the island "Savage Island" because, legend has it, the natives that "greeted" him were painted in what appeared to Cook and his crew to be blood. However, the substance on their teeth was that of the red banana and not blood.


          For the next couple of centuries the island remained known as Savage Island, until its original name Niu ē (coconut behold) regained use. Yet its official name is still Niuē fekai (wild Niuē).


          The next notable European visitors were from the London Missionary Society and arrived in 1846 on the "Messenger of Peace". After many years of trying to land a European missionary on Niue, a Niuean named Nukai Peniamina was taken away and trained as a Pastor at the Malua Theological College in Samoa. Peniamina returned as a missionary with the help of Toimata Fakafitifonua. He was finally allowed to land in Uluvehi Mutalau after a number of attempts in other villages had failed. The Chiefs of Mutalau village allowed Peniamina to land and assigned over 60 warriors to protect him day and night at the fort in Fupiu. Christianity was first taught to the Mutalau people before it was spread to all the villages on Niue; originally, other major villages opposed the introduction of Christianity and had sought to kill Peniamina. The people from the village of Hakupu, although the last village to receive Christianity, came and asked for a "word of god"; hence their village was renamed "Ha Kupu Atua" meaning "any word of god", or "Hakupu" for short.


          In 1887, King Fata-a-iki, who reigned from 1887 to 1896, offered to cede sovereignty over his country to the British Empire, fearing the consequences of annexation by a less benevolent colonial power. The offer was not accepted until 1900.


          Niue was a British protectorate for a time, but the UK's involvement ended in 1901 when New Zealand annexed the island. Independence in the form of self-government was granted by the New Zealand parliament with the 1974 constitution. Robert Rex, CMG OBE (who was ethnically part European, part native) was appointed the country's first Premier, a position he continued to hold through re-election until his death 18 years later. Rex became the first Niuean to receive knighthood in 1984.


          In January 2004, Niue was hit by Cyclone Heta, which killed two people and caused extensive damage to the entire island, as well as wiping out most of the south of the capital, Alofi.


          


          Politics


          The Niue Constitution Act vests executive authority in Her Majesty the Queen in Right of New Zealand and the Governor-General of New Zealand. The Niue Constitution specifies that in everyday practice, sovereignty is exercised by the Niue Cabinet of Ministers of the Premier of Niue and three other ministers. The premier and ministers are members of the Niue Legislative Assembly, the nation's parliament.


          The assembly consists of twenty democratically elected members, fourteen of whom are elected by the electors of each village constituency. The remaining six are elected by all registered voters in all constituencies. Electors must be New Zealand citizens, resident for at least three months, and candidates must have been electors, and resident for twelve months. It is a requirement under law that anyone who was born in Niue must register on the electoral roll, however it is up to the elector whether to vote or not to vote on polling day. The candidates that have equal votes following the recount of votes, the winning candidate will be drawn out from the hat, this a legitimate and legal procedure. The Speaker is elected by the assembly and is the first official to be elected in the first sitting of the Legislative Assembly following an election. The new Speaker calls for nominations for the Premier; the candidate with the most votes from the twenty members is elected. The Premier then selects three other members to form the Cabinet of Ministers, the executive arm of government. The other two organs of government, following the Westminster model, are the Legislative Assembly and the Judiciary. Terms before new elections last three years, with the next election due on 7 June 2008 as part of the Niuean general election, 2008.


          All Members of Parliament, past or present, are entitled to State Funerals. State Funerals may also be given as well to any distinguished individual offered the honour by the Premier and his Cabinet.


          


          Geography
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          Niue is a 269km island located in the southern Pacific Ocean, east of Tonga. The geographic coordinates of Niue are .


          There are three geographically outlying coral reefs within the Exclusive Economic Zone that do not have any land area:


          
            	Beveridge Reef, at 2000'S, 16748'W, 240km southeast, submerged atoll drying during low tide, 9.5km North-South, 7.5km East-West, total area56km, no land area, lagoon 11 meters deep


            	Antiope Reef, at 1815'S, 16824'W, 180km southeast, is a circular plateau approximately 400 meters in diameter, with a least depth of 9.5 meters


            	Haran Reef (Harans Reef), at 2133'S, 16855'W, reported to break furiously, 294km southeast


            	Albert Meyer Reef, at 2053'S, 17219'W, almost 5km long and wide, least depth 3 meters, 326km southwest, not officially claimed by Niue


            	Haymet Rocks, at 26S, 160W, 1273km ESE, existence doubtful

          


          Niue is one of the world's largest coral islands. The terrain of Niue consists of steep limestone cliffs along the coast with a central plateau rising to about 60 metres above sea level. A coral reef surrounds the island, with the only major break in the reef being in the central western coast, close to the capital, Alofi. A notable feature of the island is the number of limestone caves found close to the coast.


          The island is roughly oval in shape (with a diameter of about 18 kilometres), with two large bays indenting the western coast (Alofi Bay in the centre and Avatele Bay in the south). Between these is the promontory of Halagigie Point. A small peninsula, TePā Point (or Blowhole Point), is located close to the settlement of Avatele in the southwest. Most of the island's population resides close to the west coast, around the capital, and in the northwest.


          The island has a tropical climate, with most rainfall occurring between November and April.


          Some of the soils on the island are geochemically very unusual. They are extremely highly weathered tropical soils, with high levels of iron and aluminium oxides ( oxisol), but as established by the research of New Zealand scientists starting with Sir Ernest Marsden, they contain surprisingly high levels of natural radioactivity. There is almost no uranium, but the radionucleides Th-230 and Pa-231 head the decay chains. This is the same distribution of elements as found naturally on very deep seabeds, but the geochemical evidence suggests that in the case of Niue the origin is extreme weathering of coral and brief sea submergence 120,000 years ago. A process, "endothermal upwelling" in which mild natural volcanic heat entrains deep seawater up through the porous coral may also contribute.


          No adverse health effects from the radioactivity have been demonstrated and calculations show that level of radioactivity would probably be much too low to be detected in the population.


          These unusual soils are very rich in phosphate, but it is not accessible to plants, being in the very insoluble form of iron phosphate, or crandallite.


          It is thought that rather similar radioactive soils may exist on Lifou and Mare (island) near New Caledonia, and Rennell in the Solomon Islands, but no other locations are known.


          The time difference between Niue and mainland New Zealand is 23 hours during the Southern Hemisphere winter and 24 hours when the mainland uses the Daylight Saving Time. So the watch at Niue and Auckland show the same time, although Niue is one day behind.


          


          Defence and foreign affairs


          Niue has been self-governing, in free association with New Zealand, since 1974. Niue is fully responsible for its internal affairs. Having no military or the resources to maintain a global diplomatic network, New Zealand retains responsibility for the foreign affairs and defence of Niue, but these obligations are only exercised at the request of the government of Niue. The island mainly interacts with the world through its diplomatic mission in Wellington, New Zealand.


          Niue is also a member of the South Pacific Forum and a number of regional and international agencies. It is not a member of the United Nations, but is a state party to the United Nations Convention on the Law of the Sea, the United Nations Framework Convention on Climate Change and the Ottawa Treaty.


          Niue established diplomatic relations with the People's Republic of China on December 12, 2007.


          Niue is also a party to the Pacific Island Countries Trade Agreement, and currently negotiating for the Economic Partnership Agreement with the European Union (EU-PACP), and will be starting soon the negotiations on the Pacific Agreement on Closer Economic Relations with New Zealand and Australia.


          


          Economy


          
            [image: Alofi, the capital of Niue]

            
              Alofi, the capital of Niue
            

          


          Niue's economy is rather small, with a GDP of around $7.6 million estimated in 2000. Most economic activity revolves around the Government, as the Government was traditionally in charge of organising and managing the affairs of the new country since 1974. However, since the economy of Niue has reached a stage where state regulation may now give way to the private sector in Niue's development, there is an ongoing effort to develop the private sector. The Niue Chamber of Commerce is the body representing some of the private businesses on Niue. Following Cyclone Heta the Government made a major commitment towards rehabilitating and developing the private sector in Niue. The Government allocated $1 million for the private sector, which was spent on helping businesses devastated by the cyclone, and on the construction of the Fonuakula Industrial Park. This industrial park is now completed and some businesses are already operating from it. The Fonuakula Industrial Park is managed by the Niue Business Centre, a quasi-governmental organisation providing advisory services to the businesses on Niue.


          Most Niuean families grow their own food crops for subsistence and some are sold at the Niue Makete in Alofi while some are exported to their families in New Zealand. The Niuean taro is known in Samoa as Niue taro and in international markets as pink taro. Niue also exports taro to the New Zealand market. The Niue taro is a natural variety and is very resistant to pests.


          The Niue Government and the Reef Group from New Zealand started two joint ventures in 2003 and 2004 involving the development of the fisheries and noni (Morinda citrifolia, a small tree with edible fruit) in Niue. The Niue Fish Processors, Ltd. (NFP) is a joint venture company processing fresh fish, mainly tuna (yellow fin, big eye and albacore), for export to the overseas markets. NFP operates out of their state-of-the-art fish plant in Amanau Alofi South which was completed and opened in October 2004, where they have facilities for freezing fish, blast freezers and ice towers for producing ice. The fish plant is self-sufficient: they have their own power generators. Currently NFP use desalinated water for their operations. At the moment there are four fishing boats catching fish with more boats expected to join the fleet soon. Niue is greatly concerned with the sustainability of the industry, limiting the number of boats fishing in Niue waters to less than ten at any time. The Niue noni joint venture operates out of the Vaiea farm, which used to be a Government livestock farm and was later used as a quarantine station for alpacas airlifted from Peru to Australia, a scheme which has now ceased. The company planted the biggest noni plantation in the southern hemisphere, consisting of over thirty thousand plants. This may be the first time noni has been commercially cultivated in an open field, because noni usually grows in the wild on Niue. There is also a factory at the farm for extracting the juice of the noni which is exported to New Zealand for bottling.


          In August 2005, an Australian mining company, Yamarna Goldfields, suggested that Niue might have the world's largest deposit of uranium. By early September, these hopes were seen as overoptimistic, and in late October the company cancelled its plans to mine, announcing that exploration drilling had identified nothing of commercial value. The Australian Securities and Investments Commission filed charges in January 2007 against two directors of the company, now called Mining Projects Group Ltd, alleging that their conduct was deceptive and they engaged in insider trading. There is an Australian company that had been issued a mineral prospecting license in the early 1970s which is still very active in doing research and collecting data on potential mineral deposits on Niue.


          Remittances from Niuean expatriates used to be one of the major sources of foreign exchange in the 1970s and early 1980s. The continuous migration of Niueans to New Zealand, however, has shifted most members of nuclear and extended families to New Zealand, removing the need to send remittances back home. In the late 1990s PFTAC conducted studies on the Niue balance of payments, which confirms that Niueans are receiving little remittances but are sending more monies overseas, mainly for paying for imported goods and for the education of Niuean students sent to study in New Zealand.


          Foreign aid, principally from New Zealand, has been the island's principal source of income. Tourism has been identified as one of the three priority economic sectors (the other two are Fisheries and Agriculture) for economic development in Niue. In 2006 estimated visitor expenditure reached $1.6million making Tourism a major export industry for Niue. Niue will continue to receive direct support from the Government and overseas donor agencies. Air New Zealand is the sole airline serving Niue, flying to Niue once a week. It took over after Polynesian Airlines stopped flying in November 2005. There is currently a tourism development strategy to increase the number of rooms available to overseas tourists at a sustainable level. Niue is also trying to attract foreign investors to invest in the tourism industry of Niue by offering import and company tax concessions as incentives. The number of tourists visiting Niue is increasing, climbing from 1939 in 2000 to 1446 in 2001, 2084 in 2002, 2706 in 2003, 2550 in 2004, and 2793 in 2005. The main purpose of their visits in 2005 were: holiday (1236), business (664), visiting friends and relatives (591) and other reasons (302). In 2005 tourists came from the following countries: Australia (304), New Zealand (1529), the South Pacific (296), Other Pacific (99), USA (136), Canada (45), UK (99), Germany (31), France (37), Other European countries (128), Japan (8) and other Asian countries (36).


          Government expenses consistently exceed revenue to a substantial degree, with aid from New Zealand subsidizing public service payrolls. The government also generates some revenue, mainly from income tax, import tax and the lease of phone lines. The government briefly flirted with the creation of "offshore banking", but, under pressure from the US Treasury, agreed to end its support for schemes designed to minimize tax in countries like New Zealand. Niue now provides an automated Companies Registration ( www.companies.gov.nu), which is administered by the New Zealand Ministry of Economic Development.


          Niue has licensed the .nu top-level domain on the Internet to a private company .NU Domain, but the company and the Government of Niue now dispute the amount and type of compensation that Niue receives from the licensor. The Government of Niue is planning to setup and operate its own internet service provider (ISP) to ensure that Government communications are independent and secured. The sole ISP in Niue is operated by the Internet Users Society of Niue ( IUSN) which is a subsidiary of .NU Domain, not all the villages in Niue have access to the Internet despite claims by IUSN, of Niue becoming the first WiFiNation.


          In 2003 the Government made a commitment to develop and expand the vanilla production in Niue with the support of the NZAID. Vanilla grows wild in Niue for a long time. Despite the setback caused by the devastation of Cyclone Heta is early 2004, there was ongoing work for the vanilla production. The expansion plan started with the employment of unemployed or underemployed labour force to help clear land, plant supporting trees and plant vanilla vines. The approach to accessing land include having each household interested to have a small plot of around half to 1acre to be cleared and planted with vanilla vines. There are a lot of planting material for supporting trees to meet demand for the expansion of vanilla plantations, however there is a severe shortage of vanilla vines for planting stock. There is of course the existing vanilla vines, but cutting them for planting stock will reduce or stop vanilla from producing beans. At the moment the focus is in the areas of harvesting and marketing.


          Niue's economy suffered from the devastating tropical Cyclone Heta on 4 January 2004. The Niue Integrated Strategic Plan( NISP) is the national development plan of Niue, setting national priorities for development. Cyclone Heta took away about two years from the implementation of the NISP, while national efforts concentrate on the recovery efforts. As of 2008 Niue has yet to fully recover from the devastation of Cyclone Heta.


          Niue uses the New Zealand dollar.


          


          Culture
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          Arguably Niue's most prominent artist and writer is John Pule. Author of The Shark That Ate the Sun, he paints both on canvass and on traditional tapa cloth. In 2005, he co-wrote Hiapo: Past and Present in Niuean Barkcloth, a study of a traditional Niuean artform, with Australian writer and anthropologist Nicholas Thomas.


          Taoga Niue is a newly established Government Department responsible for the preservation of the culture, tradition and heritage of Niue. As part of recognising its importance, the Government has add Taoga Niue as the sixth pillar of the Niue Integrated Strategic Plan ( NISP).


          


          Agriculture


          Agriculture is very important to the lifestyle of Niueans and the economy of Niue. Subsistence agriculture is very much part of Niue's agriculture, where nearly all the households have plantations of taro. Taro is a stable food of Niue, and the pink taro now dominant in the taro markets in New Zealand and Australia, is an intellectual property of Niue. This is one of the natural taro varieties on Niue, and has a strong resistance to pests.


          Tapioca or cassava, yams and kumaras also grow very well on Niue, as do different varieties of bananas. Copra, passionfruit and limes dominated exports in the 1970s, but as of 2008 vanilla, noni and taros are Niue's main export crops.


          In 1989 Niue conducted its first Agricultural Census, this was carried out with the assistance of the FAO refer http://www4.fao.org/cgi-bin/faobib.exe?vq_query=D%3DNIUE&database=faobib&search_type=view_query_search&table=mona&page_header=ephmon&lang=eng.


          Coconut crab is also part of the food chain in Niue, they live in the forest snd coastal areas.


          


          Sport


          Despite Niue being a small country, it does play a number of different sports. Rugby union is a popular sport in Niue played both by men and women. Netball is played only by women. The 9 hole golf course at Fonuakula provide an opportunity for some of the locals to play golf. There is also a lawn bowling green under construction, hoping that it will complete soon giving everyone a chance to participate in the sport.Soccer use to be played but due to lack of players, and the domination of rugby interest on soccer is declining. Kilikiki is a traditional and Niue version of the cricket, it is the only sport when played that attract the support of everyone in the village including the matured, however it no longer been played because of the heavy influence of culture.
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          Nuclear magnetic resonance spectroscopy, most commonly known as NMR spectroscopy, is the name given to a technique which exploits the magnetic properties of certain nuclei. This phenomenon and its origins are detailed in a separate section on nuclear magnetic resonance. The most important applications for the organic chemist are proton NMR and carbon-13 NMR spectroscopy. In principle, NMR is applicable to any nucleus possessing spin.


          Many types of information can be obtained from an NMR spectrum. Much like using infrared spectroscopy to identify functional groups, analysis of a 1D NMR spectrum provides information on the number and type of chemical entities in a molecule.


          The impact of NMR spectroscopy on the natural sciences has been substantial. It can, among other things, be used to study mixtures of analytes, to understand dynamic effects such as change in temperature and reaction mechanisms, and is an invaluable tool in understanding protein and nucleic acid structure and function. It can be applied to a wide variety of samples, both in the solution and the solid state.


          


          Basic NMR techniques
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          When placed in a magnetic field, NMR active nuclei (such as 1H or 13C) absorb at a frequency characteristic of the isotope. The resonant frequency, energy of the absorption and the intensity of the signal are proportional to the strength of the magnetic field. For example, in a 21 tesla magnetic field, protons resonate at 900 MHz. It is common to refer to a 21 T magnet as a 900 MHz magnet, although different nuclei resonate at a different frequency at this field strength.


          In the Earth's magnetic field the same nuclei resonate at audio frequencies. This effect is used in Earth's field NMR spectrometers and other instruments. Because these instruments are portable and inexpensive, they are often used for teaching and field work.


          


          Chemical shift


          Depending on the local chemical environment, different protons in a molecule resonate at slightly different frequencies. Since both this frequency shift and the fundamental resonant frequency are directly proportional to the strength of the magnetic field, the shift is converted into a field-independent dimensionless value known as the chemical shift. The chemical shift is reported as a relative measure from some reference resonance frequency. (For the nuclei1H, 13C, and 29Si, TMS ( tetramethylsilane) is commonly used as a reference.) This difference between the frequency of the signal and the frequency of the reference is divided by frequency of the reference signal to give the chemical shift. The frequency shifts are extremely small in comparison to the fundamental NMR frequency. A typical frequency shift might be 100 Hz, compared to a fundamental NMR frequency of 100 MHz, so the chemical shift is generally expressed in parts per million ( ppm).


          By understanding different chemical environments, the chemical shift can be used to obtain some structural information about the molecule in a sample. The conversion of the raw data to this information is called assigning the spectrum. For example, for 1H-NMR spectrum for ethanol (CH3CH2OH) one would expect three specific signals at three specific chemical shifts. One for the CH3 group, one for the CH2 group and one for the OH. A typical CH3 group has a shift around 1 ppm, the CH2 attached to a OH has a shift of around 4 ppm and the OH has a shift around 23 ppm depending on the solvent used.


          Because of molecular motion at room temperature, the three methyl protons average out during the course of the NMR experiment (which typically requires a few ms). These protons become degenerate and form a peak at the same chemical shift.


          The shape and size of peaks are indicators of chemical structure too. In the example abovethe proton spectrum of ethanolthe CH3 peak would be three times as large as the OH. Similarly the CH2 peak would be twice the size of the OH peak but only 2/3 the size of the CH3 peak.


          Modern analysis software allows analysis of the size of peaks to understand how many protons give rise to the peak. This is known as integrationa mathematical process which calculates the area under a graph (essentially what a spectrum is). The analyst must integrate the peak and not measure its height because the peaks also have widthand thus its size is dependent on its area not its height. However, it should be mentioned that the number of protons, or any other observed nucleus, is only proportional to the intensity, or the integral, of the NMR signal, in the very simplest one-dimensional NMR experiments. In more elaborate experiments, for instance, experiments typically used to obtain carbon-13 NMR spectra, the integral of the signals depends on the relaxation rate of the nucleus, and its scalar and dipolar coupling constants. Very often these factors are poorly understood - therefore, the integral of the NMR signal is very difficult to interpret in more complicated NMR experiments.


          


          J-coupling


          
            
              	Multiplicity

              	Intensity Ratio
            


            
              	Singlet (s)

              	1
            


            
              	Doublet (d)

              	1:1
            


            
              	Triplet (t)

              	1:2:1
            


            
              	Quartet (q)

              	1:3:3:1
            


            
              	Quintet

              	1:4:6:4:1
            


            
              	Sextet

              	1:5:10:10:5:1
            


            
              	Septet

              	1:6:15:20:15:6:1
            

          


          Some of the most useful information for structure determination in a one-dimensional NMR spectrum comes from J-coupling or scalar coupling (a special case of spin-spin coupling) between NMR active nuclei. This coupling arises from the interaction of different spin states through the chemical bonds of a molecule and results in the splitting of NMR signals. These splitting patterns can be complex or simple and, likewise, can be straightforwardly interpretable or deceptive. This coupling provides detailed insight into the connectivity of atoms in a molecule.


          Coupling to n equivalent (spin ) nuclei splits the signal into a n+1 multiplet with intensity ratios following Pascal's triangle as described on the right. Coupling to additional spins will lead to further splittings of each component of the multiplet e.g. coupling to two different spin  nuclei with significantly different coupling constants will lead to a doublet of doublets (abbreviation: dd). Note that coupling between nuclei that are chemically equivalent (that is, have the same chemical shift) has no effect of the NMR spectra and couplings between nuclei that are distant (usually more than 3 bonds apart for protons in flexible molecules) are usually too small to cause observable splittings. Long-range couplings over more than three bonds can often be observed in cyclic and aromatic compounds, leading to more complex splitting patterns.


          For example, in the proton spectrum for ethanol described above, the CH3 group is split into a triplet with an intensity ratio of 1:2:1 by the two neighboring CH2 protons. Similarly, the CH2 is split into a quartet with an intensity ratio of 1:3:3:1 by the three neighboring CH3 protons. In principle, the two CH2 protons would also be split again into a doublet to form a doublet of quartets by the hydroxyl proton, but intermolecular exchange of the acidic hydroxyl proton often results in a loss of coupling information.


          Coupling to any spin  nuclei such as phosphorus-31 or fluorine-19 works in this fashion (although the magnitudes of the coupling constants may be very different). But the splitting patterns differ from those described above for nuclei with spin greater than  because the spin quantum number has more than two possible values. For instance, coupling to deuterium (a spin 1 nucleus) splits the signal into a 1:1:1 triplet because the spin 1 has three spin states. Similarly, a spin 3/2 nucleus splits a signal into a 1:1:1:1 quartet and so on.


          Coupling combined with the chemical shift (and the integration for protons) tells us not only about the chemical environment of the nuclei, but also the number of neighboring NMR active nuclei within the molecule. In more complex spectra with multiple peaks at similar chemical shifts or in spectra of nuclei other than hydrogen, coupling is often the only way to distinguish different nuclei.


          


          Second-order (or strong) coupling


          The above description assumes that the coupling constant is small in comparison with the difference in NMR frequencies between the inequivalent spins. If the shift separation decreases (or the coupling strength increases), the multiplet intensity patterns are first distorted, and then become more complex and less easily analyzed (especially if more than two spins are involved). Intensification of some peaks in a multiplet is achieved at the expense of the remainder, which sometimes almost disappear in the background noise, although the integrated area under the peaks remains constant. In most high-field NMR, however, the distortions are usually modest and the characteristic distortions (roofing) can in fact help to identify related peaks.


          Second-order effects decrease as the frequency difference between multiplets increases, so that high-field (i.e. high-frequency) NMR spectra display less distortion than lower frequency spectra. Early spectra at 60 MHz were more prone to distortion than spectra from later machines typically operating at frequencies at 200 MHz or above.


          


          Magnetic inequivalence


          More subtle effects can occur if chemically equivalent spins (i.e. nuclei related by symmetry and so having the same NMR frequency) have different coupling relationships to external spins. Spins that are chemically equivalent but are not indistinguishable (based on their coupling relationships) are termed magnetically inequivalent. For example, the 4 H sites of 1,2-dichlorobenzene divide into two chemically equivalent pairs by symmetry, but an individual member of one of the pairs has different couplings to the spins making up the other pair. Magnetic inequivalence can lead to highly complex spectra which can only be analyzed by computational modeling. Such effects are more common in NMR spectra of aromatic and other non-flexible systems, while conformational averaging about C-C bonds in flexible molecules tends to equalize the couplings between protons on adjacent carbons, reducing problems with magnetic inequivalence.


          


          Correlation spectroscopy


          Correlation spectroscopy is one of several types of two-dimensional nuclear magnetic resonance (NMR) spectroscopy. This type of NMR experiment is best known by its acronym, COSY. Other types of two-dimensional NMR include J-spectroscopy, exchange spectroscopy (EXSY), Nuclear Overhauser effect spectroscopy (NOESY), total correlation spectroscopy ( TOCSY) and heteronuclear correlation experiments, such as HSQC, HMQC, and HMBC. Two-dimensional NMR spectra provide more information about a molecule than one-dimensional NMR spectra and are especially useful in determining the structure of a molecule, particularly for molecules that are too complicated to work with using one-dimensional NMR. The first two-dimensional experiment, COSY, was proposed by Jean Jeener, a professor at Universit Libre de Bruxelles, in 1971. This experiment was later implemented by Walter P. Aue, Enrico Bartholdi and Richard R. Ernst, who published their work in 1976.


          


          Solid-state nuclear magnetic resonance


          A variety of physical circumstances does not allow molecules to be studied in solution, and at the same time not by other spectroscopic techniques to an atomic level, either. In solid-phase media, such as crystals, microcrystalline powders, gels, anisotropic solutions, etc., it is in particular the dipolar coupling and chemical shift anisotropy that become dominant to the behaviour of the nuclear spin systems. In conventional solution-state NMR spectroscopy, these additional interactions would lead to a significant broadening of spectral lines. A variety of techniques allows to establish high-resolution conditions, that can, at least for 13C spectra, be comparable to solution-state NMR spectra.


          Two important concepts for high-resolution solid-state NMR spectroscopy are the limitation of possible molecular orientation by sample orientation, and the reduction of anisotropic nuclear magnetic interactions by sample spinning. Of the latter approach, fast spinning around the magic angle is a very prominent method, when the system comprises spin 1/2 nuclei. A number of intermediate techniques, with samples of partial alignment or reduced mobility, is currently being used in NMR spectroscopy.


          Applications in which solid-state NMR effects occur are often related to structure investigations on membrane proteins, protein fibrils or all kinds of polymers, and chemical analysis in inorganic chemistry, but also include "exotic" applications like the plant leaves and fuel cells.


          


          NMR spectroscopy applied to proteins


          Much of the recent innovation within NMR spectroscopy has been within the field of protein NMR, which has become a very important technique in structural biology. One common goal of these investigations is to obtain high resolution 3-dimensional structures of the protein, similar to what can be achieved by X-ray crystallography. In contrast to X-ray crystallography, NMR is primarily limited to relatively small proteins, usually smaller than 35 kDa, though technical advances allow ever larger structures to be solved. NMR spectroscopy is often the only way to obtain high resolution information on partially or wholly intrinsically unstructured proteins.


          Proteins are orders of magnitude larger than the small organic molecules discussed earlier in this article, but the same NMR theory applies. Because of the increased number of each element present in the molecule, the basic 1D spectra become crowded with overlapping signals to an extent where analysis is impossible. Therefore, multidimensional (2, 3 or 4D) experiments have been devised to deal with this problem. To facilitate these experiments, it is desirable to isotopically label the protein with 13C and 15N because the predominant naturally occurring isotope 12C is not NMR-active, whereas the nuclear quadrupole moment of the predominant naturally occurring 14N isotope prevents high resolution information to be obtained from this nitrogen isotope. The most important method used for structure determination of proteins utilizes NOE experiments to measure distances between pairs of atoms within the molecule. Subsequently, the obtained distances are used to generate a 3D structure of the molecule using a computer program.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/NMR_spectroscopy"
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        Noah's Ark
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          Noah's Ark was, according to Abrahamic religions, a large vessel built at God's command to save Noah, his family, and a core stock of the world's animals from the Great Flood. The story is told in chapters 6-9 of the book of Genesis, with later variations in the Qur'an and a number of other sources.


          Genesis 6-9 tells how God decided to destroy the world because of the wickedness of mankind, selecting Noah, a man "righteous in his generation", instructing him to build an ark and take on board his family and representatives of all the animals and birds. God's flood then destroys all life on earth, but at the height of the deluge "God remembered Noah", and the waters abate and the dry land reappears. The story ends with God entering into a covenant with Noah and his descendants.


          The story has been subject to extensive elaborations in the various Abrahamic traditions, mingling theoretical solutions to practical problems (e.g. how Noah might have disposed of animal waste) with allegorical interpretations (e.g. the Ark as the precursor of the Church, offering salvation to mankind). By the 19th century, the growth of geology and biogeography as sciences meant that few natural historians felt able to justify a literal interpretation of the Ark story, and biblical critics were turning their attention to its secular origins and purposes. Nevertheless, Biblical literalists today continue to take the Ark as test-case for their understanding of the Bible, and to explore the region of the mountains of Ararat in northeast Turkey where Genesis says Noah's Ark came to rest.


          


          Narrative
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          The story of Noah's Ark, according to chapters 6 to 9 in the Book of Genesis, begins with God observing mankind's evil behaviour and deciding to flood the earth and destroy all life. However, God found one good man, Noah, "a righteous man, blameless among the people of his time", and decided that he would carry forth the lineage of man. God told Noah to make an ark, and to bring with him his wife, and his sons Shem, Ham, and Japheth, and their wives. Additionally, he was told to bring examples of all animals and birds, male and female. In order to provide sustenance, he was told to bring and store food.


          Noah and his family and the animals entered the Ark, and "the same day were all the fountains of the great deep broken up, and the windows of heaven were opened, and the rain was upon the earth forty days and forty nights". The flood covered even the highest mountains to a depth of more than 6 metres (20 feet), and all creatures died; only Noah and those with him on the Ark were left alive. The Flood story is considered by many modern scholars to consist of two slightly different interwoven accounts, hence the apparent uncertainty regarding the duration of the flood (40 or 150 days) and the number of animals taken on board Noah's Ark (2 of each kind, or 7 pairs of some kinds).


          Eventually, the Ark came to rest on the mountains of Ararat. The waters continued to recede, and the hilltops emerged. Noah sent out a raven which "went to and fro until the waters were dried up from the earth". Next, Noah sent a dove out, but it returned having found nowhere to land. After a further seven days, Noah again sent out the dove, and it returned with an olive leaf in its beak, and he knew that the waters had subsided. Noah waited seven days more and sent out the dove once more, and this time it did not return. Then he and his family and all the animals left the Ark, and Noah made a sacrifice to God, and God resolved that he would never again curse the ground because of man, nor destroy all life on it in this manner.


          In order to remember this promise, God put a rainbow in the clouds, saying, "Whenever I bring clouds over the earth and the rainbow appears in the clouds, I will see it and remember the everlasting covenant between God and all living creatures of every kind on the earth".


          


          The Ark in scientific and critical scholarship


          


          Mesopotamian flood stories
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          The majority of modern Biblical scholars accept the thesis that the Biblical flood story is linked to a cycle of Assyro-Babylonian mythology with which it shares many features. The Mesopotamian flood-myth had a very long currencythe last known retelling dates from the 3rd century BC. A substantial number of the original Sumerian, Akkadian and Assyrian texts, written in cuneiform, have been recovered by archaeologists, but the task of recovering more tablets continues, as does the translation of extant tablets.


          The earliest of these extant tablets, the epic of Atrahasis, can be dated by colophon (scribal identification) to the reign of Hammurabi's great-grandson, Ammi-Saduqa (16461626 BC). Written in Akkadian (the language of ancient Babylon), it tells how the god Enki warns the hero Atrahasis ("Extremely Wise") of Shuruppak to dismantle his house (which is made of reeds) and build a boat to escape a flood with which the god Enlil, angered by the noise of the cities, plans to wipe out mankind. The boat is to have a roof "like Apsu" (the underworld ocean of freshwater of which Enki is lord), upper and lower decks, and must be sealed with bitumen. Atrahasis boards the boat with his family and animals and seals the door. The storm and flood begin. Even the gods are afraid. "Bodies clog the river like dragonflies." After seven days the flood ends and Atrahasis offers sacrifices. Enlil is furious, but Enki, the friend of mankind, defies him - "I made sure life was preserved" - and eventually Enki and Enlil agree on other measures for controlling the human population. The story also exists in a later Assyrian version.


          The story of Ziusudra is told in the Sumerian language in the fragmentary Eridu Genesis, which can be dated from its script to the late 17th century BC. It tells how Enki warns Ziusudra (meaning "he saw life", in reference to the gift of immortality given him by the gods), king of Shuruppak, of the gods' decision to destroy mankind with a floodthe passage describing why the gods have decided this is lost. Enki instructs Ziusudra to build a large boatthe text describing the instructions is also lost. After a flood of seven days, Ziusudra makes appropriate sacrifices and prostrations to An (sky-god) and Enlil (chief of the gods), and is given eternal life in Dilmun, the Sumerian Eden.


          The story of Utnapishtim (a translation of "Ziusudra" into Akkadian), an episode in the Babylonian Epic of Gilgamesh, is known from first millennium copies and is probably derived from the Atrahasis story. Ellil, (the equivalent of Enlil), chief of the gods, wishes to destroy mankind with a flood. Utnapishtim, king of Shurrupak, is warned by the god Ea (equivalent to Enki) to tear down his house of reeds and use the materials to build an ark and load it with gold, silver, and the seed of all living creatures and all his craftsmen. After a storm lasting seven days, and a further twelve days on the waters, the ship grounds on Mount Nizir; after seven more days Utnapishtim sends out a dove, which returns, then a swallow, which also returns, and finally a raven, which does not come back. Utnapishtim then makes offerings (by sevens) to the gods, and the gods smell the roasting meat and gather "like flies". Ellil is angry that any human has escaped, but Ea upbraids him, saying, "How couldst thou without thought send a deluge? On the sinner let his sin rest, on the wrongdoer rest his misdeed. Forbear, let it not be done, have mercy, [That men perish not]". Utnapishtim and his wife are then given the gift of immortality and sent to dwell "afar off at the mouth of the rivers".


          In the 3rd century BC Berossus, a high priest of the temple of Marduk in Babylon, wrote a history of Mesopotamia in Greek for Antiochus Soter (323261 BC). Berossus's Babyloniaka has not survived, but the 3rd/4th century Christian historian Eusebius retells from it the legend of Xisuthrus, the Greek version of Ziusudra, and essentially the same story. Eusebius concludes that the vessel was still to be seen "in the Corcyran Mountains of Armenia; and the people scrape off the bitumen, with which it had been outwardly coated, and make use of it by way of an alexipharmic and amulet".


          


          The Ark under scrutiny
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          The Renaissance saw a continued speculation that might have seemed familiar to Origen and Augustine: What of the Phoenix, which is unique, how could it come in as a pair? (A popular solution was that it contained male and female in itself.) And might the Sirens, which by their nature lure sailors to their doom, have been permitted on board? (According to Athanasius Kircher, writing in 1675, they were.) And the bird of paradise, which was thought to have no feetdid it therefore fly endlessly inside the Ark? Yet at the same time, a new class of scholarship arose, one which, while never questioning the literal truth of the Ark story, began to speculate on the practical workings of Noah's vessel from within a purely naturalistic framework. Thus in the 15th century, Alfonso Tostada gave a detailed account of the logistics of the Ark, down to arrangements for the disposal of dung and the circulation of fresh air, and the noted 16th-century geometrician Johannes Buteo calculated the ship's internal dimensions, allowing room for Noah's grinding mills and smokeless ovens, a model widely adopted by other commentators.


          By the 17th century, it was becoming necessary to reconcile the exploration of the New World and increased awareness of the global distribution of species with the older belief that all life had sprung from a single point of origin on the slopes of Mount Ararat. The obvious answer was that man had spread over the continents following the destruction of the Tower of Babel and taken animals with him, yet some of the results seemed peculiar: why had the natives of North America taken rattlesnakes, but not horses, wondered Sir Thomas Browne in 1646? "How America abounded with Beasts of prey and noxious Animals, yet contained not in that necessary Creature, a Horse, is very strange".


          Browne, who was among the first to question the notion of spontaneous generation, was a medical doctor and amateur scientist making this observation in passing. Biblical scholars of the time such as Justus Lipsius (15471606) and Athanasius Kircher (c.160180) were also beginning to subject the Ark story to rigorous scrutiny as they attempted to harmonise the Biblical account with natural historical knowledge. The resulting hypotheses were an important impetus to the study of the geographical distribution of plants and animals, and indirectly spurred the emergence of biogeography in the 18th century. Natural historians began to draw connections between climates and the animals and plants adapted to them. One influential theory held that the biblical Ararat was striped with varying climatic zones, and as climate changed, the associated animals moved as well, eventually spreading to repopulate the globe. There was also the problem of an ever-expanding number of known species: for Kircher and earlier natural historians, there was little problem finding room for all known animal species in the Ark, but by the time John Ray (16271705) was working, just several decades after Kircher, their number had increased dramatically. Incorporating the full range of animal diversity into the Ark story was becoming increasingly difficult, and by 1700 few natural historians could justify a literal interpretation of the Noah's Ark narrative.


          


          Secular biblical scholarship
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          Since the Middle Ages, religious scholars had puzzled over the many apparent confusions and inconsistencies which mark the Bible. The Ark story seemed particularly rich in such problems: why, for example, does it state twice over that mankind had grown corrupt but that Noah was to be saved ( Genesis 6:5-8; Genesis 6:11-13)? Was Noah commanded to take one pair of each clean animal into the Ark ( Genesis 6:19-20) or seven pairs ( Genesis 7:2-3)? Did the flood last forty days ( Genesis 7:17) or a hundred and fifty days ( Genesis 7:24)? How could the raven that was sent out from the Ark and "went to and fro until the waters had subsided from the face of the earth" survive the two to three weeks involved ( Genesis 8:7)? And why does the narrative appear to have two logical end-points ( Genesis 8:20-22 and Genesis 9:1-17)?


          The early commentators resolved these questions on a one-by-one basis, but with the emergence of biblical criticism in the 18th century, scholars began to seek a more systematic explanation. "Starting from the simple question of how to reconcile inconsistencies in the text, and refusing to accept forced explanations to harmonize them, scholars eventually arrived at the theory that the Torah was composed of selections woven together from several, at times inconsistent, sources dealing with the same and related subjects". The work of a century of these scholars was synthesised in 1886 by Julius Wellhausen in his Prolegomena zur Geschichte Israels ("Prolegomena to the History of Israel"). Wellhausen's basic thesis, known as the documentary hypothesis, is that the first five books of the Bible were composed from four originally independent source texts, no longer extant but reconstructed by the various theorists, and all composed within the last millennium before Christ, with the final unified version which we have today dating from the 5th century BC.


          The theory further assumes that two of these four sources, each originally an independent and complete story in its own right, were interwoven to make the Ark and Flood story in Genesis 6-9. According to Wellhausen's version of the hypothesis, the Yahwist was the earlier source, composed in the kingdom of Judah soon after the separation of Judah and Israel c. 920 BC. In the Yahwist story God sends his flood for forty days, Noah and his family and the animals are saved (seven pairs of each clean animal, a single pair for the unclean), Noah builds an altar and makes sacrifices, and God resolves never again to destroy the earth with a flood. The Yahwist source makes no mention of the covenant between God and Noah. Yahweh's decision to administer an exacting punishment for man's wickedness, and his later promises never again to repeat such punishment, are typical of the Jahwist, who treat God as a human-like figure who appears in person in the narrative, e.g., closing up the door of the Ark.


          The second source was the hypothetical Priestly text. Wellhausen believed this to have been composed in the mid-6th century BC, during the Babylonian exile; some modern scholars, notably Yehezkel Kaufmann and Richard Elliott Friedman, would place it earlier, in the late 8th century BC. In either case, the scholars believe it to have been composed by the Aaronid priesthood of the Jerusalem temple, with the specific purpose of countering certain points in the Yahwist version. Yahweh, for the priests, was distant and unapproachable: Yahweh does not appear in person in their version. In particular, the priests regarded sacrifice as their prerogative: while the Jahwist allows Noah to make a sacrifice to Yahweh (and therefore requires seven pairs of each clean animal), the Priestly source reduces this to a single pair, as no sacrifices can be made under priestly rules until Aaron, the first priest, appears in Exodus.


          The Priestly source also provides the vital theological core of the story, the covenant between God and Noah at Genesis 9:1-17, which introduces the peculiarly Jewish method of ritual slaughter and forms the quid pro quo for God's promise not to destroy the world again. It is the Priestly source which gives us the raven (the Jahwist has the dove) and the rainbow, and which introduces the windows of heaven and the fountains of the deep (the Jahwist simply says that it rained).


          In recent decades the documentary hypothesis has been challenged by scholars who allocate far later dates for Biblical texts than those advanced by the older generation of scholars, and warn against accepting any text at face value. Thus scholars point to the strong strand of Mesopotamian myth in Genesis (the creation stories, the story of the Tower of Babel, and many individual elements within these stories) as indicative that the Ark story was written was in Babylon, following the Babylonian conquest of Judah (587 BC). Faced with Babylonian stories about Babylonian gods creating and controlling the world (including a story about how the gods saved one man from a great flood), the exiled priests of Yahweh rewrote the myths of their conquerors to give primacy to Yahweh, effectively denying the power both of the Babylonians and of their divinities. Umberto Cassuto, E. Nielsen and F.I. Andersen have all defended the unity of the Flood story, while Gordon Wenham (1978) argues that the entire account is in the form of a single rhetorical figure known as a palistrophe, which could only have been composed as a unity.


          


          Biblical literalism and the Ark
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          According to a telephone poll conducted by ABCNEWS/Primetime in 2004, 60% of US residents believe the story of Noah's Ark is literally true. Biblical literalists tend to trust in traditions regarding the composition of the Bible and generally accept the traditional belief that the Ark narrative was written by Moses some time between the 16th century BC and late 13th century BC and describes a real event which took place in the 4th or 3rd millennium before Christ.


          Literalists explain apparent contradiction in the Ark narrative as the result of the stylistic conventions adopted by an ancient text: thus the confusion over whether Noah took seven pairs or only one pair of each clean animal into the Ark is explained as resulting from the author (Moses) first introducing the subject in general termsseven pairs of clean animalsand then later, with much repetition, specifying that these animals entered the Ark in twos. Literalists see nothing puzzling in the reference to a raven flying over the Flood for two weeksit could have rested on carrion floating on the watersnor do they see any sign of alternative endings.


          Apart from questions of date, authorship, and textual integrity, literalists devote much attention to technical matters such as the identity of "gopher wood" and details of the Ark's construction. The following sets out some of the more commonly discussed topics:


          
            	Gopher wood: Gen 6:14 states that Noah built the Ark of גפר (gofer, more commonly gopher) wood, a word not otherwise known in the Bible or in Hebrew. The Jewish Encyclopedia believes it was most likely a translation of the Babylonian "gushure iş erini" (cedar-beams), or the Assyrian "giparu" (reed). The Greek Septuagint (3rd1st centuries BC) translated it as ύ ώ ("xylon tetragonon"), "squared timber". Similarly, the Latin Vulgate (5th century AD) rendered it as "lignis levigatis", or "smoothed (possibly planed) wood". Older English translations, including the King James Version (17th century), simply leave it untranslated. Many modern translations tend to favour cypress (although the word for "cypress" in Biblical Hebrew is erez), on the basis of a mistaken etymology based on phonetic similarities, while others favour pine or cedar. Recent suggestions have included a lamination process, or a now-lost type of tree, or a mistaken transcription of the word kopher ( pitch), but there is no consensus.

          


          
            	Seaworthiness: The Ark is described as 300 cubits long, the cubit being a unit of measurement from elbow to outstretched fingertip. The ancient cubit was from 17.5 inches to 21.5 inches, giving a length in the range 437.5feet (133m) to 537.5feet (164m); literalist websites seem to agree that the Ark was approximately 450 feet (137 m)long. This is considerably longer than the schooner Wyoming, launched in 1909 and the longest documented wooden-hulled vessel ever built: it measured only 329.5feet (100m) and needed iron cross-bracing to counter warping and a steam pump to handle a serious leak problem. See comparisons "The construction and use histories of [late 19th-century wooden European] ships indicated that they were already pushing or had exceeded the practical limits for the size of wooden ships".

          


          
            	Capacity and logistics: According to Ark dimensions commonly accepted by literalists, the Ark would have had a gross volume of about 1.5 million cubic feet (40,000m), a displacement a little less than half that of the Titanic at about 22,000 tons, and total floor space of around 100,000 square feet (9,300m). The question of whether it could have carried two (or more) specimens of the various species (including those now extinct), plus food and fresh water, is a matter of much debate, even bitter dispute, between literalists and their opponents. While some literalists hold that the Ark could have held all known species, a more common position today is that the Ark contained " kinds" rather than speciesfor instance, a male and female of the cat "kind" rather than representatives of tigers, lions, cougars, etc. The many associated questions include whether eight humans could have cared for the animals while also sailing the Ark, how the special dietary needs of some of the more exotic animals could have been catered for, how the creatures could have been prevented from preying on each other, questions of lighting, ventilation, and temperature control, hibernation, the survival and germination of seeds, the position of freshwater and saltwater fish, the question of what the animals would have eaten immediately after leaving the Ark, how they traveled (or were gathered) from all over the world to board the Ark and how they could have returned to their far-flung habitats across the Earth's bare, flood-devastated terrain, and how two or a few members of a species could have provided enough genetic variety to avoid inbreeding and reconstitute a healthy population. The numerous literalist websites, while agreeing that none of these problems is insurmountable, give varying answers on how to resolve them.

          


          


          The search for Noah's Ark
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          Believers in the historicity of the Genesis account feel that finding the Ark would validate their views on a whole range of matters, from geology to evolution. "If the flood of Noah indeed wiped out the entire human race and its civilization, as the Bible teaches, then the Ark constitutes the one remaining major link to the pre-flood World. No significant artifact could ever be of greater antiquity or importance.... [with] tremendous potential impact on the creation-evolution (including theistic evolution) controversy".


          Searches have concentrated on Mount Ararat in Turkey itself, although Genesis actually refers only to the mountains of Ararat.The Durupinar site, near but not on Ararat, and much more accessible, attracted attention in the 1980s and 1990s; In early 2004 a Honolulu businessman traveled to Washington DC to announce with great fanfare a planned expedition to investigate a site he called the Ararat anomaly but National Geographic later concluded it may have been an ineffective stunt to persuade the Turkish government into granting him a permit that few expeditions have actually obtained.; and in 2006 there was brief flurry of interest when an expedition reported a potential site in Iran.


          In 2007, a joint Turkish-Hong Kong expedition team found what is thought to be fossilized wood in a cave on Mount Ararat in Turkey. A sample of the "wood" was analyzed by the Department of Earth Sciences of the University of Hong Kong but the results were inconclusive. The origin of the out-crop remains unknown, but the group suggests that it is part of Noah's Ark. Photos of geologic thin-sections of the "wood" have been examined by several creationary geologists who concur that this is likely volcanic tuff. Typically, some suggest that the finding is a ploy to increase tourism in the area.


          


          The Ark in later traditions


          


          In Rabbinic tradition
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          The story of Noah and the Ark was subject to much discussion in later Jewish rabbinic literature. Noah's failure to warn others of the coming flood was widely seen as casting doubt on his righteousnesswas he perhaps only righteous by the lights of his own evil generation? According to one tradition, he had in fact passed on God's warning, planting cedars one hundred and twenty years before the Deluge so that the sinful could see and be urged to amend their ways. In order to protect Noah and his family, God placed lions and other ferocious animals to guard them from the wicked who mocked them and offered them violence. According to one midrash, it was God, or the angels, who gathered the animals to the Ark, together with their food. As there had been no need to distinguish between clean and unclean animals before this time, the clean animals made themselves known by kneeling before Noah as they entered the Ark. A differing opinion said that the Ark itself distinguished clean from unclean, admitting seven of the first and two of the second.


          Noah was engaged both day and night in feeding and caring for the animals, and did not sleep for the entire year aboard the Ark. The animals were the best of their species, and so behaved with utmost goodness. They abstained from procreation, so that the number of creatures that disembarked was exactly equal to the number that embarked. The raven created problems, refusing to go out of the Ark when Noah sent it forth and accusing the Patriarch of wishing to destroy its race, but as the commentators pointed out, God wished to save the raven, for its descendants were destined to feed the prophet Elijah.


          Refuse was stored on the lowest of the Ark's three decks, humans and clean beasts on the second, and the unclean animals and birds on the top. A differing opinion placed the refuse in the utmost story, from where it was shovelled into the sea through a trapdoor. Precious stones, bright as midday, provided light, and God ensured that food was kept fresh. The giant Og, king of Bashan, was among those saved, but owing to his size had to remain outside, Noah passing him food through a hole cut into the wall of the Ark.


          


          In Christian tradition
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          Early Christian writers discovered elaborate allegorical meanings for Noah and the Ark. In the First Epistle of Peter those saved by the Ark from the waters of the Flood are said to prefigure the salvation of Christians through baptism, and the Anglican rite of baptism still asks God, "who of thy great mercy didst save Noah", to receive into the Church the infant about to be baptised. Early Christian artists frequently depicted Noah standing in a small box on the waves, symbolising God saving the Church as it persevered through turmoil, and St. Augustine of Hippo (354430), in City of God, demonstrated that the dimensions of the Ark corresponded to the dimensions of the human body, which is the body of Christ, which is the Church. St. Jerome (c. 347420) called the raven, which was sent forth and did not return, the "foul bird of wickedness" expelled by baptism; more enduringly, the dove and olive branch came to symbolize the Holy Spirit and the hope of salvation and, eventually, peace.


          St. Hippolytus of Rome, (d. 235), seeking to demonstrate that "the ark was a symbol of the Christ who was expected", stated that the vessel had its door on the east side, that the bones of Adam were brought aboard together with gold, frankincense and myrrh, and that the Ark floated to and fro in the four directions on the waters, making the sign of the cross, before eventually landing on Mount Kardu "in the east, in the land of the sons of Raban, and the Orientals call it Mount Godash; the Arabians and Persians call it Ararat".


          On a more practical plane, Hippolytus explained that the ark was built in three stories, the lowest for wild beasts, the middle for birds and domestic animals, and the top level for humans, and that the male animals were separated from the females by sharp stakes to help maintain the prohibition against cohabitation aboard the vessel. Similarly dwelling on practical matters, Origen (c. 182251), responding to a critic who doubted that the Ark could contain all the animals in the world, countered with a learned argument about cubits, holding that Moses, the traditional author of the book of Genesis, had been brought up in Egypt and would therefore have used the larger Egyptian cubit. He also fixed the shape of the Ark as a truncated pyramid, rectangular rather than square at its base, and tapering to a square peak one cubit on a side; it was not until the 12th century that it came to be thought of as a rectangular box with a sloping roof.


          


          In Islamic tradition
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          Noah ( Nuh) is one of the five principal prophets of Islam, generally mentioned in connection with the fate of those who refuse to listen to the Word. References are scattered through the Qur'an, with the fullest account at surah 11:2751, entitled "Hud".


          In contrast to the Jewish tradition, which uses a term which can be translated as a "box" or "chest" to describe the Ark, surah 29:14 refers to it as a safina, an ordinary ship, and surah 54:13 as "a thing of boards and nails". Surah 11:44 says it settled on Mount Judi, identified by tradition with a hill near the town of Jazirat ibn Umar on the east bank of the Tigris in the province of Mosul in northern Iraq.


          `Abd Allah ibn `Abbas, a contemporary of Muhammad, wrote that Noah was in doubt as to what shape to make the Ark, and that Allah revealed to him that it was to be modeled after a bird's belly and fashioned of teak wood. Noah then planted a tree, which in 20 years had grown enough to provide him all the wood he needed.


          Abu al-Hasan Ali ibn al-Husayn Masudi (d. 956) says that the spot where it came to rest could be seen in his time. Masudi also says that the Ark began its voyage at Kufa in central Iraq and sailed to Mekka, where it circled the Kaaba, before finally travelling to Judi. Sura 11:41 says: "And he said, 'Ride ye in it; in the Name of God it moves and stays!'" Abdallah ibn 'Umar al- Baidawi, writing in the 13th century, takes this to mean that Noah said, "In the Name of God!" when he wished the Ark to move, and the same when he wished it to stand still.


          The flood was sent by Allah in answer to Noah's prayer that this evil generation should be destroyed; yet as Noah was righteous he continued to preach, and seventy idolaters were converted and entered the Ark with him, bringing the total aboard to 78 humans (these seventy plus the eight members of Noah's own family). The seventy had no offspring, and all of post-flood humanity is descended from Noah's three sons. A fourth son (or a grandson, according to some) named Canaan was among the idolaters, and was drowned.


          Baidawi gives the length of the Ark as 300 cubits (157 m, 515 ft) by 50 (26.2 m, 86 ft) in width, 30 (15.7 m, 52 ft) in height, and explains that in the first of the three levels wild and domesticated animals were lodged, in the second the human beings, and in the third the birds. On every plank was the name of a prophet. Three missing planks, symbolising three prophets, were brought from Egypt by Og, son of Anak, the only one of the giants permitted to survive the Flood. The body of Adam was carried in the middle to divide the men from the women.


          Noah spent five or six months aboard the Ark, at the end of which he sent out a raven. But the raven stopped to feast on carrion, and so Noah cursed it and sent out the dove, which has been known ever since as the friend of mankind. Masudi writes that God commanded the earth to absorb the water, and certain portions which were slow in obeying received salt water in punishment and so became dry and arid. The water which was not absorbed formed the seas, so that the waters of the flood still exist.


          Noah left the Ark on the tenth day of Muharram, and he and his family and companions built a town at the foot of Mount Judi named Thamanin ("eighty"), from their number. Noah then locked the Ark and entrusted the keys to Shem. Yaqut al-Hamawi (11791229) mentions a mosque built by Noah which could be seen in his day, and Ibn Batutta passed the mountain on his travels in the 14th century. Modern Muslims, although not generally active in searching for the Ark, believe that it still exists on the high slopes of the mountain.


          


          In other traditions


          The Mandaeans of the southern Iraqi marshes regard Noah as a prophet, while rejecting Abraham (and Jesus) as false prophets. In the version given in their scriptures, the ark was built of sandalwood from Jebel Harun and was cubic in shape, with a length, width and height of 30 gama (the length of an arm); its final resting place is said to be Egypt.


          The Yazidi of the Sinjar mountains north of Mosul practise a unique blend of indigenous and Islamic beliefs. According to their Mishefa Reş, the Deluge occurred not once, but twice. The original Deluge is said to have been survived by a certain Na'umi, father of Ham, whose ark landed at a place called Ain Sifni, in the region of Mosul. Some time after this came the second flood, upon the Yezidis only, which was survived by Noah, whose ship was pierced by a rock as it floated above Mount Sinjar, then went on to land on Mount Judi as described in Islamic tradition.


          According to Irish mythology, Noah had a son named Bith who was not allowed aboard the Ark, and who instead attempted to colonise Ireland with 54 persons, all of whom were then wiped out in the Deluge.


          The Bah' Faith states that the references to the Ark and the Flood in both the Bible and the Quran are symbolic. In Bah' belief, only Noah's followers were spiritually alive, preserved in the ark of his teachings, as others were spiritually dead. The Bah' scripture Kitb-i-qn endorses the Islamic belief that Noah had a large number of companions, either 40 or 72, besides his family on the Ark, and that he taught for 950 years before the flood, though the years are not solar years and are symbolic.
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          Avram Noam Chomsky (born December 7, 1928) is an American linguist, philosopher, political activist, author and lecturer. He is an Institute Professor emeritus and professor emeritus of linguistics at the Massachusetts Institute of Technology. Chomsky is well-known in the academic and scientific community as the father of modern linguistics. Since the 1960s, he has become known more widely as a political dissident, an anarchist, and a libertarian socialist intellectual.


          In the 1950s, Chomsky started to develop the theory of generative grammar, which has had a profound influence on linguistics. He established the Chomsky hierarchy, a classification of formal languages in terms of their generative power. His 1959 review of B. F. Skinner's Verbal Behaviour challenged the behaviorist approaches to studies of behaviour and language dominant at the time and contributed to the cognitive revolution in psychology. His naturalistic approach to the study of language has affected the philosophy of language and mind.


          Beginning with his opposition to the Vietnam War Chomsky established himself as a prominent critic of US foreign and domestic policy. He is a self-declared adherent of libertarian socialism which he regards as "the proper and natural extension of classical liberalism into the era of advanced industrial society."


          According to the Arts and Humanities Citation Index in 1992, Chomsky was cited as a source more often than any other living scholar during the 198092 period, and was the eighth most-cited scholar.


          


          Biography


          Chomsky was born to Jewish parents in the East Oak Lane neighbourhood of Philadelphia, Pennsylvania, the son of Hebrew scholar and IWW member William Chomsky (18961977), who was from a town in Ukraine. His mother, Elsie Chomsky (born Simonofsky), came from what is now Belarus, but unlike her husband she grew up in the United States and spoke "ordinary New York English". Their first language was Yiddish, but Chomsky says it was "taboo" in his family to speak it. He describes his family as living in a sort of "Jewish ghetto", split into a "Yiddish side" and "Hebrew side", with his family aligning with the latter and bringing him up "immersed in Hebrew culture and literature". Chomsky also describes tensions he personally experienced with Irish Catholics and anti-semitism in the mid-1930s. In a discussion of the irony of his staying in the 1980s in a Jesuit House in Central America, Chomsky explained that during his childhood,"We were the only Jewish family around. I grew up with a visceral fear of Catholics. They're the people who beat you up on your way to school. So I knew when they came out of that building down the street, which was the Jesuit school, they were raving anti-Semites. So childhood memories took a long time to overcome."


          Chomsky remembers the first article he wrote was at age 10 while a student at Oak Lane Country Day School about the threat of the spread of fascism, following the fall of Barcelona in the Spanish Civil War. From the age of 12 or 13, he identified more fully with anarchist politics.


          A graduate of Central High School of Philadelphia, in 1945 Chomsky began studying philosophy and linguistics at the University of Pennsylvania, learning from philosophers C. West Churchman and Nelson Goodman and linguist Zellig Harris. Harris's teaching included his discovery of transformations as a mathematical analysis of language structure (mappings from one subset to another in the set of sentences). Chomsky subsequently reinterpreted these as operations on the productions of a context-free grammar (derived from Post production systems). Harris's political views were instrumental in shaping those of Chomsky. Chomsky received a BA in 1949 and an MA in 1951 from the University of Pennsylvania.


          In 1949, he married linguist Carol Schatz. They have two daughters, Aviva (b. 1957) and Diane (b. 1960), and a son, Harry (b. 1967).


          Chomsky received his PhD in linguistics from the University of Pennsylvania in 1955. He conducted part of his doctoral research during four years at Harvard University as a Harvard Junior Fellow. In his doctoral thesis, he began to develop some of his linguistic ideas, elaborating on them in his 1957 book Syntactic Structures, his best-known work in linguistics.


          Chomsky joined the staff of the Massachusetts Institute of Technology (MIT) in 1955 and in 1961 was appointed full professor in the Department of Modern Languages and Linguistics (now the Department of Linguistics and Philosophy). From 1966 to 1976 he held the Ferrari P. Ward Professorship of Modern Languages and Linguistics, and in 1976 he was appointed Institute Professor. As of 2008, Chomsky has taught at MIT continuously for 53 years.


          In February 1967, Chomsky became one of the leading opponents of the Vietnam War with the publication of his essay, " The Responsibility of Intellectuals", in The New York Review of Books. This was followed by his 1969 book, American Power and the New Mandarins, a collection of essays which established him at the forefront of American dissent. His far-reaching criticisms of US foreign policy and the legitimacy of US power have made him a controversial figure: largely shunned by the mainstream media in the United States, he is frequently sought out for his views by publications and news outlets worldwide.


          Chomsky has received death threats because of his criticisms of US foreign policy. He was also on a list of planned targets created by Theodore Kaczynski, better known as the Unabomber; during the period that Kaczynski was at large, Chomsky had all of his mail checked for explosives. He states that he often receives undercover police protection, in particular while on the MIT campus, although he does not agree with the police protection.


          Chomsky resides in Lexington, Massachusetts and travels often, giving lectures on politics.


          


          Contributions to linguistics


          


          Chomskyan linguistics, beginning with his Syntactic Structures, a distillation of his Logical Structure of Linguistic Theory (1955, 75), challenges structural linguistics and introduces transformational grammar. This theory takes utterances (sequences of words) to have a syntax which can be characterized by a formal grammar; in particular, a context-free grammar extended with transformational rules.


          Children are hypothesized to have an innate knowledge of the basic grammatical structure common to all human languages (i.e., they assume that any language which they encounter is of a certain restricted kind). This innate knowledge is often referred to as universal grammar. It is argued that modeling knowledge of language using a formal grammar accounts for the "productivity" of language: with a limited set of grammar rules and a finite set of terms, humans are able to produce an infinite number of sentences, including sentences no one has previously said. He has always acknowledged his debt to Pāṇini for his modern notion of an explicit generative grammar. This is related to Rationalist ideas of a priori knowledge, in that it is not due to experience.


          The Principles and Parameters approach (P&P)developed in his Pisa 1979 Lectures, later published as Lectures on Government and Binding (LGB)make strong claims regarding universal grammar: that the grammatical principles underlying languages are innate and fixed, and the differences among the world's languages can be characterized in terms of parameter settings in the brain (such as the pro-drop parameter, which indicates whether an explicit subject is always required, as in English, or can be optionally dropped, as in Spanish), which are often likened to switches. (Hence the term principles and parameters, often given to this approach.) In this view, a child learning a language need only acquire the necessary lexical items (words, grammatical morphemes, and idioms), and determine the appropriate parameter settings, which can be done based on a few key examples.


          Proponents of this view argue that the pace at which children learn languages is inexplicably rapid, unless children have an innate ability to learn languages. The similar steps followed by children all across the world when learning languages, and the fact that children make certain characteristic errors as they learn their first language, whereas other seemingly logical kinds of errors never occur (and, according to Chomsky, should be attested if a purely general, rather than language-specific, learning mechanism were being employed), are also pointed to as motivation for innateness.


          More recently, in his Minimalist Program (1995), while retaining the core concept of "principles and parameters", Chomsky attempts a major overhaul of the linguistic machinery involved in the LGB model, stripping from it all but the barest necessary elements, while advocating a general approach to the architecture of the human language faculty that emphasizes principles of economy and optimal design, reverting to a derivational approach to generation, in contrast with the largely representational approach of classic P&P.


          Chomsky's ideas have had a strong influence on researchers investigating the acquisition of language in children, though some researchers who work in this area today do not support Chomsky's theories, instead advocating emergentist or connectionist theories reducing language to an instance of general processing mechanisms in the brain.


          He also theorizes that unlimited extension of a language such as English is possible only by the recursive device of embedding sentences in sentences.


          His best-known work in phonology is The Sound Pattern of English (1968), written with Morris Halle (and often known as simply SPE). This work has had a great significance for the development in the field. While phonological theory has since moved beyond "SPE phonology" in many important respects, the SPE system is considered the precursor of some of the most influential phonological theories today, including autosegmental phonology, lexical phonology and optimality theory. Chomsky does not publish on phonology anymore.


          


          Generative grammar


          The Chomskyan approach towards syntax, often termed generative grammar, studies grammar as a body of knowledge possessed by language users. Since the 1960s, Chomsky has maintained that much of this knowledge is innate, implying that children need only learn certain parochial features of their native languages. The innate body of linguistic knowledge is often termed Universal Grammar. From Chomsky's perspective, the strongest evidence for the existence of Universal Grammar is simply the fact that children successfully acquire their native languages in so little time. Furthermore, he argues that there is an enormous gap between the linguistic stimuli to which children are exposed and the rich linguistic knowledge which they attain (the " poverty of the stimulus" argument). The knowledge of Universal Grammar would serve to bridge that gap.


          Chomsky's theories are popular, particularly in the United States, but they have never been free from controversy. Criticism has come from a number of different directions. Chomskyan linguists rely heavily on the intuitions of native speakers regarding which sentences of their languages are well-formed. This practice has been criticized both on general methodological grounds, and because it has (some argue) led to an overemphasis on the study of English. As of now, hundreds of different languages have received at least some attention in the generative grammar literature, but some critics nonetheless perceive this overemphasis, and a tendency to base claims about Universal Grammar on an overly small sample of languages. Some psychologists and psycholinguists, though sympathetic to Chomsky's overall program, have argued that Chomskyan linguists pay insufficient attention to experimental data from language processing, with the consequence that their theories are not psychologically plausible. More radical critics have questioned whether it is necessary to posit Universal Grammar in order to explain child language acquisition, arguing that domain-general learning mechanisms are sufficient.


          Today there are many different branches of generative grammar; one can view grammatical frameworks such as head-driven phrase structure grammar, lexical functional grammar and combinatory categorial grammar as broadly Chomskian and generative in orientation, but with significant differences in execution.


          Cultural anthropologist and linguist Daniel Everett of Illinois State University has proposed that the language of the Pirah people of the northwestern rainforest of Brazil resists Chomsky's theories of generative grammar. Everett asserts that the Pirah language does not have any evidence of recursion, one of the key properties of generative grammar. Additionally, it is claimed that the Pirahan have no fixed words for colors or numbers, speak in single phonemes, and often speak in prosody. However, Everett's claims have themselves been criticized. David Pesetsky of MIT, Andrew Nevins of Harvard, and Cilene Rodrigues of the Universidade Estadual de Campinas in Brazil have argued in a joint paper that all of Everett's major claims contain serious deficiencies. The dispute continues, pending further field research and analysis.


          


          Chomsky hierarchy


          Chomsky is famous for investigating various kinds of formal languages and whether or not they might be capable of capturing key properties of human language. His Chomsky hierarchy partitions formal grammars into classes, or groups, with increasing expressive power, i.e., each successive class can generate a broader set of formal languages than the one before. Interestingly, Chomsky argues that modeling some aspects of human language requires a more complex formal grammar (as measured by the Chomsky hierarchy) than modeling others. For example, while a regular language is powerful enough to model English morphology, it is not powerful enough to model English syntax. In addition to being relevant in linguistics, the Chomsky hierarchy has also become important in computer science (especially in compiler construction and automata theory).


          
            
              Automata theory: formal languages and formal grammars
            

            
              	Chomsky

              hierarchy

              	Grammars

              	Languages

              	Minimal

              automaton
            


            
              	Type-0

              	Unrestricted

              	Recursively enumerable

              	Turing machine
            


            
              	n/a

              	(no common name)

              	Recursive

              	Decider
            


            
              	Type-1

              	Context-sensitive

              	Context-sensitive

              	Linear-bounded
            


            
              	n/a

              	Indexed

              	Indexed

              	Nested stack
            


            
              	n/a

              	Tree-adjoining etc.

              	( Mildly context-sensitive)

              	Embedded pushdown
            


            
              	Type-2

              	Context-free

              	Context-free

              	Nondeterministic pushdown
            


            
              	n/a

              	Deterministic context-free

              	Deterministic context-free

              	Deterministic pushdown
            


            
              	Type-3

              	Regular

              	Regular

              	Finite
            


            
              	n/a

              	n/a

              	Star-free

              	Aperiodic finite
            


            
              	Each category of languages or grammars is a proper subset of the category directly above it,

              and any automaton in each category has an equivalent automaton in the category directly above it.
            

          


          


          Contributions to psychology


          Chomsky's work in linguistics has had major implications for modern psychology. For Chomsky, linguistics is a branch of cognitive psychology; genuine insights in linguistics imply concomitant understandings of aspects of mental processing and human nature. His theory of a universal grammar was seen by many as a direct challenge to the established behaviorist theories of the time and had major consequences for understanding how language is learned by children and what, exactly, the ability to use language is. Many of the more basic principles of this theory (though not necessarily the stronger claims made by the principles and parameters approach described above) are now generally accepted in some circles.


          In 1959, Chomsky published an influential critique of B.F. Skinner's Verbal Behaviour, a book in which Skinner offered a speculative explanation of language in behavioral terms. "Verbal behavior" he defined as learned behavior which has its characteristic consequences being delivered through the learned behaviour of others; this makes for a view of communicative behaviors much larger than that usually addressed by linguists. Skinner's approach focused on the circumstances in which language was used; for example, asking for water was functionally a different response than labeling something as water, responding to someone asking for water, etc. These functionally different kinds of responses, which required in turn separate explanations, sharply contrasted both with traditional notions of language and Chomsky's psycholinguistic approach. Chomsky thought that a functionalist explanation restricting itself to questions of communicative performance ignored important questions. (Chomsky-Language and Mind, 1968). He focused on questions concerning the operation and development of innate structures for syntax capable of creatively organizing, cohering, adapting and combining words and phrases into intelligible utterances.


          In the review Chomsky emphasized that the scientific application of behavioral principles from animal research is severely lacking in explanatory adequacy and is furthermore particularly superficial as an account of human verbal behavior because a theory restricting itself to external conditions, to "what is learned", cannot adequately account for generative grammar. Chomsky raised the examples of rapid language acquisition of children, including their quickly developing ability to form grammatical sentences, and the universally creative language use of competent native speakers to highlight the ways in which Skinner's view exemplified under-determination of theory by evidence. He argued that to understand human verbal behaviour such as the creative aspects of language use and language development, one must first postulate a genetic linguistic endowment. The assumption that important aspects of language are the product of universal innate ability runs counter to Skinner's radical behaviorism.


          Chomsky's 1959 review has drawn fire from a number of critics, the most famous criticism being that of Kenneth MacCorquodale's 1970 paper On Chomskys Review of Skinners Verbal Behaviour (Journal of the Experimental Analysis of Behaviour, volume 13, pages 8399). This and similar critiques have raised certain points not generally acknowledged outside of behavioral psychology, such as the claim that Chomsky did not possess an adequate understanding of either behavioral psychology in general, or the differences between Skinner's behaviorism and other varieties; consequently, it is argued that he made several serious errors. On account of these perceived problems, the critics maintain that the review failed to demonstrate what it has often been cited as doing. As such, it is averred that those most influenced by Chomsky's paper probably either already substantially agreed with Chomsky or never actually read it. Chomsky has maintained that the review was directed at the way Skinner's variant of behavioural psychology "was being used in Quinean empiricism and naturalization of philosophy".


          It has been claimed that Chomsky's critique of Skinner's methodology and basic assumptions paved the way for the " cognitive revolution", the shift in American psychology between the 1950s through the 1970s from being primarily behavioural to being primarily cognitive. In his 1966 Cartesian Linguistics and subsequent works, Chomsky laid out an explanation of human language faculties that has become the model for investigation in some areas of psychology. Much of the present conception of how the mind works draws directly from ideas that found their first persuasive author of modern times in Chomsky.


          There are three key ideas. First is that the mind is "cognitive", or that the mind actually contains mental states, beliefs, doubts, and so on. Second, he argued that most of the important properties of language and mind are innate. The acquisition and development of a language is a result of the unfolding of innate propensities triggered by the experiential input of the external environment. The link between human innate aptitude to language and heredity has been at the core of the debate opposing Noam Chomsky to Jean Piaget at the Abbaye de Royaumont in 1975 (Language and Learning. The Debate between Jean Piaget and Noam Chomsky, Harvard University Press, 1980). Although links between the genetic setup of humans and aptitude to language have been suggested at that time and in later discussions, we are still far from understanding the genetic bases of human language. Work derived from the model of selective stabilization of synapses set up by Jean-Pierre Changeux, Philippe Courrge and Antoine Danchin, and more recently developed experimentally and theoretically by Jacques Mehler and Stanislas Dehaene in particular in the domain of numerical cognition lend support to the Chomskyan "nativism". It does not, however, provide clues about the type of rules that would organize neuronal connections to permit language competence. Subsequent psychologists have extended this general "nativist" thesis beyond language. Lastly, Chomsky made the concept of " modularity" a critical feature of the mind's cognitive architecture. The mind is composed of an array of interacting, specialized subsystems with limited flows of inter-communication. This model contrasts sharply with the old idea that any piece of information in the mind could be accessed by any other cognitive process (optical illusions, for example, cannot be "turned off" even when they are known to be illusions).


          


          Opinion on cultural criticism of science


          Chomsky strongly disagrees with post-structuralist and postmodern criticisms of science:


          
            I have spent a lot of my life working on questions such as these, using the only methods I know of; those condemned here as "science", "rationality", "logic" and so on. I therefore read the papers with some hope that they would help me "transcend" these limitations, or perhaps suggest an entirely different course. I'm afraid I was disappointed. Admittedly, that may be my own limitation. Quite regularly, "my eyes glaze over" when I read polysyllabic discourse on the themes of poststructuralism and postmodernism; what I understand is largely truism or error, but that is only a fraction of the total word count. True, there are lots of other things I don't understand: the articles in the current issues of math and physics journals, for example. But there is a difference. In the latter case, I know how to get to understand them, and have done so, in cases of particular interest to me; and I also know that people in these fields can explain the contents to me at my level, so that I can gain what (partial) understanding I may want. In contrast, no one seems to be able to explain to me why the latest post-this-and-that is (for the most part) other than truism, error, or gibberish, and I do not know how to proceed.

          


          Chomsky believes that science is a good way to start understanding history and human affairs:


          
            I think studying science is a good way to get into fields like history. The reason is, you learn what an argument means, you learn what evidence is, you learn what makes sense to postulate and when, what's going to be convincing. You internalize the modes of rational inquiry, which happen to be much more advanced in the sciences than anywhere else. On the other hand, applying relativity theory to history isn't going to get you anywhere. So it's a mode of thinking.

          


          Chomsky has also commented on critiques of "white male science", stating that they are much like the antisemitic and politically motivated attacks against "Jewish physics" used by the Nazis to denigrate research done by Jewish scientists during the Deutsche Physik movement:


          
            In fact, the entire idea of " white male science" reminds me, I'm afraid, of "Jewish physics". Perhaps it is another inadequacy of mine, but when I read a scientific paper, I can't tell whether the author is white or is male. The same is true of discussion of work in class, the office, or somewhere else. I rather doubt that the non-white, non-male students, friends, and colleagues with whom I work would be much impressed with the doctrine that their thinking and understanding differ from "white male science" because of their "culture or gender and race." I suspect that "surprise" would not be quite the proper word for their reaction.

          


          


          Political views


          
            [image: Chomsky at the World Social Forum (Porto Alegre) in 2003.]

            
              Chomsky at the World Social Forum ( Porto Alegre) in 2003.
            

          


          Chomsky has stated that his "personal visions are fairly traditional anarchist ones, with origins in The Enlightenment and classical liberalism" and he has praised libertarian socialism. He is a sympathizer of anarcho-syndicalism and a member of the IWW union. He has published a book on anarchism titled, "Chomsky on Anarchism", which was published by the anarchist book collective, AK Press, in 2006.


          Noam Chomsky has been engaged in political activism all of his adult life and expressed opinions on politics and world events which are widely cited, publicized and discussed. Chomsky has in turn argued that his views are those which the powerful do not want to hear, and for this reason he is considered an American political dissident. Some highlights of his political views:


          
            	Power, unless justified, is inherently illegitimate. The burden of proof is on those in authority to demonstrate why their elevated position is justified. If this burden can't be met, the authority in question should be dismantled. Authority for its own sake is inherently unjustified. An example of a legitimate authority is that exerted by an adult to prevent a young child from wandering into traffic.


            	That there isn't much difference between slavery, and renting one's self to an owner, or " wage slavery." He feels that it is an attack on personal integrity that destroys and undermines our freedoms. He holds that those that work in the mills should run them, a view held (as he notes) by the Lowell Mill Girls.


            	Very strong criticisms of the foreign policy of the United States. Specifically, he claims double standards (which he labels "single standard") in a foreign policy preaching democracy and freedom for all, while promoting, supporting and allying itself with non-democratic and repressive organizations and states such as Chile under Augusto Pinochet, and argues that this results in massive human rights violations. He often argues that America's intervention in foreign nations, including the secret aid given to the Contras in Nicaragua, an event of which he has been very critical, fits any standard description of terrorism.


            	He has argued that the mass media in the United States largely serve as a propaganda arm and " bought priesthood" of the U.S. government and U.S. corporations, with the three parties all largely intertwined through common interests. In a famous reference to Walter Lippmann, Chomsky along with his coauthor, Edward S. Herman has written that the American media manufactures consent among the public.


            	He has opposed the U.S. global " war on drugs", claiming its language to be misleading, and referring to it as "the war on certain drugs." He favors education and prevention rather than military or police action as a means of reducing drug use. In an interview in 1999, Chomsky argued that, whereas crops such as tobacco receive no mention in governmental exposition, other non-profitable crops, such as marijuana, are specifically targeted due to the effect achieved by persecuting the poor:

          


          
            	"US domestic drug policy does not carry out its stated goals, and policymakers are well aware of that. If it isn't about reducing substance abuse, what is it about? It is reasonably clear, both from current actions and the historical record, that substances tend to be criminalized when they are associated with the so-called dangerous classes, that the criminalization of certain substances is a technique of social control."

          


          
            	Critical of the American capitalist system and big business, he describes himself as a libertarian socialist who sympathizes with anarcho-syndicalism and is also critical of Leninist branches of socialism. He also believes that libertarian socialist values exemplify the rational and morally consistent extension of original unreconstructed classical liberal and radical humanist ideas to an industrial context. Specifically he believes that society should be highly organized and based on democratic control of communities and work places. He believes that the radical humanist ideas of his two major influences, Bertrand Russell and John Dewey, were "rooted in the Enlightenment and classical liberalism, and retain their revolutionary character."


            	Chomsky has stated that he believes the United States remains the "greatest country in the world", a comment that he later clarified by saying, "Evaluating countries is senseless and I would never put things in those terms, but that some of America's advances, particularly in the area of free speech, that have been achieved by centuries of popular struggle, are to be admired." He has also said "In many respects, the United States is the freest country in the world. I don't just mean in terms of limits on state coercion, though that's true too, but also in terms of individual relations. The United States comes closer to classlessness in terms of interpersonal relations than virtually any society."


            	According to Chomsky: "I'm a boring speaker and I like it that way. I doubt that people are attracted to whatever the persona is. People are interested in the issues, and they're interested in the issues because they are important." "We don't want to be swayed by superficial eloquence, by emotion and so on."


            	He holds views that can be summarized as anti-war but not strictly pacifist. He prominently opposed the Vietnam War and most other wars in his lifetime. However, he maintains that U.S. involvement in World War II was probably justified, with the caveat that a preferable outcome would have been to end or prevent the war through earlier diplomacy. In particular, he believes that the dropping of nuclear bombs on Hiroshima and Nagasaki were "among the most unspeakable crimes in history".


            	He has a broad view of free-speech rights, especially in the mass media; he opposes censorship and refuses to take legal action against those who may have libeled him.


            	He has made major criticisms of Israel including a recent statement saying that Israel is heading for destruction because of their warmongering policies.

          


          Chomsky has frequently stated that there is no connection between his work in linguistics and his political views, and is generally critical of the idea that competent discussion of political topics requires expert knowledge in academic fields. In a 1969 interview, he said regarding the connection between his politics and his work in linguistics:


          
            	I still feel myself that there is a kind of tenuous connection. I would not want to overstate it but I think it means something to me at least. I think that anyone's political ideas or their ideas of social organization must be rooted ultimately in some concept of human nature and human needs. (New Left Review, 57, Sept.  Oct. 1969, p. 21)

          


          


          Influence in other fields


          Chomskyan models have been used as a theoretical basis in several other fields. The Chomsky hierarchy is often taught in fundamental computer science courses as it confers insight into the various types of formal languages. This hierarchy can also be discussed in mathematical terms and has generated interest among mathematicians, particularly combinatorialists. Some arguments in evolutionary psychology are derived from his research results.


          The 1984 Nobel Prize laureate in Medicine and Physiology, Niels K. Jerne, used Chomsky's generative model to explain the human immune system, equating "components of a generative grammar  with various features of protein structures". The title of Jerne's Stockholm Nobel lecture was "The Generative Grammar of the Immune System".


          Nim Chimpsky, a chimpanzee who was the subject of a study in animal language acquisition at Columbia University, was named after Chomsky in reference to his view of language acquisition as a uniquely human ability.


          Famous computer scientist Donald Knuth admits to reading Syntactic Structures during his honeymoon and being greatly influenced by it. "I must admit to taking a copy of Noam Chomsky's Syntactic Structures along with me on my honeymoon in 1961  Here was a marvelous thing: a mathematical theory of language in which I could use a computer programmer's intuition!".


          Another focus of Chomsky's political work has been an analysis of mainstream mass media (especially in the United States), its structures and constraints, and its perceived role in supporting big business and government interests.


          Edward S. Herman and Chomsky's book Manufacturing Consent: The Political Economy of the Mass Media (1988) explores this topic in depth, presenting their "propaganda model" of the news media with numerous detailed case studies demonstrating it. According to this propaganda model, more democratic societies like the U.S. use subtle, non-violent means of control, unlike totalitarian systems, where physical force can readily be used to coerce the general population. In an often-quoted remark, Chomsky states that "propaganda is to a democracy what the bludgeon is to a totalitarian state." (Media Control)


          The model attempts to explain this perceived systemic bias of the mass media in terms of structural economic causes rather than a conspiracy of people. It argues the bias derives from five "filters" that all published news must "pass through" which combine to systematically distort news coverage.


          The first filter, ownership, notes that most major media outlets are owned by large corporations. The second, funding, notes that the outlets derive the majority of their funding from advertising, not readers. Thus, since they are profit-oriented businesses selling a productreaders and audiencesto other businesses (advertisers), the model would expect them to publish news which would reflect the desires and values of those businesses. In addition, the news media are dependent on government institutions and major businesses with strong biases as sources (the third filter) for much of their information. Flak, the fourth filter, refers to the various pressure groups which attack the media for supposed bias. Norms, the fifth filter, refer to the common conceptions shared by those in the profession of journalism. (Note: in the original text, published in 1988, the fifth filter was "anticommunism". However, with the fall of the Soviet Union, it has been broadened to allow for shifts in public opinion.) The model describes how the media form a decentralized and non-conspiratorial but nonetheless very powerful propaganda system, that is able to mobilize an lite consensus, frame public debate within lite perspectives and at the same time give the appearance of democratic consent.


          Chomsky and Herman test their model empirically by picking "paired examples"pairs of events that were objectively similar except for the alignment of domestic lite interests. They use a number of such examples to attempt to show that in cases where an "official enemy" does something (like murder of a religious official), the press investigates thoroughly and devotes a great amount of coverage to the matter, thus victims of "enemy" states are considered "worthy". But when the domestic government or an ally does the same thing (or worse), the press downplays the story, thus victims of US or US client states are considered "unworthy."


          They also test their model against the case that is often held up as the best example of a free and aggressively independent press, the media coverage of the Tet Offensive during the Vietnam War. Even in this case, they argue that the press was behaving subserviently to lite interests.


          


          Academic achievements, awards and honours


          In the spring of 1969, he delivered the John Locke Lectures at Oxford University; in January 1970 he delivered the Bertrand Russell Memorial Lecture at University of Cambridge; in 1972, the Nehru Memorial Lecture in New Delhi; in 1977, the Huizinga Lecture in Leiden; in 1988 the Massey Lectures at the University of Toronto titled "Necessary Illusions: Thought Control in Democratic Societies". In 1997, The Davie Memorial Lecture on Academic Freedom in Cape Town, among many others.


          Chomsky has received many honorary degrees from universities around the world, including the following:


          
            
              	
                
                  
                    	University of London


                    	University of Chicago


                    	Loyola University of Chicago


                    	Swarthmore College


                    	Delhi University


                    	Bard College


                    	University of Massachusetts


                    	University of Pennsylvania


                    	Georgetown University


                    	Amherst College


                    	Cambridge University

                  

                

              

              	
                
                  
                    	University of Buenos Aires


                    	McGill University


                    	Universitat Rovira i Virgili


                    	Columbia University


                    	Villanova University


                    	University of Connecticut


                    	University of Maine


                    	Scuola Normale Superiore


                    	University of Western Ontario


                    	University of Toronto


                    	Harvard University

                  

                

              

              	
                
                  
                    	Universidad de Chile


                    	University of Bologna


                    	Universidad de la Frontera


                    	University of Calcutta


                    	Universidad Nacional de Colombia


                    	Vrije Universiteit Brussel


                    	Santo Domingo Institute of Technology


                    	Uppsala University


                    	University of Athens


                    	University of Cyprus

                  

                

              
            

          


          He is a member of the American Academy of Arts and Sciences, the National Academy of Sciences, and the American Philosophical Society. In addition, he is a member of other professional and learned societies in the United States and abroad, and is a recipient of the Distinguished Scientific Contribution Award of the American Psychological Association, the Kyoto Prize in Basic Sciences, the Helmholtz Medal, the Dorothy Eldridge Peacemaker Award, the Ben Franklin Medal in Computer and Cognitive Science, and others. He is twice winner of The Orwell Award, granted by The National Council of Teachers of English for "Distinguished Contributions to Honesty and Clarity in Public Language"


          He is a member of the Serbian Academy of Sciences and Arts in Department of Social Sciences.


          In 2005, Chomsky received an honorary fellowship from the Literary and Historical Society.


          In 2007, Chomsky received The Uppsala University (Sweden) Honorary Doctor's degree in commemoration of Carolus Linnaeus.


          In February 2008, he received the President's Medal from the Literary and Debating Society of the National University of Ireland, Galway.


          Chomsky was voted the leading living public intellectual in The 2005 Global Intellectuals Poll conducted by the British magazine Prospect. He reacted, saying "I don't pay a lot of attention to polls". In a list compiled by the magazine New Statesman in 2006, he was voted seventh in the list of "Heroes of our time".
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              	General
            


            
              	Name, Symbol, Number

              	nobelium, No, 102
            


            
              	Chemical series

              	actinides
            


            
              	Group, Period, Block

              	n/a, 7, f
            


            
              	Appearance

              	unknown, probably silvery

              white or metallic gray
            


            
              	Standard atomic weight

              	[259] gmol1
            


            
              	Electron configuration

              	[Rn] 5f14 7s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 32, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Atomic properties
            


            
              	Oxidation states

              	2, 3
            


            
              	Electronegativity

              	(Pauling scale)
            


            
              	Ionization energies

              	1st: 641.6 kJ/mol
            


            
              	2nd: 1254.3 kJ/mol
            


            
              	3rd: 2605.1 kJ/mol
            


            
              	Miscellaneous
            


            
              	CAS registry number

              	10028-14-5
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of nobelium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	262No

                    	syn

                    	5 ms

                    	SF

                    	

                    	
                  


                  
                    	260No

                    	syn

                    	106 ms

                    	SF

                    	

                    	
                  


                  
                    	259No

                    	syn

                    	58m

                    	75% 

                    	7.69,7.61,7.53....

                    	255Fm
                  


                  
                    	25% 

                    	

                    	259Md
                  


                  
                    	258No

                    	syn

                    	1.2 ms

                    	SF

                    	

                    	
                  


                  
                    	257No

                    	syn

                    	25 s

                    	

                    	8.32,8.22

                    	253Fm
                  


                  
                    	256No

                    	syn

                    	2.91 s

                    	99.5% 

                    	8.45,8.40

                    	252Fm
                  


                  
                    	0.5% f

                    	

                    	
                  


                  
                    	255No

                    	syn

                    	3.1 m

                    	61% 

                    	8.12,8.08,7.93

                    	251Fm
                  


                  
                    	39% 

                    	2.012

                    	255Md
                  


                  
                    	254Nom2

                    	syn

                    	198 s

                    	

                    	

                    	254Nom1
                  


                  
                    	254Nom1

                    	syn

                    	275 ms

                    	

                    	

                    	250Nog
                  


                  
                    	254Nog

                    	syn

                    	51 s

                    	

                    	

                    	
                  


                  
                    	253Nom

                    	syn

                    	43.5 s

                    	

                    	

                    	253Nog
                  


                  
                    	253No

                    	syn

                    	1.62 m

                    	

                    	8.14,8.06,8.04,8.01

                    	249Fm
                  


                  
                    	252Nom

                    	syn

                    	110 ms

                    	

                    	

                    	
                  


                  
                    	252Nog

                    	syn

                    	2.44 s

                    	75% 

                    	8.42,8.37

                    	248Fm
                  


                  
                    	25% SF

                    	

                    	
                  


                  
                    	251No

                    	syn

                    	0.76 s

                    	

                    	8.62,8.58

                    	247Fm
                  


                  
                    	250Nom

                    	syn

                    	43 s

                    	SF

                    	

                    	
                  


                  
                    	250Nog

                    	syn

                    	3.7 s

                    	SF

                    	

                    	
                  

                

              
            


            
              	References
            

          


          Nobelium (pronounced /noʊˈbɛliəm/ or /noʊˈbiːliəm/) is a synthetic element with the symbol No and atomic number 102.


          It was first correctly identified in 1966 by scientists at the Flerov Laboratory of Nuclear Reactions in Dubna, Russia. Little is known about the element but limited chemical experiments have shown that it forms a stable divalent ion in solution as well as the predicted trivalent ion that is associated with its presence as one of the actinoids.


          


          Discovery profile


          The discovery of element 102 was first announced by physicists at the Nobel Institute in Sweden in 1957. The team reported that they created an isotope with a half-life of 10 minutes, decaying by emission of an 8.5 MeV alpha particle, after bombarding 244Cm with 13C nuclei. The activity was assigned to 251102 or 253102. The scientists proposed the name nobelium (No) for the new element. Later they retracted their claim and associated the activity to background effects.


          The synthesis of element 102 was then claimed in April 1958 at the University of California, Berkeley by Albert Ghiorso, Glenn T. Seaborg, John R. Walton and Torbjrn Sikkeland. The team used the new heavy-ion linear accelerator (HILAC) to bombard a curium target (95% 244Cm and 5% 246Cm) with 13C and 12C ions. They were unable to confirm the 8.5 MeV activity claimed by the Swedes but were instead able to detect decays from 250Fm, supposedly the daughter of 254102, which had an apparent half-life of ~3 s. In 1959 the team continued their studies and claimed that they were able to produce an isotope that decayed predominantly by emission of an 8.3 MeV alpha particle, with a half-life of 3 s with an associated 30% spontaneous fission branch. The activity was initially assigned to 254No but later changed to 252No. The Berkeley team decided to adopt the name nobelium for the element.


          
            	[image: \, ^{244}_{96}\mathrm{Cm} + \, ^{12}_{6}\mathrm{C} \to \, ^{256}_{102}\mathrm{No}^{*}\to \,^{252}_{102}\mathrm{No} + 4 \,^{1}_{0}\mathrm{n}]

          


          Further work in 1961 on the attempted synthesis of element 103 (see lawrencium) produced evidence for a Z=102 alpha activity decaying by emission of an 8.2 MeV particle with a half-life of 15 s, and assigned to 255No.


          Following initial work between 1958-1964, in 1966, a team at the Flerov Laboratory of Nuclear Reactions (FLNR) reported that they had been able to detect 250Fm from the decay of a parent nucleus (254No) with a half-life of ~50s, in contradiction to the Berkeley claim. Furthermore, they were able to show that the parent decayed by emission of 8.1 MeV alpha particles with a half-life of ~35 s.


          
            	[image: \, ^{238}_{92}\mathrm{U} + \, ^{22}_{10}\mathrm{Ne} \to \, ^{260}_{102}\mathrm{No}^{*}\to \,^{254}_{102}\mathrm{No} + 6 \,^{1}_{0}\mathrm{n}]

          


          In 1969, the Dubna team carried out chemical experiments on element 102 and concluded that it behaved as the heavier homologue of Ytterbium. The Russian scientists proposed the name joliotium (Jo) for the new element.


          Later work in 1967 at Berkeley and 1971 at Oak Ridge fully confirmed the discovery of element 102 and clarified earlier observations.


          In 1992, the IUPAC-IUPAP Transfermium Working Group (TWG) assessed the claims of discovery and concluded that only the Dubna work from 1966 correctly detected and assigned decays to Z=102 nuclei at the time. The Dubna team are therefore officially recognised as the discoverers of nobelium although it is possible that it was detected at Berkeley in 1959.


          


          Naming


          Element 102 was first named nobelium (No) by its claimed discoverers in 1957 by scientists at the Nobel Institute in Sweden. The name was later adopted by Berkeley scientists who claimed its discovery in 1959.


          The International Union of Pure and Applied Chemistry ( IUPAC) officially recognised the name nobelium following the Berkeley results.


          In 1969, Russian scientists working in Dubna disputed the claims of these groups and suggested the name joliotium (Jo), in recognition of the work of Frdric Joliot-Curie.


          In 1992, the TWG recognised the Dubna scientists as the official discoverers and acknowledged that the adoption of nobelium as the official name had been made prematurely.


          Subsequently, there are indications that the IUPAC suggested the name flerovium (Fl) for the element in recognition of the Dubna laboratory and the name has been used in the literature in reference to the element.


          However, in 1994, and subsequently in 1997, the IUPAC ratified the name nobelium (No) for the element on the basis that it had become entrenched in the literature over the course of 30 years and that Alfred Nobel should be commemorated in this fashion.


          Contrary to some suggestions, at no time has element 102 been referred to as unnilbium (/juːˈnɪlbiəm/, symbol Unb) due to the above circumstances.


          


          Electronic structure


          
            [image: ]

            

          


          Nobelium is element 102 in the Periodic Table. The two forms of the projected electronic structure are:


          Bohr model: 2, 8, 18, 32, 32, 8, 2


          Quantum mechanical model: 1s22s22p63s23p64s23d10 4p65s24d105p66s24f145d10 6p67s25f14


          


          Physical properties


          The appearance of this element is unknown, however it is most likely silvery-white or gray and metallic. If sufficient amounts of nobelium were produced, it would pose a radiation hazard. Some sources quote a melting point of 827oC for nobelium but this cannot be substantiated from an official source and seems implausible regarding the requirements of such a measurement.However, the 1st, 2nd and 3rd ionization energies have been measured. In addition, an electronegativity value of 1.3 is also sometimes quoted. This is most definitely only an estimate since a true value can only be determined using a chemical compound of the element and no such compounds exist for nobelium.


          


          Experimental chemistry


          


          Aqueous phase chemistry


          First experiments involving nobelium assumed that it predominantly formed a +III state like earlier actinoids. However, it was later found that nobelium forms a stable +II state in solution, although it can be oxidised to an oxidising +III state. A reduction potential of -1.78 V has been measured for the No3+ ion. The hexaaquanobelium(II) ion has been determined to have an ionic radius of 110 pm.


          


          Summary of compounds and (complex) ions


          
            
              	Formula

              	Names(s)
            


            
              	[No(H2O)6]3+

              	hexaaquanobelium(III)
            


            
              	[No(H2O)6]2+

              	hexaaquanobelium(II)
            

          


          


          Isotopes


          Seventeen radioisotopes of nobelium have been characterized, with the most stable being 259No with a half-life of 58 minutes. Longer half-lives are expected for the as-yet-unknown 261No and 263No. An isomeric level has been found in 253No and K-isomers have been found in 250No, 252No and 254No to date.


          


          History of synthesis of isotopes by cold fusion


          [bookmark: 208Pb.2848Ca.2Cxn.29256-xNo_.28x.3D1.2C2.2C3.2C4.29]


          208Pb(48Ca,xn)256-xNo (x=1,2,3,4)


          This cold fusion reaction was first studied in 1979 at the FLNR. Further work in 1988 at the GSI measured EC and SF branchings in 254No. In 1989, the FLNR used the reaction to measure SF decay characteristics for the two isomers of 254No. The measurement of the 2n excitation function was reported in 2001 by Yuri Oganessian at the FLNR.


          Patin et al. at the LBNL reported in 2002 the synthesis of 255-251No in the 1-4n exit channels and measured further decay data for these isotopes.


          The reaction has recently been used at the Jyvaskylan Yliopisto Fysiikan Laitos (JYFL) using the RITU set-up to study K-isomerism in 254No. The scientists were able to measure two K-isomers with half-lives of 275 ms and 198 s, respectively. They were assigned to 8- and 16+ K-isomeric levels.


          The reaction was used in 2004-5 at the FLNR to study the spectroscopy of 255-253No. The team were able to confirm an isomeric level in 253No with a half-life of 43.5 s.


          [bookmark: 208Pb.2844Ca.2Cxn.29252-xNo_.28x.3D2.29]


          208Pb(44Ca,xn)252-xNo (x=2)


          This reaction was studied in 2003 at the FLNR in a study of the spectroscopy of 250No.


          [bookmark: 207Pb.2848Ca.2Cxn.29255-xNo_.28x.3D2.29]


          207Pb(48Ca,xn)255-xNo (x=2)


          The measurement of the 2n excitation function for this reaction was reported in 2001 by Yuri Oganessian and co-workers at the FLNR. The reaction was used in 2004-5 to study the spectroscopy of 253No.


          [bookmark: 206Pb.2848Ca.2Cxn.29254-xNo_.28x.3D1.2C2.2C3.2C4.29]


          206Pb(48Ca,xn)254-xNo (x=1,2,3,4)


          The measurement of the 1-4n excitation functions for this reaction were reported in 2001 by Yuri Oganessian and co-workers at the FLNR. The 2n channel was further studied by the GSI to provide a spectroscopic determination of K-isomerism in 252No. A K-isomer with spin and parity 8- was detected with a half-life of 110 ms.


          [bookmark: 204Pb.2848Ca.2Cxn.29252-xNo_.28x.3D2.29]


          204Pb(48Ca,xn)252-xNo (x=2)


          The measurement of the 2n excitation function for this reaction was reported in 2001 by Yuri Oganessian at the FLNR. They reported a new isotope 250No with a half-life of 36s. The reaction was used in 2003 to study the spectroscopy of 250No.They were able to observe two spontaneous fission activities with half-lives of 5.6s and 54s and assigned to 250No and 249No, respectively. The latter activity was later assigned to a K-isomer in 250No. The reaction was reported in 2006 by Peterson et al. at the Argonne National Laboratory (ANL) in a study of SF in 250No. They detected two activities with half-lives of 3.7s and 43s and both assigned to 250No, the latter associated with a K-isomer.


          


          History of synthesis of isotopes by hot fusion


          [bookmark: 232Th.2826Mg.2Cxn.29258-xNo_.28x.3D4.2C5.2C6.29]


          232Th(26Mg,xn)258-xNo (x=4,5,6)


          The cross sections for the 4-6n exit channels have been measured for this reaction at the FLNR.


          [bookmark: 238U.2822Ne.2Cxn.29260-xNo_.28x.3D4.2C5.2C6.29]


          238U(22Ne,xn)260-xNo (x=4,5,6)


          This reaction was first studied in 1964 at the FLNR. The team were able to detect decays from 252Fm and 250Fm. The 252Fm activity was associated with an ~8 s half-life and assigned to 256102 from the 4n channel, with a yield of 45 nb. They were also able to detect a 10 s spontaneous fission activity also tentatively assigned to 256102. Further work in 1966 on the reaction examined the detection of 250Fm decay using chemical separation and a parent activity with a half-life of ~50 s was reported and correctly assigned to 254102. They also detected a 10 s spontaneous fission activity tentatively assigned to 256102. The reaction was used in 1969 to study some initial chemistry of nobelium at the FLNR. They determined eka-ytterbium properties, consistent with nobelium as the heavier homologue. In 1970, they were able to study the SF properties of 256No. In 2002, Patin et al. reported the synthesis of 256No from the 4n channel but were unable to detect 257No.


          The cross section values for the 4-6n channels have also been studied at the FLNR.


          [bookmark: 238U.2820Ne.2Cxn.29258-xNo]


          238U(20Ne,xn)258-xNo


          This reaction was studied in 1964 at the FLNR. No spontaneous fission activities were observed.


          [bookmark: 236U.2822Ne.2Cxn.29258-xNo_.28x.3D4.2C5.2C6.29]


          236U(22Ne,xn)258-xNo (x=4,5,6)


          The cross sections for the 4-6n exit channels have been measured for this reaction at the FLNR.


          [bookmark: 235U.2822Ne.2Cxn.29257-xNo_.28x.3D5.29]


          235U(22Ne,xn)257-xNo (x=5)


          This reaction was studied in 1970 at the FLNR. It was used to study the SF decay properties of 252No.


          [bookmark: 233U.2822Ne.2Cxn.29255-xNo]


          233U(22Ne,xn)255-xNo


          The synthesis of neutron deficient nobelium isotopes was studied in 1975 at the FLNR. In their experiments they observed a 250 s SF activity which they tentatively assigned to 250No in the 5n exit channel. Later results have not been able to confirm this activity and it is currently unidentified.


          [bookmark: 242Pu.2818O.2Cxn.29260-xNo_.28x.3D4.3F.29]


          242Pu(18O,xn)260-xNo (x=4?)


          This reaction was studied in 1966 at the FLNR. The team identified an 8.2 s SF activity tentatively assigned to 256102.


          [bookmark: 241Pu.2816O.2Cxn.29257-xNo]


          241Pu(16O,xn)257-xNo


          This reaction was first studied in 1958 at the FLNR. The team measured ~8.8 MeV alpha particles with a half-life of 30 s and assigned to 253,252,251102. A repeat in 1960 produced 8.9 MeV alpha particles with a half-life of 2-40 s and assigned to 253102 from the 4n channel. Confidence in these results was later diminished.


          [bookmark: 239Pu.2818O.2Cxn.29257-xNo_.28x.3D5.29]


          239Pu(18O,xn)257-xNo (x=5)


          This reaction was studied in 1970 at the FLNR in an effort to study the SF decay properties of 252No.


          [bookmark: 239Pu.2816O.2Cxn.29255-xNo]


          239Pu(16O,xn)255-xNo


          This reaction was first studied in 1958 at the FLNR. The team were able to measure ~8.8 MeV alpha particles with a half-life of 30 s and assigned to 253,252,251102. A repeat in 1960 was unsuccessful and it was concluded the first results were probably associated with background effects.


          [bookmark: 243Am.2815N.2Cxn.29258-xNo_.28x.3D4.29]


          243Am(15N,xn)258-xNo (x=4)


          This reaction was studied in 1966 at the FLNR. The team were able to detect 250Fm using chemical techniques and determined an associated half-life significantly higher than the reported 3 s by Berkeley for the supposed parent 254No. Further work later the same year measured 8.1 MeV alpha particles with a half-life of 30-40 s.


          [bookmark: 243Am.2814N.2Cxn.29257-xNo]


          243Am(14N,xn)257-xNo


          This reaction was studied in 1966 at the FLNR. They were unable to detect the 8.1 MeV alpha particles detected when using a N-15 beam.


          [bookmark: 241Am.2815N.2Cxn.29256-xNo_.28x.3D4.29]


          241Am(15N,xn)256-xNo (x=4)


          The decay properties of 252No were examined in 1977 at Oak Ridge. The team calculated a half-life of 2.3 s and measured a 27% SF branching.


          [bookmark: 248Cm.2818O.2C.CE.B1xn.29262-xNo_.28x.3D3.29]


          248Cm(18O,xn)262-xNo (x=3)


          The synthesis of the new isotope 259No was reported in 1973 from the LBNL using this reaction.


          [bookmark: 248Cm.2813C.2Cxn.29261-xNo_.28x.3D3.3F.2C4.2C5.29]


          248Cm(13C,xn)261-xNo (x=3?,4,5)


          This reaction was first studied in 1967 at the LBNL. The new isotopes 258No,257No and 256No were detected in the 3-5n channels. The reaction was repeated in 1970 to provide further decay data for 257No.


          [bookmark: 248Cm.2812C.2Cxn.29260-xNo_.284.2C5.3F.29]


          248Cm(12C,xn)260-xNo (4,5?)


          This reaction was studied in 1967 at the LBNL in their seminal study of nobelium isotopes. The reaction was used in 1990 at the LBNL to study the SF of 256No.


          [bookmark: 246Cm.2813C.2Cxn.29259-xNo_.284.3F.2C5.3F.29]


          246Cm(13C,xn)259-xNo (4?,5?)


          This reaction was studied in 1967 at the LBNL in their seminal study of nobelium isotopes.


          [bookmark: 246Cm.2812C.2Cxn.29258-xNo_.284.2C5.29]


          246Cm(12C,xn)258-xNo (4,5)


          This reaction was studied in 1958 by scientists at the LBNL using a 5% 246Cm curium target. They were able to measure 7.43 MeV decays from 250Fm, associated with a 3 s 254No parent activity, resulting from the 4n channel. The 3 s activity was later reassigned to 252No, resulting from reaction with the predominant 244Cm component in the target. It could however not be proved that it was not due to the contaminant 250mFm, unknown at the time. Later work in 1959 produced 8.3 MeV alpha particles with a half-life of 3 s and a 30% SF branch. This was initially assigned to 254No and later reassigned to 252No, resulting from reaction with the 244Cm component in the target. The reaction was restudied in 1967 and activities assigned to 254No and 253No were detected.


          [bookmark: 244Cm.2813C.2Cxn.29257-xNo_.28x.3D4.29]


          244Cm(13C,xn)257-xNo (x=4)


          This reaction was first studied in 1957 at the Nobel Institute in Stockholm. The scientists detected 8.5 MeV alpha particles with a half-life of 10 minutes. The activity was assigned to 251No or 253No. The results were later dismissed as background. The reaction was repeated by scientists at the LBNL in 1958 but they were unable to confirm the 8.5 MeV alpha particles. The reaction was further studied in 1967 at the LBNL and an activity assigned to 253No was measured.


          [bookmark: 244Cm.2812C.2Cxn.29256-xNo_.28x.3D4.2C5.29]


          244Cm(12C,xn)256-xNo (x=4,5)


          This reaction was studied in 1958 by scientists at the LBNL using a 95% 244Cm curium target. They were able to measure 7.43 MeV decays from 250Fm, associated with a 3 s 254No parent activity, resulting from the reaction (246Cm,4n). The 3 s activity was later reassigned to 252No, resulting from reaction (244Cm,4n). It could however not be proved that it was not due to the contaminant 250mFm, unknown at the time. Later work in 1959 produced 8.3 MeV alpha particles with a half-life of 3 s and a 30% SF branch. This was initially assigned to 254No and later reassigned to 252No, resulting from reaction with the 244Cm component in the target. The reaction was restudied in 1967 at the LBNL and an new activity assigned to 251No was measured.


          [bookmark: 252Cf.2812C.2C.CE.B1xn.29260-xNo_.28x.3D3.3F.29]


          252Cf(12C,xn)260-xNo (x=3?)


          This reaction was studied at the LBNL in 1961 as part of their search for element 104. They detected 8.2 MeV alpha particles with a half-life of 15 s. This activity was assigned to a Z=102 isotope. Later work suggests an assignment to 257No, resulting most likely from the 3n channel with the 252Cf component of the californium target.


          [bookmark: 252Cf.2811B.2Cpxn.29262-xNo_.28x.3D5.3F.29]


          252Cf(11B,pxn)262-xNo (x=5?)


          This reaction was studied at the LBNL in 1961 as part of their search for element 103. They detected 8.2 MeV alpha particles with a half-life of 15 s. This activity was assigned to a Z=102 isotope. Later work suggests an assignment to 257No, resulting most likely from the p5n channel with the 252Cf component of the californium target.


          [bookmark: 249Cf.2812C.2C.CE.B1xn.29257-xNo_.28x.3D2.29]


          249Cf(12C,xn)257-xNo (x=2)


          This reaction was first studied in 1970 at the LBNL in a study of 255No. It was studied in 1971 at the Oak Ridge Laboratory. They were able to measure coincident Z=100 K X-rays from 255No, confirming the discovery of the element.


          


          Synthesis of isotopes as decay products


          Isotopes of nobelium have also been identified in the decay of heavier elements. Observations to date are summarised in the table below:


          
            
              	Evaporation Residue

              	Observed No isotope
            


            
              	262Lr

              	262No
            


            
              	269Hs, 265Sg, 261Rf

              	257No
            


            
              	267Hs, 263Sg, 259Rf

              	255No
            


            
              	254Lr

              	254No
            


            
              	261Sg, 257Rf

              	253No
            


            
              	264Hs, 260Sg, 256Rf

              	252No
            


            
              	255Rf

              	251No
            

          


          


          Chronology of isotope discovery


          
            
              	Isotope

              	Year discovered

              	Discovery reaction
            


            
              	250Nom

              	2001

              	204Pb(48Ca,2n)
            


            
              	250Nog

              	2006

              	204Pb(48Ca,2n)
            


            
              	251No

              	1967

              	244Cm(12C,5n)
            


            
              	252Nog

              	1959

              	244Cm(12C,4n)
            


            
              	252Nom

              	~2002

              	206Pb(48Ca,2n)
            


            
              	253Nog

              	1967

              	242Pu(16O,5n),239Pu(18O,4n)
            


            
              	253Nom

              	1971

              	249Cf(12C,4n)
            


            
              	254Nog

              	1966

              	243Am(15N,4n)
            


            
              	254Nom1

              	1967?

              	246Cm(13C,5n),246Cm(12C,4n)
            


            
              	254Nom2

              	~2003

              	208Pb(48Ca,2n)
            


            
              	255No

              	1967

              	246Cm(13C,4n),248Cm(12C,5n)
            


            
              	256No

              	1967

              	248Cm(12C,4n),248Cm(13C,5n)
            


            
              	257No

              	1961? , 1967

              	248Cm(13C,4n)
            


            
              	258No

              	1967

              	248Cm(13C,3n)
            


            
              	259No

              	1973

              	248Cm(18O,3n)
            


            
              	260No

              	?

              	254Es + 22Ne,18O,13C - transfer
            


            
              	261No

              	unknown

              	
            


            
              	262No

              	1988

              	254Es + 22Ne - transfer (EC of 262Lr)
            

          


          


          Isomerism in nobelium nuclides


          [bookmark: 254No]


          254No


          The study of K-isomerism was recently studied by physicists at the University of Jyvalkyla (JYFL). They were able to confirm a previously reported K-isomer and detected a second K-isomer. They assigned spins and parities of 8- and 16+ to the two K-isomers.


          [bookmark: 253No]


          253No


          In 1971, Bemis et al. was able to determine an isomeric level decaying with a half-life of 31 s from the decay of 257Rf. This was confirmed in 2003 at the GSI by also studying the decay of 257Rf. Further support in the same year from the FLNR appeared with a slightly higher half-life of 43.5 s, decaying by M2 gamma emission to the ground state.


          [bookmark: 252No]


          252No


          In a recent study by the GSI into K-isomerism in even-even isotopes, a K-isomer with a half-life of 110 ms was detected for 252No. A spin and parity of 8- was assigned to the isomer.


          [bookmark: 250No]


          250No


          In 2003, scientists at the FLNR reported that they had been able to synthesise 249No which decayed by SF with a half-life of 54s. Further work in 2006 by scientists at the ANL showed that the activity was actually due to a K-isomer in 250No. The ground state isomer was also detected with a very short half-life of 3.7s.


          


          Chemical yields of isotopes


          


          Cold fusion


          The table below provides cross-sections and excitation energies for cold fusion reactions producing nobelium isotopes directly. Data in bold represents maxima derived from excitation function measurements. + represents an observed exit channel.


          
            
              	Projectile

              	Target

              	CN

              	1n

              	2n

              	3n

              	4n
            


            
              	48Ca

              	208Pb

              	256No

              	

              	254No: 2050 nb; 22.3 MeV

              	

              	
            


            
              	48Ca

              	207Pb

              	255No

              	

              	253No: 1310 nb; 22.4 MeV

              	

              	
            


            
              	48Ca

              	206Pb

              	254No

              	253No: 58 nb; 23.6 MeV

              	252No: 515 nb; 23.3 MeV

              	251No: 30 nb; 30.7 MeV

              	250No: 260 pb; 43.9 MeV
            


            
              	48Ca

              	204Pb

              	252No

              	

              	250No:13.2 nb; 23.2 MeV

              	

              	
            

          


          


          Hot fusion


          The table below provides cross-sections and excitation energies for hot fusion reactions producing nobelium isotopes directly. Data in bold represents maxima derived from excitation function measurements. + represents an observed exit channel.


          
            
              	Projectile

              	Target

              	CN

              	3n

              	4n

              	5n

              	6n
            


            
              	26Mg

              	232Th

              	258No

              	

              	254No:1.6 nb

              	253No:9 nb

              	252No:8 nb
            


            
              	22Ne

              	238U

              	260No

              	

              	256No:40 nb

              	255No:200 nb

              	254No:15 nb
            


            
              	22Ne

              	236U

              	258No

              	

              	254No:7 nb

              	253No:25 nb

              	252No:15 nb
            

          


          


          Retracted isotopes


          [bookmark: 249No]


          249No


          In 2003, scientists at the FLNR claimed to have discovered the lightest known isotope of nobelium. However, subsequent work showed that the 54 s activity was actually due to 250No and the isotope 249No was retracted.


          


          Popular culture


          Nobelium was the most recent element "of which the news had come to Harvard" when Tom Lehrer wrote " The Elements Song" and was therefore the element with the highest atomic number to be included.


          
            Retrieved from " http://en.wikipedia.org/wiki/Nobelium"
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        Nobel Peace Prize


        
          

          
            Image:PearsonPeacePrize.jpg

            
              Lester B. Pearson after accepting the 1957 Nobel Peace Prize
            

          


          The Nobel Peace Prize ( Swedish and Norwegian: Nobels fredspris) is the name of one of five Nobel Prizes bequeathed by the Swedish industrialist and inventor Alfred Nobel. According to Nobel's will, the Peace Prize should be awarded "to the person who shall have done the most or the best work for fraternity between the nations, for the abolition or reduction of standing armies and for the holding and promotion of peace congresses."


          The Peace Prize is awarded annually in Oslo, the capital of Norway (Alfred Nobel's will stated that the Nobel Peace Prize should be awarded in that city). The actual prize always is presented on the 10th of December, the anniversary of the death of Nobel. The Norwegian king is in attendance. "In Oslo, the Chairman of the Norwegian Nobel Committee presents the Nobel Peace Prize in the presence of the King of Norway. Under the eyes of a watching world, the Nobel Laureate receives three things: a diploma, a medal and a document confirming the prize amount." The Nobel Peace Prize Ceremony is held at the Oslo City Hall, followed the next day by the Nobel Peace Prize Concert, which is broadcast to more than 450 million households in over 150 countries around the world. The concert has received worldwide fame and the participation of top celebrity hosts and performers. The selection of Nobel Peace Prize winners sometimes causes controversy, as the list of winners includes people who formerly used violent methods of problem-solving, but then later made exceptional concessions to non-violence in the attempt to achieve peace. This is the only Nobel Prize not given out in Stockholm, Sweden.


          


          Appointment process


          Nobel died in 1896 and did not leave an explanation for choosing peace as a prize category. The categories for chemistry and physics were obvious choices as he was a trained chemical engineer. The reason behind the peace prize is less clear. Some have said it was Nobel's way to compensate for developing destructive forces (Nobel's inventions included dynamite and ballistite). However, none of his explosives, except for ballistite, were used in any war during his lifetime, although the Irish Republican Brotherhood, an Irish nationalist organisation, did carry out dynamite attacks in the 1880s.


          
            [image: The Nobel Institute in Oslo, Norway.]

            
              The Nobel Institute in Oslo, Norway.
            

          


          The Norwegian Parliament appoints the Norwegian Nobel Committee, which selects the Laureate for the Peace Prize. The Committee chairman, currently Dr. Ole Danbolt Mjs, awards the Prize itself. At the time of Alfred Nobel's death Sweden and Norway were in a personal union in which the Swedish government was solely responsible for foreign policy, and the Norwegian Parliament was responsible only for Norwegian domestic policy. Alfred Nobel never explained why he wanted a Norwegian rather than Swedish body to award the Peace Prize. As a consequence, many people have speculated about Nobel's intentions. For instance, Nobel may have wanted to prevent the manipulation of the selection process by foreign powers, and as Norway did not have any foreign policy, the Norwegian government could not be influenced.


          


          Nominations


          Nominations for the Prize may be made by a broad array of qualified individuals, including former recipients, members of national assemblies and congresses, university professors (in certain disciplines), international judges, and special advisors to the Prize Committee. In some years as many as 199 nominations have been received. The Committee keeps the nominations secret and asks that nominators do the same. Over time many individuals have become known as "Nobel Peace Prize Nominees", but this designation has no official standing. Nominations from 1901 to 1955, however, have been released in a database. When the past nominations were released it was discovered that Adolf Hitler was nominated in 1939 by Erik Brandt, a member of the Swedish Parliament. Brandt retracted the nomination after a few days. Other infamous nominees included Joseph Stalin and Benito Mussolini. However, since nomination requires only support from one qualified person (e.g., a history professor), these unusual nominations do not represent the opinions of the Nobel committee itself.


          Unlike the other Nobel Prizes, which recognize completed scientific or literary accomplishment, the Nobel Peace Prize may be awarded to persons or organizations that are in the process of resolving a conflict or creating peace. As some such processes have failed to create lasting peace, some Peace Prizes appear questionable in hindsight. For example, the awards given to Theodore Roosevelt, Shimon Peres, Yitzhak Rabin, Yasser Arafat, L ức Thọ and Henry Kissinger were particularly controversial and criticized; the Kissinger-Thọ award prompted two dissenting Committee members to resign.


          In 2005, the Nobel Peace Centre opened. It serves to present the Laureates, their work for peace, and the ongoing problems of war and conflict around the world.


          


          Controversy


          The Nobel Peace Prize has sparked controversy throughout its history. The Norwegian Parliament appoints the Peace Prize Committee, but pacifist critics argue that the same Parliament has pursued partisan military aims by ratifying membership in NATO in 1949, by hosting NATO troops, and by leasing ports and territorial waters to US ballistic missile submarines in 1983. However, the Parliament has no say in the award issue. A member of the Committee cannot at the same time be a member of the Parliament, and the Committee includes former members from all major parties, including those parties that oppose NATO membership.


          A particular claimed weakness of the Nobel Peace Prize awarding process is the swiftness of recognition. The scientific and literary Nobel Prizes are usually issued in retrospect, often two or three decades after the awarded achievement, thus representing a time-proven confirmation and balance of approval by the established academic community, seldom contradicted by newer developments. In contrast, the Nobel Peace Prize at times takes the form of summary judgment, being issued in the same year as or the year immediately following the political act. Some commentators have suggested that to award a peace prize on the basis of unquantifiable contemporary opinion is unjust or possibly erroneous, especially as many of the judges cannot themselves be said to be impartial observers. In pro-democracy struggles, it may be said that the 'real' peace-makers may not be recognized for their long-term or subtle approaches. However, others have pointed to the uniqueness of the Peace Prize i that its high profile can often focus world attention on particular problems and possibly aid in the peace-efforts themselves.


          
            [image: The 14th Dalai Lama and Bishop Desmond Tutu, 2004]

            
              The 14th Dalai Lama and Bishop Desmond Tutu, 2004
            

          


          On closer inspection, the peace-laureates often have a lifetime's history of working at and promoting humanitarian issues, as in the examples of German medic Albert Schweitzer (1952 laureate), Dr. Martin Luther King, Jr., an African-American civil rights activist (1964 laureate); Mother Teresa, a Roman Catholic missionary nun (1979 laureate); and Aung San Suu Kyi, a Buddhist nonviolent pro-democracy activist (1991 laureate). Still others are selected for tireless efforts, as in the examples of Jimmy Carter and Mohamed ElBaradei. Others, even today, are quite controversial, due to the recipient's political activity, as in the case of Henry Kissinger (1973 laureate), Menachem Begin and Anwar Sadat (1978 laureates), or Yitzhak Rabin and Yasser Arafat (1994 laureates).


          A widely discussed criticism of the peace-prize are the notable omissions, namely the failure to award individuals with widely recognized contributions to peace. The list includes Mahatma Gandhi, Corazon Aquino, Pope John XXIII, Pope John Paul II, Steve Biko, Raphael Lemkin, Herbert Hoover, Abdul Sattar Edhi. Csar Chvez, Jose Figueres Ferrer, and Oscar Romero. In particular, the omission of the Indian leader Gandhi has been widely discussed, including public statements by the various members of Nobel Committee. It has been acknowledged by the committee that Gandhi was nominated in 1937, 1938, 1939, 1947 and, finally, a few days before he was murdered in January 1948. The omission has been publicly regretted by later members of the Nobel Committee. In 1948, the year of Gandhi's death, the Nobel Committee declined to award a prize on the ground that "there was no suitable living candidate" that year. Later, when the Dalai Lama was awarded the Peace Prize in 1989, the chairman of the committee said that this was "in part a tribute to the memory of Mahatma Gandhi." In most cases, the omissions resulted in part from the provision in Alfred Nobel's will that only living people could receive the prize.


          Research by anthropologist David Stoll into Rigoberta Mench, the 1992 recipient, revealed some fabrications in her biography, "Me llamo Rigoberta Mench y as me naci la conciencia" (My Name is Rigoberta Mench and this is how my Conscience was Born), translated into English as " I, Rigoberta Mench". Mench later admitted changing some details about her background. After the initial controversy, the Nobel Committee dismissed calls to revoke her Nobel prize because of the reported falsifications. Professor Geir Lundestad, the secretary of the Committee, said her prize "was not based exclusively or primarily on the autobiography".. According to the Nobel Committee, "Stoll approves of her Nobel prize and has no question about the picture of army atrocities which she presents. He says that her purpose in telling her story the way she did 'enabled her to focus international condemnation on an institution that deserved it, the Guatemalan army."


          


          List of Laureates


          
            
              	Year

              	Laureate(s)

              	Nationality

              	Work for which cited (Citations)
            


            
              	1901*

              	Jean Henri Dunant

              	Switzerland

              	Founder, Red Cross; Geneva Convention, Human rights.
            


            
              	1901*

              	Frdric Passy

              	France

              	Founder and President, Socit d'arbitrage entre les Nations.
            


            
              	1902

              	lie Ducommun

              Charles Albert Gobat

              	Switzerland

              	Honorary secretaries, Permanent International Peace Bureau in Berne.
            


            
              	1903

              	William Randal Cremer

              	United Kingdom

              	Secretary, International Arbitration League.
            


            
              	1904

              	Institut de Droit International

              	Belgium

              	
            


            
              	1905

              	Bertha Sophie Felicitas Baronin von Suttner

              	Austria-Hungary/ Czech

              	Honorary President, Permanent International Peace Bureau.
            


            
              	1906

              	Theodore Roosevelt

              	United States

              	President of the United States; peace treaty collaborations (brokering the Treaty of Portsmouth ending the Russo-Japanese War)
            


            
              	1907*

              	Ernesto Teodoro Moneta

              	Italy

              	President, Lombard League of Peace
            


            
              	1907*

              	Louis Renault

              	France

              	Professor of International Law
            


            
              	1908*

              	Klas Pontus Arnoldson

              	Sweden

              	Founder, Swedish Peace and Arbitration Association
            


            
              	1908*

              	Fredrik Bajer

              	Denmark

              	Honorary President, Permanent International Peace Bureau
            


            
              	1909*

              	Auguste Marie Franois Beernaert

              	Belgium

              	Member of the Cour Internationale d'Arbitrage.
            


            
              	1909*

              	Paul-Henri-Benjamin d'Estournelles de Constant

              	France

              	founder and president of the French parliamentary group for international arbitration. Founder of the Comit de dfense des intrets nationaux et de conciliation internationale
            


            
              	1910

              	International Peace Bureau

              	Switzerland

              	Berne
            


            
              	1911*

              	Tobias Michael Carel Asser

              	Netherlands

              	initiator of the International Conferences of Private Law in The Hague.
            


            
              	1911*

              	Alfred Hermann Fried

              	Austria-Hungary

              	founder of Die Waffen Nieder.
            


            
              	1912

              	Elihu Root

              	United States

              	for initiating various arbitration agreements.
            


            
              	1913

              	Henri La Fontaine

              	Belgium

              	President of the Permanent International Peace Bureau.
            


            
              	1914

              	[no award]

              	

              	
            


            
              	1915

              	[no award]

              	

              	
            


            
              	1916

              	[no award]

              	

              	
            


            
              	1917

              	International Committee of the Red Cross

              	Switzerland

              	
            


            
              	1918

              	[no award]

              	

              	
            


            
              	1919

              	Woodrow Wilson

              	United States

              	President of the United States, as foremost promoter of the League of Nations.
            


            
              	1920

              	Lon Victor Auguste Bourgeois

              	France

              	president of the Council of the League of Nations.
            


            
              	1921*

              	Hjalmar Branting

              	Sweden

              	prime minister, Swedish delegate to the Council of the League of Nations.
            


            
              	1921*

              	Christian Lous Lange

              	Norway

              	secretary-general of the Inter-Parliamentary Union
            


            
              	1922

              	Fridtjof Nansen

              	Norway

              	Norwegian delegate to the League of Nations, originator of the Nansen passports for refugees.
            


            
              	1923

              	[no award]

              	

              	
            


            
              	1924

              	[no award]

              	

              	
            


            
              	1925*

              	Austen Chamberlain

              	United Kingdom

              	for the Locarno Treaties.
            


            
              	1925*

              	Charles Gates Dawes

              	United States

              	chairman of the Allied Reparations Commission and originator of the Dawes Plan.
            


            
              	1926*

              	Aristide Briand

              	France

              	for the Locarno Treaties.
            


            
              	1926*

              	Gustav Stresemann

              	Germany

              	for the Locarno Treaties.
            


            
              	1927*

              	Ferdinand Buisson

              	France

              	founder and president of the League for Human Rights.
            


            
              	1927*

              	Ludwig Quidde

              	Germany

              	delegate to numerous peace conferences.
            


            
              	1928

              	[no award]

              	

              	
            


            
              	1929

              	Frank B. Kellogg

              	United States

              	for the Kellogg-Briand Pact.
            


            
              	1930

              	Nathan Sderblom

              	Sweden

              	leader of the ecumenical movement.
            


            
              	1931*

              	Jane Addams

              	United States

              	international president of the Women's International League for Peace and Freedom
            


            
              	1931*

              	Nicholas Murray Butler

              	United States

              	for promoting the Kellogg-Briand Pact.
            


            
              	1932

              	[no award]

              	

              	
            


            
              	1933

              	Sir Norman Angell

              	United Kingdom

              	writer, member of the Executive Committee of the League of Nations and the National Peace Council.
            


            
              	1934

              	Arthur Henderson

              	United Kingdom

              	chairman of the League of Nations Disarmament Conference
            


            
              	1935

              	Carl von Ossietzky

              	Germany

              	pacifist journalist.
            


            
              	1936

              	Carlos Saavedra Lamas

              	Argentina

              	president of the League of Nations and mediator in the Chaco War between Paraguay and Bolivia.
            


            
              	1937

              	Robert Cecil

              	United Kingdom

              	founder and president of the International Peace Campaign
            


            
              	1938

              	Nansen International Office For Refugees

              	Switzerland

              	
            


            
              	1939

              	[no award]

              	

              	
            


            
              	1940

              	[no award]

              	

              	
            


            
              	1941

              	[no award]

              	

              	
            


            
              	1942

              	[no award]

              	

              	
            


            
              	1943

              	[no award]

              	

              	
            


            
              	1944

              	International Committee of the Red Cross

              	Switzerland

              	awarded retroactively in 1945
            


            
              	1945

              	Cordell Hull

              	United States

              	for co-initiating the United Nations.
            


            
              	1946*

              	Emily Greene Balch

              	United States

              	honorary international president of the Women's International League for Peace and Freedom
            


            
              	1946*

              	John R. Mott

              	United States

              	chairman of the International Missionary Council and president of the World Alliance of Young Men's Christian Associations
            


            
              	1947

              	Friends Service Council

              American Friends Service Committee

              	United Kingdom

              United States

              	on behalf of the Religious Society of Friends, better known as the Quakers.
            


            
              	1948

              	[no award]

              	

              	May have been awarded to Mohandas Gandhi had he not been assassinated.
            


            
              	1949

              	Lord Boyd Orr

              	United Kingdom

              	director general Food and Agricultural Organization, president National Peace Council, president World Union of Peace Organizations.
            


            
              	1950

              	Ralph Bunche

              	United States

              	for mediating in Palestine (1948)
            


            
              	1951

              	Lon Jouhaux

              	France

              	president of the International Committee of the European Council, vice president of the International Confederation of Free Trade Unions, vice president of the World Federation of Trade Unions, member of the ILO Council, delegate to the UN.
            


            
              	1952

              	Albert Schweitzer

              	France

              	for his philosophy of "Reverence for Life", expressed in many ways, but most famously in founding the Lambarn Hospital in Gabon
            


            
              	1953

              	George Catlett Marshall

              	United States

              	for the Marshall Plan
            


            
              	1954

              	United Nations High Commissioner for Refugees

              	United Nations

              	
            


            
              	1955

              	[no award]

              	

              	
            


            
              	1956

              	[no award]

              	

              	
            


            
              	1957

              	Lester Bowles Pearson

              	Canada

              	President of the 7th session of the United Nations General Assembly for introducing peacekeeping forces to resolve the Suez Crisis.
            


            
              	1958

              	Georges Pire

              	Belgium

              	leader of L'Europe du Coeur au Service du Monde, a relief organization for refugees.
            


            
              	1959

              	Philip Noel-Baker

              	United Kingdom

              	"for his lifelong ardent work for international peace and co-operation."
            


            
              	1960

              	Albert Lutuli

              	South Africa

              	President, African National Congress
            


            
              	1961

              	Dag Hammarskjld

              	Sweden

              	Secretary-General, United Nations (posthumous)
            


            
              	1962

              	Linus Carl Pauling

              	United States

              	"for his campaign against nuclear weapons testing."
            


            
              	1963

              	International Committee of the Red Cross

              League of Red Cross societies

              	Switzerland

              	
            


            
              	1964

              	Dr. Martin Luther King Jr.

              	United States

              	Leader of the Southern Christian Leadership Conference, campaigner for civil rights.
            


            
              	1965

              	United Nations International Children's Emergency Fund (UNICEF)

              	United Nations

              	
            


            
              	1966

              	[no award]

              	

              	
            


            
              	1967

              	[no award]

              	

              	
            


            
              	1968

              	Ren Cassin

              	France

              	President, European Court of Human Rights.
            


            
              	1969

              	International Labour Organization

              	Switzerland
            


            
              	1970

              	Norman Borlaug

              	United States

              	"for research at the International Maize and Wheat Improvement Centre."
            


            
              	1971

              	Willy Brandt

              	West Germany

              	"for West Germany's Ostpolitik, embodying a new attitude towards Eastern Europe and East Germany."
            


            
              	1972

              	[no award]

              	

              	
            


            
              	1973

              	Henry A. Kissinger

              L ức Thọ (declined the honours)

              	United States

              Vietnam

              	The Vietnam peace accord
            


            
              	1974

              	Sen MacBride

              Eisaku Sato

              	Ireland

              Japan

              	president of the International Peace Bureau the Commission of Namibia of the United Nations.
            


            
              	1975

              	Andrei Dmitrievich Sakharov

              	Soviet Union

              	Campaigns for human rights
            


            
              	1976

              	Betty Williams

              Mairead Corrigan

              	United Kingdom

              	Founders of the Northern Ireland Peace Movement (later renamed Community of Peace People).
            


            
              	1977

              	Amnesty International

              	United Kingdom

              	Campaign against torture
            


            
              	1978

              	Mohamed Anwar Al-Sadat

              Menachem Begin

              	Egypt

              Israel

              	for negotiating peace between Egypt and Israel
            


            
              	1979

              	Mother Teresa

              	Albania

              India

              	Poverty awareness campaigner
            


            
              	1980

              	Adolfo Prez Esquivel

              	Argentina

              	Human rights advocate
            


            
              	1981

              	United Nations High Commissioner for Refugees

              	United Nations
            


            
              	1982

              	Alva Myrdal

              Alfonso Garca Robles

              	Sweden

              Mexico

              	Delegates to the United Nations General Assembly on Disarmament
            


            
              	1983

              	Lech Wałęsa

              	Poland

              	Founder of Solidarność; campaigner for human rights
            


            
              	1984

              	Desmond Mpilo Tutu

              	South Africa

              	Anti-apartheid
            


            
              	1985

              	International Physicians for the Prevention of Nuclear War

              	United States

              	"for spreading authoritative information and by creating an awareness of the catastrophic consequences of atomic warfare."
            


            
              	1986

              	Elie Wiesel

              	United States

              Romania

              	author, Holocaust survivor
            


            
              	1987

              	scar Arias Snchez

              	Costa Rica

              	"for initiating peace negotiations in Central America."
            


            
              	1988

              	United Nations Peace-Keeping Forces

              	United Nations

              	For participation in numerous conflicts since 1956. At the time of the award, 736 people from a variety of nations had lost their lives in peacekeeping efforts.
            


            
              	1989

              	Tenzin Gyatso, the 14th Dalai Lama

              	Tibet

              India

              	"for his consistent resistance to the use of violence in his people's struggle to regain their freedom."
            


            
              	1990

              	Mikhail Sergeyevich Gorbachev

              (Михаи́л Серге́евич Горбачёв)

              	Soviet Union

              	"for his leading role in the peace process which today characterizes important parts of the international community"
            


            
              	1991

              	Aung San Suu Kyi ([image: ])

              	Myanmar

              	"for her non-violent struggle for democracy and human rights."
            


            
              	1992

              	Rigoberta Mench

              	Guatemala

              	"in recognition of her work for social justice and ethno-cultural reconciliation based on respect for the rights of indigenous peoples."
            


            
              	1993

              	Nelson Mandela

              Frederik Willem de Klerk

              	South Africa

              	"for their work for the peaceful termination of the apartheid regime, and for laying the foundations for a new democratic South Africa."
            


            
              	1994

              	Yasser Arafat (ياسر عرفات)

              Shimon Peres (שמעון פרס)

              Yitzhak Rabin (יצחק רבין)

              	Palestinian National Authority

              Israel

              Israel

              	"for their efforts to create peace in the Middle East."
            


            
              	1995

              	Joseph Rotblat

              Pugwash Conferences on Science and World Affairs

              	Poland

              United Kingdom

              Canada

              	"for their efforts to diminish the part played by nuclear arms in international politics and, in the longer run, to eliminate such arms."
            


            
              	1996

              	Carlos Filipe Ximenes Belo

              Jos Ramos-Horta

              	East Timor

              	"for their work towards a just and peaceful solution to the conflict in East Timor."
            


            
              	1997

              	International Campaign to Ban Landmines

              Jody Williams

              	United States

              	"for their work for the banning and clearing of anti-personnel mines."
            


            
              	1998

              	John Hume

              David Trimble

              	United Kingdom

              	"Awarded for their efforts to find a peaceful solution to the conflict in Northern Ireland."
            


            
              	1999

              	Mdecins Sans Frontires

              	Belgium

              	"in recognition of the organization's pioneering humanitarian work on several continents."
            


            
              	2000

              	Kim Dae Jung (김대중)

              	South Korea

              	"for his work for democracy and human rights in South Korea and in East Asia in general, and for peace and reconciliation with North Korea in particular."
            


            
              	2001

              	United Nations

              Kofi Annan

              	United Nations

              Ghana

              	"for their work for a better organized and more peaceful world."
            


            
              	2002

              	James Earl (Jimmy) Carter, Jr.

              	United States

              	former President of the United States, "for his decades of untiring effort to find peaceful solutions to international conflicts, to advance democracy and human rights, and to promote economic and social development."
            


            
              	2003

              	Shirin Ebadi (شيرين عبادي)

              	Iran

              	"for her efforts for democracy and human rights. She has focused especially on the struggle for the rights of women and children."
            


            
              	2004

              	Wangari Maathai

              	Kenya

              	"for her contribution to sustainable development, democracy and peace."
            


            
              	2005

              	International Atomic Energy Agency

              Mohamed ElBaradei (محمد البرادعي)

              	United Nations

              Egypt

              	"for their efforts to prevent nuclear energy from being used for military purposes and to ensure that nuclear energy for peaceful purposes is used in the safest possible way."
            


            
              	2006

              	Muhammad Yunus (মুহাম্মদ ইউনুস)

              Grameen Bank

              	Bangladesh

              	"for advancing economic and social opportunities for the poor, especially women, through their pioneering microcredit work."
            


            
              	2007

              	Intergovernmental Panel

              on Climate Change

              Albert Arnold (Al) Gore, Jr.

              	United Nations

              United States

              	"for their efforts to build up and disseminate greater knowledge about man-made climate change, and to lay the foundations for the measures that are needed to counteract such change."
            

          


          * Years with multiple motivations for a Nobel Prize.


          
            Retrieved from " http://en.wikipedia.org/wiki/Nobel_Peace_Prize"
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        Nobiin language


        
          

          
            
              	Nobiin

              Nbn
            


            
              	Spokenin:

              	Egypt, Sudan
            


            
              	Region:

              	Along the banks of the Nile in southern Egypt and northern Sudan
            


            
              	Totalspeakers:

              	495,000 (SIL 2005)
            


            
              	Language family:

              	Nilo-Saharan

               Eastern Sudanic

               Nubian

              Northern

              Nobiin
            


            
              	Language codes
            


            
              	ISO 639-1:

              	none
            


            
              	ISO 639-2:

              	nub
            


            
              	ISO 639-3:

              	fia
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          Nobiin is a Northern Nubian language of the Nilo-Saharan phylum. "Nobiin" is the genitive form of Nb "Nubian" and literally means "(language) of the Nubians".


          Nubian peoples immigrated into the Nile Valley from the southwest, where other Nubian languages are still spoken, at least 2,500 years ago, and Old Nubian, the language of the Nubian kingdoms, is considered ancestral to Nobiin. Nobiin is a tonal language with contrastive vowel and consonant length. The basic word order is Subject Object Verb.


          Nobiin is currently spoken along the banks of the Nile river in southern Egypt and northern Sudan by approximately 495,000 Nubians. Present-day Nobiin speakers are almost universally bilingual in local varieties of Arabic - Egyptian and Sudanese. Many Nobiin-speaking Nubians were forced to relocate in 1963-1964 to make room for the construction of the Aswan High Dam at Aswan, Egypt and for the upstream Lake Nasser.


          There is no standardized orthography for Nobiin. It has been written in both Latinized and Arabic scripts; also, recently there have been efforts to revive the Old Nubian alphabet. This article adopts the Latin orthography used in the only published grammar of Nobiin, Roland Werner's (1987) Grammatik des Nobiin.


          


          Geography and demography


          Before the construction of the Aswan dam, speakers of Nobiin lived in the Nile valley between the third cataract in the South and Korosko in the North. About 60% of the territory of Nubia was destroyed or rendered unfit for habitation as a result of the construction of the dam and the creation of Lake Nasser. At least half of the Nubian population was forcedly resettled. Nowadays, Nobiin speakers live in the following areas: (1) near Kom Ombo, Egypt, about 40 km north of Aswan, where new housing was provided by the Egyptian government for approximately 50,000 Nubians; (2) in New Halfa in the Kassala state of Sudan, where housing and work was provided by the Sudanian government for Nubians from the inundated areas around Wadi Halfa; (3) in the Northern state of Sudan, northwards from Burgeg to the Egyptian border at Wadi Halfa. Additionally, many Nubians have moved to large cities like Cairo and Khartoum. In recent years, some of the resettled Nubians have returned to their traditional territories around Abu Simbel and Wadi Halfa.


          
            [image: Before the construction of the Aswan Dam, the Nobiin people lived mainly between the first and the third cataracts along the shores of the Nile. Yellow dots show places where communities of Nobiin speakers are found today.]

            
              Before the construction of the Aswan Dam, the Nobiin people lived mainly between the first and the third cataracts along the shores of the Nile. Yellow dots show places where communities of Nobiin speakers are found today.
            

          


          Practically all speakers of Nobiin are bilingual in Egyptian Arabic or Sudanese Arabic. For the men, this was noted as early as 1819 by the traveller Johann Ludwig Burckhardt in his Travels to Nubia. The forced resettlement in the second half of the twentieth century also brought more Nubians, especially women and children, into daily contact with Arabic. Chief factors in this development include increased mobility (and hence easy access to non-Nubian villages and cities), changes in social patterns such as women going more often to the market to sell their own products, and easy access to Arabic newspapers. In urban areas, many Nubian women go to school and are fluent in Arabic; they usually address their children in Arabic, reserving Nobiin for their husband. In response to concerns about a possible language shift to Arabic, Werner notes a very positive language attitude. Rouchdy (1992a) however notes that use of Nobiin is confined mainly to the domestic circle, as Arabic is the dominant language in trade, education, and public life. Sociolinguistically, the situation may be described as one of stable bilingualism: the dominant language (Arabic in this case), although used widely, does not easily replace the minority language since the latter is tightly connected to the Nubian identity.


          Nobiin has been called Mahas(i), Mahas-Fiadidja, and Fiadicca in the past. Mahas and Fiadidja are geographical terms which correspond to two dialectal variants of Nobiin; the differences between these two dialects are negligible and some have in fact argued that there is no evidence of a dialectal distinction at all. Nobiin should not be confused with the Arabic-based creole Ki-Nubi.


          


          History


          Nobiin is one of the few African languages having a written history that can be followed over the course of more than a millennium. Old Nubian, preserved in a sizable collection of mainly early Christian manuscripts and documented in detail by Gerald M. Browne (1944-2004), is considered ancestral to Nobiin. Many manuscripts have been unearthed in the Nile Valley, mainly between the first and fifth cataracts, testifying to a firm Nubian presence in the area during the first millennium. A dialect cluster related to Nobiin, Kenzi-Dongolawi, is found in the same area. The Nile-Nubian languages were the languages of the Christian Nubian kingdoms.


          The other Nubian languages are found hundreds of kilometers to the Southwest, in Darfur and in the Nuba Mountains of Kordofan. For a long time it was assumed that the Nubian peoples dispersed from the Nile Valley to the south, probably at the time of the downfall of the Christian kingdoms. However, comparative lexicostatistic research in the second half of the twentieth century has shown that the spread must have been in the opposite direction. Greenberg (as cited in Thelwall 1982) calculated that a split between Hill Nubian and the two Nile-Nubian languages occurred at least 2,500 years ago. This is corroborated by the fact that the oral tradition of the Shaiqiya tribe of the Jaali group of arabized Nile-Nubians tells of coming from the southwest long ago. The speakers of Nobiin are thought to have come to the area before the speakers of the related Kenzi-Dongolawi languages (see classification below).


          Since the seventh century, Nobiin has been challenged by Arabic. The economic and cultural influence of Egypt over the region was considerable, and, over the centuries, the Egyptian Dialect of Arabic spread south. Areas like al-Maris became almost fully Arabized. The conversion of Nubia to Islam after the fall of the Christian kingdoms further enhanced the Arabization process. In what is today Sudan, Sudanese Arabic became the main vernacular of the Kingdom of Sennar, with Nobiin becoming a minority tongue. In Egypt, the Nobiin speakers were also part of a largely Arabic-speaking state, but Egyptian control over the south was limited. With the Ottoman conquest of the region in the sixteenth century, official support for Arabization largely ended as the Turkish and Circassian governments in Cairo sometimes saw Nobiin speakers as a useful ally. However, as Arabic remained a language of high importance in Sudan and especially Egypt, Nobiin continued to be under pressure and its use became largely confined to Nubian homes.


          


          Classification


          Nobiin is one of the about eleven Nubian languages. It has traditionally been grouped with the Kenzi-Dongolawi cluster, mainly based on the geographic proximity of the two (prior to the construction of the Aswan Dam, varieties of Kenzi-Dongolawi were spoken north and south of the Nobiin area, in Kunuz and Dongola respectively). The uniformity of this 'Nile-Nubian' branch was first called into doubt by Thelwall (1982) who argued, based on lexicostatistical evidence, that Nobiin must have split off from the other Nubian languages earlier than Kenzi-Dongolawi. In Thelwall's classification, Nobiin forms a 'Northern' branch on its own whereas Kenzi-Dongolawi is considered part of Central Nubian, along with Birged (north Darfur) and the Hill Nubian languages ( Nuba Mountains, Kordofan province).


          In recent times, research by Marianne Bechhaus-Gerst has shed more light on the relations between Nobiin and Kenzi-Dongolawi. The groups have been separated so long that they do not share a common identity; additionally, they differ in their traditions about their origins. The languages are clearly genetically related, but the picture is complicated by the fact that there are also indications of contact-induced change (Bechhaus-Gerst 1996). Nobiin appears to have had a strong influence on Kenzi-Dongolawi, as evidenced by similarities between the phoneme inventories as well as the occurrence of numerous borrowed grammatical morphemes. This has led some to suggest that Kenzi-Dongolawi in fact is "a 'hybrid' language between old Nobiin and pre-contact Dongolawi" (Heine & Kuteva 2001:400). Evidence of the reverse influence is much rarer, although there are some late loans in Nobiin which are thought to come from Kenzi-Dongolawi (Bechhaus-Gerst 1996:306).


          The Nubian languages are part of the Eastern Sudanic branch of Nilo-Saharan. On the basis of a comparison with seventeen other Eastern Sudanic languages, Thelwall (1982) considers Nubian to be most closely related to Tama, a member of the Taman group, with an average lexical similarity of just 22.2 per cent.


          


          Sounds


          Nobiin has open and closed syllables: g mouth, n woman, g uncle, km camel, ds blood. Every syllable bears a tone. Long consonants are only found in intervocalic position, whereas long vowels can occur in initial, medial and final position. Phonotactically, there might be a weak relationship between the occurrence of consonant and vowel length: forms like drrl 'climb' and drl 'be present' are found, but *drl (short V + short C) and *drrl (long V + long C) do not exist; similarly, fyyr 'grow' and fyr 'lose (a battle)' occur, but not *fyr and *fyyr.


          


          Vowels


          Nobiin has a five vowel system. The vowels /e/ and /o/ can be realised close or more open (as [ɛ] and [ɔ], respectively). Vowels can be long or short, e.g. jk 'fear' (long /aː/), jkkr 'fish-hook' (short /a/). However, many nouns are unstable with regard to vowel length; thus, bl: bl feast, g: g fire, shrt: shrt spear. Diphthongs are interpreted as sequences of vowels and the glides /w/ and /j/.


          
            
              	Monophthongs

              	Front

              	Central

              	Back
            


            
              	Close

              	i, iː

              	

              	u, uː
            


            
              	Close-mid

              	e, eː

              	

              	o, oː
            


            
              	Open

              	

              	ɑ, ɑː

              	
            

          


          


          Consonants


          Consonant length is contrastive in Nobiin, e.g. dww 'path' vs. dw 'kitchen'. Like vowel length, consonant length is not very stable; long consonants tend to be shortened in many cases (e.g. the Arabic loan dkkn shop is often found as dkn).


          
            
              Consonant phonemes
            

            
              	

              	Bilabial

              	Labio-

              dental

              	Alveolar

              	Palatal

              	Velar

              	Glottal
            


            
              	Plosives and

              affricates

              	p

              	b

              	

              	

              	t

              	d

              	c

              	ɟʝ

              	k

              	ɡ

              	
            


            
              	Nasals

              	

              	m

              	

              	

              	

              	n

              	

              	ɲ

              	

              	ŋ

              	
            


            
              	Fricatives

              	

              	

              	f

              	

              	s

              	z

              	

              	

              	

              	

              	(h)
            


            
              	Trill

              	

              	

              	

              	

              	

              	r

              	

              	

              	

              	

              	
            


            
              	Approximants

              	

              	

              	

              	

              	

              	l

              	

              	j

              	

              	w

              	
            

          


          The phoneme /p/ has a somewhat marginal status as it only occurs as a result of certain morphophonological processes. The voiced plosive /b/ is mainly in contrast with /f/. Originally, [z] only occurred as an allophone of /s/ before voiced consonants; however, through the influx of loanwords from Arabic it has acquired phonemic status: zb 'pain'. The glottal fricative [h] occurs as an allophone of /s, t, k, f, g/ (sdd  hdd 'where?'; tnntn  tnnhn 'of him/her'; y fkbr  y hkbr 'I will eat'; dllkkkn  dllhkkn 'he has loved'. This process is unidirectional (i.e. /h/ will never change into one of the above consonants) and it has been termed 'consonant switching' (Konsonantenwechsel) by Werner (1987:36). Only in very few words, if any, /h/ has independent phonemical status: Werner lists hss 'voice' and hngr 'braying', but it might be noted that the latter example is less convincing because of its probably onomatopoeic nature. The alveolar liquids /l/ and /r/ are in free variation as in many African languages. The approximant /w/ is a voiced labial-velar.


          


          Tone


          Nobiin is a tonal language, in which tone is used to mark lexical contrasts. Tone also figures heavily in derivational morphology. Nobiin has two underlying tones, high and low. A falling tone occurs in certain contexts; this tone can in general be analysed arising from a high and a low tone together.


          
            	rr 'settlement' (high)


            	nr 'shadow' (low)

          


          In Nobiin, every utterance ends in a low tone. This is one of the clearest signs of the occurrence of a boundary tone, realized as a low tone on the last syllable of any prepausal word. The examples below show how the surface tone of the high tone verb kkr- cook depends on the position of the verb. In the first sentence, the verb is not final (because the question marker n is appended) and thus it is realized as high. In the second sentence, the verb is at the end of the utterance, resulting in a low tone on the last syllable.


          
            	ttrk kkn?  (vegetables:DO cook:she.PRESENT-Q)  'Does she cook the vegetables?'


            	yy ttrk kk.  (yes vegetables:DO cook:she.PRESENT)  'Yes, she cooks the vegetables.'

          


          Tone plays an important role in several derivational processes. The most common situation involves the loss of the original tone pattern of the derivational base and the subsequent assignment of low tone, along with the affixation of a morpheme or word bringing its own tonal pattern (see below for examples).


          For a long time, the Nile Nubian languages were thought to be non-tonal; instead, early analyses employed term like ' stress' or 'accent' to describe the phenomena now recognized as a tone system . Carl Meinhof reported that only remants of a tone system could be found in the Nubian languages. He based this conclusion not only on his own data, but also on the observation that Old Nubian had been written without tonal marking. Based on accounts like Meinhofs, Nobiin was considered a toneless language for the first half of the twentieth century. The statements of de facto authorities like Meinhof, Westermann, and Ward heavily affected the next three decades of linguistic theorizing about stress and tone in Nobiin. As late as 1968, Herman Bell was the first scholar to develop an account of tone in Nobiin. Although his analysis was still hampered by the occasional confusion of accent and tone, he is credited by Roland Werner as being the first to recognize that Nobiin is a genuine tonal language, and the first to lay down some elementary tonal rules.


          


          Grammar


          
            [image: A Nubian wedding near Aswan, Egypt]

            
              A Nubian wedding near Aswan, Egypt
            

          


          


          Pronouns


          The basic personal pronouns of Nobiin are:


          
            
              	
                
                  	y-


                  	r-


                  	tr-


                  	-


                  	r-


                  	tr-

                

              

              	
                
                  	I


                  	you (singular)


                  	he, she, it


                  	we


                  	you (plural)


                  	they

                

              
            

          


          
            
              
                	my

                	yn

                	n

                	nn
              


              
                	your

                	rn

                	n

                	nn
              


              
                	his/her

                	trn

                	tn

                	tnn
              


              
                	our

                	n

                	n

                	n
              


              
                	your

                	rn

                	nn

                	nn
              


              
                	their

                	trn

                	tnn

                	tnn
              

            

          


          There are three sets of possessive pronouns. One of them is transparently derived from the set of personal pronouns plus a connexive suffix n. Another set is less clearly related to the simple personal pronouns; all possessive pronouns of this set bear a High tone. The third set is derived from the second set by appending the nominalizing suffix -n.


          Nobiin has two demonstrative pronouns: n 'this', denoting things nearby, and mn 'that', denoting things farther away. Both can function as the subject or the object in a sentence; in the latter case they take the object marker -g yielding ng and mng, respectively (for the object marker, see also below). The demonstrative pronoun always precedes the nouns it refers to.


          
            	n d drbd wk knkn  (this man hen one-OB have:3.sgPRESENT)  'This man has a hen.'


            	mm br ny l?  (that girl who be.Q)  'Who is that girl?'

          


          


          Nouns


          Nouns in Nobiin are predominantly disyllabic, although monosyllabic and three- or four-syllabic nouns are also found. Nouns can be derived from adjectives, verbs, or other nouns by appending various suffixes. In plural formation, the tone of a noun becomes Low and one of four plural markers is suffixed. Two of these are Low in tone, while the other two have a High tone.


          
            	- (L): fnt  fnt '(sweet) dates'


            	-nc (L): rr  rnc 'falls'


            	-r (H): dm  dmr 'men, people'


            	-g (H): krs  krsg 'chairs'

          


          In most cases it is not predictable which plural suffix a noun will take. Furthermore, many nouns can take different suffixes, e.g. g 'mouth'  g/gr. However, nouns that have final - usually take Plural 2 (-nc), whereas disyllabic Low-High nouns typically take Plural 1 (-).


          Gender is expressed lexically, occasionally by use of a suffix, but more often with a different noun altogether, or, in the case of animals, by use of a separate nominal element nd masculine or krr feminine:


          
            	d man vs. dn woman


            	td boy vs. br girl


            	kjkrr she-ass vs. kjnnd donkey

          


          The pair male slave/female slave forms an interesting exception, showing gender marking through different endings of the lexeme: ssh 'slave (m)' vs. ssh 'slave (f)'. An Old Nubian equivalent which does not seem to show the gender is oshonaeigou 'slaves'; the plural suffix -gou has a modern equivalent in -g (see above).


          In compound nouns comprised of two nouns, the tone of the first noun becomes Low while the appended noun keeps its own tonal pattern.


          
            	kds 'cat' + mrr 'wild'  kds-mrr 'wild cat'


            	kr 'guest' + ng 'house'  skrn-ng 'guest room'


            	tgj 'sling' + kd 'stone'  tgj-kd 'sling stone'

          


          Many compounds are found in two forms, one more lexicalized than the other. Thus, it is common to find both the coordinated noun phrase hhm mn 'the water of the river' and the compound noun bhm-mn 'river-water', distinguished by their tonal pattern.


          


          Verbs


          Verbal morphology in Nobiin is subject to numerous morphophonological processes, including syllable contraction, vowel elision, and assimilation of all sorts and directions. A distinction needs to be made between the verbal base and the morphemes that follow. The majority of verbal bases in Nobiin end in a consonant (e.g. nr- sleep, kb- eat, tg- follow, fyy- lie); notable exceptions are j- go and n- drink. Verbal bases are mono- or disyllabic. The verbal base carries one of three or four tonal patterns. The main verb carries person, number, tense, and aspect information.


          
            	y fjrk sllr  (I morning.prayer pray:I.PRESENT)  'I pray the morning prayer.'

          


          Only rarely do verbal bases occur without appended morphemes. One such case is the use of the verb j- 'go' in a serial verb-like construction.


          
            	rj wk f j jnr  (meat one:OB FUTURE go buy:IPRESENT)  'I'm going to buy a piece of meat.'

          


          


          Syntax


          The basic word order in a Nobiin sentence is Subject Object Verb. Objects are marked by an object suffix -g, often assimilating to the final consonant of the word (e.g. ktb 'book', ktpp 'book-OBJECT' as seen below). In a sentence containing both an indirect and a direct object, the object marker is suffixed to both.


          
            	km wg kb  (camel corn-OB eat:he.PRESENT)  'The camel eats corn.'


            	y kk n ktpp tr  (I you-OB this book-OB give:I.PRESENT)  'I give you this book.'

          


          Questions can be constructed in various ways in Nobiin. Constituent questions ('Type 1', questions about 'who?', 'what?', etc.) are formed by use of a set of verbal suffixes in conjunction with question words. Simple interrogative utterances ('Type 2') are formed by use of another set of verbal suffixes.


          
            
              	

              	Type 1

              	Type 2
            


            
              	I

              	-re/-le

              	-r
            


            
              	you

              	-i

              	-n
            


            
              	s/he

              	-i

              	-n
            


            
              	we

              	-ro/-lo

              	-l
            


            
              	you (pl)

              	-ro/-lo

              	-l
            


            
              	they

              	-(i)nna

              	-()nnn
            

          


          Some of the suffixes are similar. Possible ambiguities are solved by the context. Some examples:


          
            	mn mn tl ny?  (what water in live:PRES.2/3SG.Q1)  'What lives in water?'


            	hdd nl mr?  (where Nile run/flow:PRES.2/3SG.Q1)  'Where does the Nile flow?'


            	r sbng jnn?  (you soap:OB have:2/3SG.PRES.Q2)  'Do you have soap?'


            	sbng jnn?  (soap:OB have:PRES2/3SG.Q2)  'do you sell soap?' / 'Does he/she sell soap?'


            	r bll rgr?  (you (pl.) party.at dance:PRES1/2PL.Q2)  'Do you (pl.) dance at the party?'

          


          


          Writing system


          Old Nubian, considered ancestral to Nobiin, was written in an uncial variety of the Greek alphabet, extended with three Coptic letters  ϣ "sh", ϩ "h", and ϭ "j"  and three unique to Nubian: ⳡ "ny" and ⳣ "w", apparently derived from Meroitic; and ⳟ "ng", thought to be a ligature of two Greek gammas.


          There are three currently active proposals for the script of Nobiin (Asmaa 2004, Hashim 2004): the Arabic alphabet, the Latin alphabet and the Old Nubian alphabet. Since the 1950s, Latin has been used by 4 authors, Arabic by 2, and Old Nubian by 1, in the publication of various books of proverbs, dictionaries, and textbooks. For Arabic, the extended ISESCO system may be used to indicate vowels and consonants not found in Arabic itself.


          
            Retrieved from " http://en.wikipedia.org/wiki/Nobiin_language"
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                    Neon, like all noble gases except helium, has a "full" (eight electron) valence (outermost) electron shell.
                  

                

              
            

          


          The noble gases are the elements in group 18 (also sometimes Group 0 IUPAC Style, or Group 8) of the periodic table. The group is also called the helium family or neon family. Chemically, the noble gases are very stable due to having the maximum number of valence electrons their outer shell can hold. Noble gases rarely react with other elements since they are already stable. Under normal conditions, they occur as odorless, colorless, monatomic gases. Each of them has its melting and boiling point close together, so that only a small temperature range exists for each noble gas in which it is a liquid. Noble gases have numerous important applications in lighting, welding and space technology. The seven noble gases are: helium, neon, argon, krypton, xenon, radon, and ununoctium.


          


          Etymology


          "Noble gas" is the translation of the German Edelgas, which was in use as early as 1898. This refers to the extremely low level of reactivity under normal conditions. The noble gases have also been referred to as inert gases, but these terms are not strictly accurate because several of them do take part in chemical reactions. Another old term is rare gases, although argon forms a fairly considerable part (0.93% by volume, 1.29% by mass) of the Earth's atmosphere.


          


          History


          The existence of noble gases was not known until after the advent of the periodic table. In the late nineteenth century, Lord Rayleigh discovered that some samples of nitrogen from the air were of a different density than nitrogen resulting from chemical reactions. Along with scientist William Ramsay, Lord Rayleigh theorized that the nitrogen extracted from air was associated with another gas, argon. With this discovery, they realized that a whole class of gases was missing from the periodic table. Eventually, all the known noble gases except for helium were discovered in the air, with argon being much more common than the others, and the table was completed. Helium was detected spectrographically in the Sun in 1868. The isolation of helium on Earth had to wait until 1895. Under standard conditions, the noble gases all occur as monatomic gases.


          


          Chemical makeup


          Noble gases have full valence electron shells. Valence electrons are the outermost electrons of an atom and are normally the only electrons which can participate in chemical bonding. According to atomic theory derived from quantum mechanics and experimental trends, atoms with full valence electron shells are extraordinarily stable and therefore do not form chemical bonds.


          All of them exhibit an extremely low chemical reactivity and very few noble gas compounds have been prepared. No conventional compounds of helium or neon have yet been prepared, while xenon and krypton are known to show some reactivity in the laboratory. Recently argon compounds have also been successfully characterised. The noble gases' lack of reactivity can be explained in terms of them having a "complete valence shell". They have little tendency to gain or lose electrons. The noble gases have high ionization energies and negligible electronegativities. The noble gases have very weak inter-atomic forces of attraction, and consequently very low melting points and boiling points. This is why they are all monatomic gases under normal conditions, even those with larger atomic masses than many normally solid elements.


          


          Applications


          One of the most commonly encountered uses of the noble gases in everyday life is in lighting. Argon is often used as a suitable safe and inert atmosphere for the inside of filament light bulbs, and is also used as an inert atmosphere in the synthesis of air and moisture sensitive compounds (as an alternative for nitrogen). Some of the noble gases glow distinctive colors when used inside lighting tubes ( neon lights). Helium, due to its nonreactivity (compared with flammable hydrogen) and lightness, is often used in blimps and balloons. Helium and argon are commonly used to shield a welding arc, and the surrounding base metal from the atmosphere during welding. Krypton is also used in lasers, which are used by doctors for eye surgery. Xenon is used in xenon arc lamps, and it has anaesthetic properties.


          


          Physical properties


          
            
              	Property

              	Noble gas
            


            
              	Element number

              	2

              	10

              	18

              	36

              	54

              	86
            


            
              	Element name

              	Helium

              	Neon

              	Argon

              	Krypton

              	Xenon

              	Radon
            


            
              	Density (g/dm)

              	0.1786

              	0.9002

              	1.7818

              	3.708

              	5.851

              	9.97
            


            
              	Atomic radius (nm)

              	0.050

              	0.070

              	0.094

              	0.109

              	0.130

              	-
            


            
              	Boiling point (C)

              	-268.83

              	-245.92

              	-185.81

              	-151.7

              	-106.6

              	-62
            


            
              	Melting point (C)

              	-272

              	-248.52

              	-189.6

              	-157

              	-111.5

              	-71
            

          


          



          


          Noble gas notation


          The noble gases can be used in conjunction with the electron configuration notation to make what is called the Noble Gas Notation. For example: while the electron notation of the element carbon is 1s2s 2p, the Noble Gas notation would be [He] 2s2p.


          This notation makes the identification of elements faster, and is shorter and easier than writing out the full notation of orbitals.


          
            Retrieved from " http://en.wikipedia.org/wiki/Noble_gas"
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              	Norfolk
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              	Geography
            


            
              	Status

              	Ceremonial and Non-metropolitan county
            


            
              	Region

              	East of England
            


            
              	Area

              - Total

              - Admin. council

              	Ranked 5th

              5,371 km (2,074 sqmi)

              Ranked 5th
            


            
              	Admin HQ

              	Norwich
            


            
              	ISO 3166-2

              	GB-NFK
            


            
              	ONS code

              	33
            


            
              	NUTS 3

              	UKH13
            


            
              	Demography
            


            
              	Population

              - Total (2006est.)

              - Density

              - Admin. council

              	Ranked 25th

              832,500

              155/km (401/sqmi)

              Ranked 7th
            


            
              	Ethnicity

              	98.5% white
            


            
              	Politics
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              Arms of Norfolk County Council with supporters

              Norfolk County Council

              http://www.norfolk.gov.uk/
            


            
              	Executive

              	Conservative
            


            
              	Members of Parliament

              	
                
                  	Richard Bacon (C)


                  	Henry Bellingham (C)


                  	Charles Clarke (L)


                  	Christopher Fraser (C)


                  	Ian Gibson (L)


                  	Norman Lamb (LD)


                  	Keith Simpson (C)


                  	Anthony Wright (L)

                

              
            


            
              	Districts
            


            
              	
                [image: Image:NorfolkNumbered.jpg]


                
                  	Norwich


                  	South Norfolk


                  	Great Yarmouth


                  	Broadland


                  	North Norfolk


                  	King's Lynn and West Norfolk


                  	Breckland

                

              
            

          


          Norfolk (pronounced /ˈnɔrfək/) is a low-lying county in East Anglia, England, United Kingdom. It has borders with Lincolnshire to the west, Cambridgeshire to the west and southwest and with Suffolk to the south. Its northern and eastern boundaries are the North Sea coast, including The Wash. The county capital is Norwich, located at . Norfolk is the fifth largest ceremonial county in England, with an area of 5,371 km (2,074 sq mi).


          Of the 34 non-metropolitan English counties, Norfolk is the seventh most populous, with a population of 816,500. However, as a largely rural county it has a low population density, 152 people per square kilometre, making it 25th highest by population density. This is reflected in Norfolk's economy which is dominated by agriculture and tourism. The Broads lie partly within the county. A recent bid to have them declared a National Park failed, because it would have meant conservation being more important than navigation. Historical sites, such as the centre of Norwich, also contribute to tourism.


          In a contest held by Plantlife, Norfolk's county flower was voted to be the Common Poppy after complaints that the first choice Alexanders was not representative.


          


          History


          Norfolk was settled in pre-Roman times, with neolithic camps along the higher land in the west where flints could be quarried. A Brythonic tribe, the Iceni, inhabited the county from the first century BC, to the end of the first century (AD). The Iceni revolted against the Roman invasion in 47 AD, and again in 60 AD led by Boudica. The crushing of the second rebellion opened the county to the Romans. During the Roman era roads and ports were constructed throughout the county and farming took place.


          Situated on the east coast, Norfolk was vulnerable to invasions from Scandinavia and northern Europe, and forts were built to defend against the Angles and Saxons. By the 5th century the Angles, for whom East Anglia and England itself are named, had established control of the region and later became the "north folk" and the "south folk", hence, "Norfolk" and "Suffolk". Norfolk, and several adjacent areas, became the kingdom of East Anglia, later merging with Mercia and then Wessex. The influence of the Early English settlers can be seen in the many "thorpes", "tons" and "hams" of placenames. In the 9th century the region again came under attack, this time from Vikings who killed the king, Edmund the Martyr. In the centuries before the Norman Conquest the wetlands of the east of the county began to be converted to farmland, and settlements grew in these areas. Migration into East Anglia must have been high, as by the time of the Conquest and Domesday Book survey, it was one of the most densely populated parts of the British Isles.


          During the high and late Middle Ages the county developed arable agriculture and woolen industries. The economy was in decline by the time of the Black Death, which dramatically reduced the population in 1349, suffice to say that the current population has yet to equal the population from this time. By the 16th century Norwich had grown to become the second largest city in England, but in 1665 the Great Plague of London again killed around one third of the population. During the English Civil War Norfolk was largely Parliamentarian. The economy and agriculture of the region declined somewhat, and during the industrial revolution Norfolk developed little industry and was a late addition to the railway network.


          In the 20th century the county developed a role in aviation. The first development in airfields came with the First World War; there was then a massive expansion during the Second World War with the growth of the Royal Air Force and the influx of the American USAAF 8th Air Force which operated from many Norfolk Airfields. During the Second World War agriculture rapidly intensified, and has remained very intensive since with the establishment of large fields for cereal and oil seed rape growing. Norfolk's low-lying land and easily eroded cliffs, many of which are chalk and clay, make it vulnerable to the sea, the most recent major event being the North Sea flood of 1953.


          The low-lying section of coast between Kelling and Lowestoft Ness is currently managed by the Environment Agency to protect the Broads from sea flooding. Management policy for the North Norfolk coastline is described in the North Norfolk Shoreline Management Plan which was published in 2006 but has yet to be accepted by the local authorities. The Shoreline Management Plan states that the stretch of coast will be protected for at least another 50 years, but that in the face of sea level rise and post-glacial lowering of land levels in the South East, there is an urgent need for further research to inform future management decisions, including the possibility that the sea defences may have to be realigned to a more sustainable position. Natural England have contributed some research into the impacts on the environment of various realignment options. The draft report of their research was leaked to the press, who created great anxiety by reporting that Natural England plan to abandon a large section of the Norfolk Broads, villages and farmland face to the sea to save the rest of the Norfolk coastline from the impact of climate change.


          


          Economy and industry
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              Wells-next-the-Sea.
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              River Wensum, Norwich.
            

          


          
            [image: Norwich Cathedral: Spire and south transcept.]

            
              Norwich Cathedral: Spire and south transcept.
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              Norwich Roman Catholic Cathedral.
            

          


          In 1998 Norfolk had a Gross Domestic Product of 9,319 million, making it 1.5% of England's economy and 1.25% of the United Kingdom's economy. The GDP per head was 11,825, compared to 13,635 for East Anglia, 12,845 for England and 12,438 for the United Kingdom. In 1999-2000 the county has an unemployment rate of 5.6%, compared to 5.8% for England and 6.0% for the UK.


          Much of Norfolk's flat and fertile land has been drained and converted to arable land. Chief arable crops are sugar beet, wheat, barley (for brewing) and oil seed rape. Over 20% of employment in the county is in the agriculture and food industries. Agribusiness has been successful in the county, and farming is very intensive with large fields, and many formerly family-run farms have been agglomerated into large farms which are highly efficient but criticised for reducing biodiversity, employment and damaging the community.


          Well-known companies in Norfolk are Norwich Union, Colman's and Bernard Matthews. The Construction Industry Training Board is based on the former airfield of RAF Bircham Newton. The BBC East region is centred on Norwich (though covers as far west as Milton Keynes).


          To help local industry in Norwich, Norfolk, the local council offers a wireless service.


          


          Education


          


          Primary and secondary


          Norfolk has a completely comprehensive state education, with secondary school age from 11 to 16 or 18, as well as several private schools. In many rural areas, there is no nearby sixth form. Sixth form colleges are found in larger towns. There are twelve independent schools including the Gresham's School in Holt in the north of the county, and Norwich School, in Norwich. The Kings Lynn district has the largest school population.


          


          Tertiary


          The University of East Anglia is located on the outskirts of Norwich.


          


          Politics


          Norfolk is a shire county, under the control of Norfolk County Council. This is divided into seven local government districts, Breckland District, Broadland District, Great Yarmouth Borough, King's Lynn and West Norfolk Borough, North Norfolk District, Norwich City and South Norfolk.


          The Department for Communities and Local Government has referred Norwich City Council's proposal to become a new unitary authority to the Boundary Committee. The Boundary Committee will report back by the end of the year.


          Norfolk County Council is Conservative-controlled and led by Daniel Cox. There are 46 Conservative councillors, 22 Labour councillors, 14 Liberal Democrat councillors and two Green councillors. There was 63% turnout at the most recent local election.


          In the House of Commons, Norfolk is represented by four Conservative Members of Parliament, three Labour MPs and one Liberal Democrat. Labour represent the more urban areas of Norwich and Great Yarmouth. The former Home Secretary, Charles Clarke, represents Norwich South.


          
            
              
                Norfolk Election Results 5th May 2005
              

              
                	Parliamentary

                	County Council
              


              
                	Party

                	Votes

                	Votes%

                	Seats

                	Seats%

                	Party

                	Votes

                	Votes%

                	Seats

                	Seats%
              


              
                	Conservative

                	163224

                	40%

                	4

                	50%

                	Conservative

                	158942

                	39%

                	46

                	55%
              


              
                	Labour

                	122650

                	30%

                	3

                	38%

                	Green

                	18786

                	5%

                	2

                	2%
              


              
                	Liberal Democrat

                	103805

                	25%

                	1

                	13%

                	Labour

                	108043

                	27%

                	22

                	26%
              


              
                	Others

                	19371

                	5%

                	0

                	0%

                	Liberal Democrat

                	113048

                	28%

                	14

                	17%
              


              
                	

                	

                	

                	

                	

                	Others

                	6924

                	2%

                	0

                	0%
              


              
                	Totals

                	409050

                	

                	8

                	

                	

                	405743

                	

                	84

                	
              


              
                	Turnout

                	64%

                	

                	

                	

                	

                	63%

                	

                	

                	
              

            


            
              
                	Notes
              


              
                	
                  Includes Town Close ward by-election held 26 May 2005, electors in Town Close didn't vote for a County Councilor on 5 May 2005 due to the death of one of the candidates between close of nominations and polling day.

                  UKIP, Green, LCA, Independents, Others

                  UKIP, LCA, Independents, Others

                
              

            

          


          


          Settlements and communications


          Norfolk's county town and only city is Norwich, one of the largest settlements in England during the Norman era. Norwich is home to Norfolk's only university, the University of East Anglia, and is the county's main business and culture centre. Other principal towns include the port-town of King's Lynn and the seaside resort and Broads gateway town of Great Yarmouth. There are also several market towns: Aylsham, Downham Market, Dereham, Fakenham, Diss, Holt, North Walsham, Swaffham, Thetford and Wymondham.


          Norfolk is one the few counties in England that does not have a motorway. The A11 connects Norfolk to Cambridge and London and the A47 runs west to the East Midlands. The Great Eastern Main Line is a major railway from London Liverpool Street Station to Essex, Suffolk and Norfolk. The only major airport in the county is Norwich International Airport, which offers flights within Europe, including a link to Amsterdam which offers onward flights throughout the world.


          


          Dialect, accent and nickname


          The Norfolk Dialect, also known as "Broad Norfolk", is the accent/dialect of people living in Norfolk, although over the modern age much of the vocabulary and phrases have died out due to a number of factors, such as radio, TV and people from other parts of the country coming to Norfolk. As a result the speech of Norfolk is more of an accent than dialect, though one part retained from the Norfolk dialect is the distinctive grammar of the region.


          More cutting, perhaps, was the formerly-used pejorative medical term " Normal for Norfolk", now discredited, the use of which is banned by the profession.


          


          Tourist highlights


          
            [image: The Norfolk coast.]

            
              The Norfolk coast.
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              The Norfolk Broads.
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              The historic city of Norwich.
            

          


          Norfolk is a popular tourist destination; major attractions include beaches, the Broads, and the city of Norwich. The Queen's residence of Sandringham provides an all year round tourist attraction. Rural parts of the county, notably the area around Burnham Market, are also popular locations for city dwellers to purchase weekend homes.


          


          People of Norfolk


          see also Category:People from Norfolk Some notable people who were born and/or raised in Norfolk:


          
            	Peter Bellamy folk singer and musician, was born and brought up in North Norfolk


            	Henry Blofeld, Cricket commentator


            	Henry Blogg, the UK's most decorated lifeboatman, was from Cromer


            	Boudica, queen of the Iceni people in ancient Britain and scourge of the occupying Roman Army, was born in the part of Norfolk that is close to Norwich, at a settlement near the River Wensum


            	Sir Thomas Browne, English renaissance writer, physician and early archaeologist


            	Martin Brundle, former motor-racing driver and now popular commentator was born in King's Lynn


            	Dave Bussey Former BBC Radio 2 and current BBC Radio Lincolnshire presenter


            	Howard Carter, archaeologist who discovered Tutankhamuns tomb. His childhood was spent primarily in Swaffham


            	Edith Cavell, a nurse who aided the escape of prisoners in WW1


            	Cathy Dennis, the singer and songwriter, from Norwich


            	Diana, Princess of Wales, first wife of Charles, Prince of Wales, was born and grew up near Sandringham


            	Anthony Duckworth-Chad, landowner and Deputy Lord Lieutenant of Norfolk


            	Sir James Dyson, the inventor and entrepreneur, was born at Cromer, grew up at Holt and was educated at Gresham's School


            	Nathan Fake, electronic dance music producer/DJ


            	Natasha and Ralph Firman, racing drivers, were both born and brought up in Norfolk and educated at Gresham's


            	Margaret Fountaine, the butterfly collector, was born in Norfolk, and her collection is housed in Norwich Castle Museum


            	Elizabeth Fry, prominent 19th century Quaker prison reformer pictured on the Bank of England 5 note, born and raised in Norwich


            	Stephen Fry, Actor, comedian, writer, producer, director and author. Was born in London and was brought up in the village of Booton near Reepham and also briefly attended Gresham's


            	Samuel Fuller, signed the Mayflower Compact


            	Claire Goose, the actress who starred in Casualty, was raised in Norfolk


            	Sienna Guillory, the actress, from north Norfolk was educated at Gresham's School


            	Ed Graham, drummer of Lowestoft band The Darkness, was born in Great Yarmouth


            	Henry Rider Haggard, author


            	Jake Humphrey, BBC presenter, spent most of his childhood in Norwich


            	Andy Hunt footballer, grew up in Ashill


            	Sid Kipper, Norfolk humourist, author, songwriter and singer


            	Myleene Klass, former Hear'Say singer, hails from Gorleston


            	Matthew Macfadyen, actor who starred in Spooks, was born in Great Yarmouth


            	Ruth Madoc, actress, was born in Norwich


            	Danny Mills, footballer, born in Norwich


            	Lord Horatio Nelson, Admiral and British hero who played a major role in the Battle of Trafalgar, born and schooled in Norfolk


            	Nimmo Twins, sketch comedy duo well-known in Norfolk


            	Beth Orton, singer/songwriter, was born in Dereham and raised in Norwich


            	Thomas Paine, philosopher, born in Thetford


            	Barry Pinches, snooker player. comes from Norwich


            	Matthew Pinsent, British rower, was born in Holt


            	Philip Pullman, author, born in Norwich


            	Allan Smethurst, 'The Singing Postman' who sang songs in his Norfolk dialect, was from Sheringham


            	Thomas Shadwell, playwright, satirist and Poet laureate


            	Hannah Spearritt, actress and former S Club 7 singer, is from Gorleston


            	Roger Taylor, drummer of the rock band Queen was born in Kings Lynn and spent the early part of his childhood in Norfolk


            	Peter Trudgill, sociolinguist on accents and dialects including his own native Norfolk dialect, was born and bred in Norwich


            	George Vancouver, Born Kings Lynn. Captain and explorer in the Royal Navy


            	Robert Walpole, regarded as the first British prime minister


            	Tim Westwood, rap DJ and Radio 1 presenter, grew up in and around Norwich


            	John Wilson, angler, writer and broadcaster


            	Parson Woodforde, 18th century clergyman and diarist

          


          


          People associated with Norfolk


          The following people were not born or brought up in Norfolk but are long-term residents of Norfolk, are well-known for living in Norfolk at some point in their lives, or have contributed in some significant way to the county.


          
            	Delia Smith, British TV cook and major Norwich City Football Club shareholder


            	Liza Goddard TV and stage actress, lives in the village of Syderstone


            	John Major British Prime Minister from 1990 to 1997, has a holiday home in Weybourne


            	Revd Richard Enraght, 19th century clergyman, religious controversialist, Rector of St Swithun, Bintree


            	Alan Partridge Popular fictional character associated with Radio Show Norfolk Nights


            	Trisha Goddard, TV personality, lives in Norwich and writes columns in the local newspapers the Eastern Daily Press and Norwich Evening News.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Norfolk"
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              	Largest city

              	Burnt Pine
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              	English, Norfuk
            


            
              	Government

              	Self-governing territory
            


            
              	-

              	Head of State

              	Queen Elizabeth II represented by the Governor-General of Australia
            


            
              	-

              	Acting administrator

              	Owen Walsh (2007-)
            


            
              	-

              	Chief Minister

              	Andre Neville Nobbs (2007-)
            


            
              	Self-governing territory
            


            
              	-

              	Norfolk Island Act

              	1979
            


            
              	Area
            


            
              	-

              	Total

              	34.6km( 227th)

              13.3 sqmi
            


            
              	-

              	Water(%)

              	0
            


            
              	Population
            


            
              	-

              	2007estimate

              	2114
            


            
              	-

              	Density

              	61.1/km

              158.9/sqmi
            


            
              	Currency
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              	NFT (Norfolk Island Time) ( UTC+11:30)
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              	.nf
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              	+6723
            

          


          Norfolk Island ( Norfuk: Norfuk Ailen) is a small inhabited island in the Pacific Ocean located between Australia, New Zealand and New Caledonia. It and two neighbouring islands form one of Australia's external territories.


          The Norfolk Island pine, a symbol of the island pictured in its flag, is an evergreen tree native to the island and is quite popular in Australia, where two related species also grow.


          


          Geography


          Norfolk Island is located in the South Pacific Ocean, east of the Australian mainland. Norfolk Island is the main island of the island group the territory encompasses and is located at . It has an area of 34.6 km (13.3 mi), with no large-scale internal bodies of water but 32 km of coastline. The island's highest point is Mt Bates (319 m above sea level), located in the northwest quadrant of the island. The majority of the terrain is suitable for farming and other agricultural uses. Phillip Island, the second largest island of the territory, is located at , several kilometres south of the main island.


          The coastline of Norfolk Island consists, to varying degrees, of cliff faces. A downward slope exists towards Sydney Bay and Emily Bay, the site of the original colonial settlement of Kingston. There are no safe harbour facilities on Norfolk Island, with loading jetties existing at Kingston and Cascade Bay. All goods not domestically produced are brought in by ship, usually to Cascade Bay. Emily Bay, protected from the Pacific Ocean by a small coral reef, is the only safe area for recreational swimming, although surfing waves can sometimes be found in Ball Bay.


          The climate is subtropical and mild, with little seasonal differentiation. The island is the eroded remnant of a basaltic volcano active around 2.3 to 3 million years ago, with inland areas now consisting mainly of rolling plains. It forms the highest point on the Norfolk Ridge, part of the submerged continent Zealandia.


          The area surrounding Mt Bates is preserved as the Norfolk Island National Park. The park, covering around 10% of the land of the island, contains remnants of the forests which originally covered the island, including stands of subtropical rainforest.


          
            [image: Location of Norfolk Island]
          


          The park also includes the two smaller islands to the south of Norfolk Island, Nepean Island and Phillip Island. The vegetation of Phillip Island was devastated due to the introduction during the penal era of pest animals such as pigs and rabbits, giving it a red-brown colour as viewed from Norfolk; however, pest control and remediation work by park staff has recently brought some improvement to the Phillip Island environment.


          The major settlement on the Island is Burnt Pine, located predominantly along Taylor's Road, where the shopping centre, post office, liquor store, telephone exchange and community hall are located. Settlement also exists over much of the island, consisting largely of widely-separated homesteads.


          Government House, the official residence of the Administrator, is located on Quality Row in what was the penal settlement of Kingston. Other government buildings, including the court, Legislative Assembly and Administration, are also located there. Kingston's role is largely a ceremonial one, however, with most of the economic impetus coming from Burnt Pine.


          


          Environment


          
            [image: Rhopalostylis baueri, a native palm.]

            
              Rhopalostylis baueri, a native palm.
            

          


          Norfolk Island has 174 native plants; 51 of them are endemic. At least 18 of the endemic species are rare or threatened. The Norfolk Island Palm ( Rhopalostylis baueri) and the Smooth Tree-fern ( Cyathea brownii), the tallest tree-fern in the world, are common in the Norfolk Island National Park but rare elsewhere on the island. 15 bird species were originally present; 6 are extinct and three species and two subspecies are highly endangered. Norfolk island has only one native mammal, Gould's wattled bat (Chalinolobus gouldii), which is very rare or may be extinct. Before European colonization, most of Norfolk Island was covered with subtropical rain forest, the canopy of which was made of Araucaria heterophylla (Norfolk Island Pine) in exposed areas, and the palm Rhopalostylis baueri and tree ferns Cyathea brownii and C. australia in moister protected areas. The understory was thick with lianas and ferns covered the forest floor. Only one small tract (5km) of rainforest remains, which was declared as the Norfolk Island National Park in 1986. This forest has been infested with several introduced plants. The cliffs and steep slopes of Mt. Pitt supported a community of shrubs, herbaceous plants, and climbers. A few tracts of clifftop and seashore vegetation have been preserved. The rest of the island has been cleared for pasture and housing. Grazing and introduced weeds currently threaten the native flora, displacing it in some areas. In fact, there are more weed species than native species on Norfolk Island.


          


          History


          


          Early history


          Norfolk Island was first settled by East Polynesian seafarers either from the Kermadec Islands north of New Zealand or from the North Island of New Zealand. They arrived in the fourteenth or fifteenth century, and survived for several generations before disappearing. Their main village site has been excavated at Emily Bay, and they also left behind stone tools, the Polynesian Rat, and banana trees as evidence of their sojourn. The final fate of these early settlers remains a mystery.


          The first European known to have sighted the island was Captain James Cook, in 1774, on his second voyage to the South Pacific on HMS Resolution. He named it after the Duchess of Norfolk, wife of Edward Howard, 9th Duke of Norfolk (1685-1777). The Duchess was dead at the time of the island's sighting by Cook, but Cook had set out from England in 1772 and could not have known of her May 1773 death.


          Cook went ashore on Tuesday 11 October 1774, and is said to have been impressed with the tall straight trees and New Zealand flax plants, which, like the Northern Hemisphere flax plants after which they are named, produce fibres of economic importance. He took samples back to the United Kingdom and reported on their potential uses for the Royal Navy.


          Andrew Kippis as the biographer of this voyage puts it as follows:


          
            
              As the Resolution pursued her course from New Caledonia, land was discovered, which, on a nearer approach, was found to be an island, of good height, and five leagues in circuit. Captain Cook named it Norfolk Isle, in honour of the noble family of Howard (Fn.: It is situated in the latitude of 29 2' 30" south, and in the longitude of 168 16' east). It was uninhabited; and the first persons that ever set foot on it were unquestionably our English navigators. Various trees and plants were observed that are common at New Zealand; and in particular, the flax plant, which is rather more luxuriant here than in any other part of that country. The chief produce of the island is a kind of spruce pine, exceedingly straight and tall, which grows in great abundance. Such is the size of many of the trees that, breast high, they are as thick as two men can fathom. Among the vegetables of the place, the palm-cabbage afforded both a wholesome and palatable refreshment; and, indeed, proved the most agreeable repast that our people had for a considerable time enjoyed...

            

          


          At the time, the United Kingdom was heavily dependent on flax (Linum usitatissimum) (for sails) and hemp (Cannabis sp.) (for ropes) from the shores of the Baltic Sea ports. Any threat to their supply endangered the United Kingdom's sea power. The UK also relied on timbers from New England for mainmasts, and these were not supplied after the American War of Independence. The alternative source of Norfolk Island for these, (or in the case of flax and hemp, similar) supplies is argued by some historians, notably Geoffrey Blainey in The Tyranny of Distance, as being a major reason for the founding of the convict settlement of New South Wales by the First Fleet in 1788.


          James Cook said that, except for New Zealand, in no other island in the South Sea was wood and mast-timber so ready to hand.


          John Call, member of Parliament and the Royal Society, and former chief engineer of the East India Company, stated the advantages of Norfolk Island in a proposal for colonization he put to the Home Office in August 1784: This Island has an Advantage not common to New Caledonia, New Holland and New Zealand by not being inhabited, so that no Injury can be done by possessing it to the rest of Mankindthere seems to be nothing wanting but Inhabitants and Cultivation to make it a delicious Residence. The Climate, Soil, and Sea provide everything that can be expected from them. The Timber, Shrubs, Vegetables and Fish already found there need no Embellishment to pronounce them excellent samples; but the most invaluable of all is the Flax-plant, which grows more luxuriant than in New Zealand.


          George Forster, who had been on Cooks second voyage to the Pacific and had been with him when he landed on Norfolk Island, was at the time professor of natural history at the University of Vilna (or Vilnius) in Polish Lithuania: Forster discussed the proposed Botany Bay colony in an article written in November 1786, Neuholland, und die brittische Colonie in Botany Bay. Though unaware of the British intention to settle Norfolk Island, which was not announced until 5 December 1786, Forster referred to the nearness of New Zealand; the excellent flax plant (Phormium) that grows so abundantly there; its incomparable shipbuilding timber, as among the advantages of the new colony.


          The proposal written by James Matra under the supervision of Sir Joseph Banks for establishing a settlement in New South Wales, stated that Botany Bay was: no further than a fortnight from New Zealand, which is covered with timber even to the waters edge. The trees are so big and tall that a single tree is enough to make a mast of a first rate man of war. New Zealand produces in addition flax, which is an object equally of utility and curiosity. Any quantity of it might be raised in the colony, as this plant grows naturally in New Zealand. It can be made to serve the various purposes of cotton, hemp and linen, and is easier manufactured than any of them. In naval affairs, it could not fail of being of the utmost consequence; a cable of ten inches (250 mm) being supposed to be of equal strength and durability to one of European hemp of eighteen inches.


          In 1786 the British Government included Norfolk Island as an auxiliary settlement, as proposed by John Call, in its plan for colonization of New South Wales. The flax and ship timber of New Zealand were attractive, but these prospective advantages were balanced by the obvious impossibility of forming a settlement there in the face of undoubted opposition from the native Maori. There was no native population to oppose a settlement on Norfolk Island, which also possessed those desirable natural resources, but the island was too small of itself to sustain a colony. Hence the ultimate decision for a dual colonization along the lines proposed by Call.


          The decision to settle Norfolk Island was taken under the impetus of the shock Britain had just received from the Empress Catherine of Russia. Practically all the hemp and flax required by the Royal Navy for cordage and sailcloth was imported from the Russian dominions through the ports of St. Petersburg (Kronstadt) and Riga. Comptroller of the Navy Sir Charles Middleton explained to Prime Minister Pitt in a letter of 5 September 1786: It is for Hemp only we are dependent on Russia. Masts can be procured from Nova Scotia, and Iron in plenty from the Ores of this Country; but as it is impracticable to carry on a Naval War without Hemp, it is materially necessary to promote the growth of it in this Country and Ireland. In the summer of 1786 the Empress Catherine, in the context of tense negotiations on a renewed treaty of commerce, had emphasized her control over this vital commodity by asking the merchants who supplied it to restrict sales to English buyers: the Empress has contrary to Custom speculated on this Commodity, complained the author of a subsequent memorandum to the Home Secretary. It is unnecessary, said the memorandum, to remark the Consequences which might result from a prohibition of supply from that Quarter altogether. This implicit threat to the viability of the Royal Navy became apparent in mid-September (a month after the decision had been taken to settle Botany Bay) and caused the Pitt Administration to begin an urgent search for new sources of supply, including from Norfolk Island, which was then added to the plan to colonize New South Wales.


          The need for an alternative source of supply of naval stores to Russia is indicated by the information from the British Ambassador in Copenhagen, Hugh Elliott, who wrote to Foreign Secretary, Lord Carmarthen on 12 August 1788: There is no Topick so common in the Mouths of the Russian Ministers, as to insist on the Facility with which the Empress, when Mistress of the Baltic, either by Conquest, Influence, or Alliance with the other two Northern Powers, could keep England in a State of Dependence for its Baltic Commerce and Naval Stores.


          On 6 December 1786, an order-in-council was issued designating "the Eastern Coast of New South Wales, or some one or other of the Islands adjacent" as the destination for transported convicts, as required by the Transportation Act of 1784 (24 Geo.III, c.56) that authorized the sending of convicted felons to any place appointed by the King in Council. Norfolk Island was thereby brought officially within the bounds of the projected colony.


          An article in The Universal Daily Register (the forerunner of The Times) of 23 December 1786 revealed the plan for a dual colonization of Norfolk Island and Botany Bay: The ships for Botany Bay are not to leave all the convicts there; some of them are to be taken to Norfolk Island, which is about eight hundred miles East of Botany Bay, and about four hundred miles short of New Zealand.


          The advantage of Britain's new colony providing an alternative source to Russia for naval supplies of flax and hemp was referred to in an article in Lloyds Evening Post of 5 October 1787 which urged: It is undoubtedly the interest of Great-Britain to remain neutral in the present contest between the Russians and the Turks and observed, Should England cease to render her services to the Empress of Russia, in a war against the Turks, there can be little of nothing to fear from her ill-will. England will speedily be enabled to draw from her colony of New South Wales, the staple of Russia, hemp and flax.


          


          First penal settlement


          Before the First Fleet sailed to found a convict settlement in New South Wales, Governor Arthur Phillip's final instructions, received less than three weeks before sailing, included the requirement to colonize Norfolk Island to prevent it falling into the hands of France, whose naval leaders were also showing interest in the Pacific.


          Phillips instructions given him in April 1787 included an injunction to send a party to secure Norfolk Island as soon as Circumstances may admit of it. to prevent its being occupied by the Subjects of any other European Power. This could only have been a reference to the expedition then in the Pacific commanded by Jean-Franois de Galaup, comte de La Prouse. The Daily Universal Register of 11 November 1786 had stated: "the Botany Bay scheme is laid aside, as there is a strong presumption that a squadron from Brest are now, or soon will be, in possession of the very spot we meant to occupy in New Holland". This may have been a reference to a report from the British Ambassador in Paris, who had believed that when Laprouses expedition set out from Brest in August 1785 it had as one of its objectives the establishment of a settlement in New Zealand to forestall the British.


          Laprouse did attempt to visit Norfolk Island, but only to investigate, not to take possession. He had instructions to investigate any colonies the English may have established and learned of the intention to settle Botany Bay and Norfolk Island from despatches sent to him from Paris through St. Petersburg and by land across Siberia to Petropavlovsk in Kamchatka, where he received them on 26 September 1787, just four days before his departure from that port. His ships, the Boussole and Astrolabe, anchored off the northern side of the island on 13 January 1788, but at the time high seas were running that made it too dangerous for the two ships boats that were put out to attempt a landing: It was obvious that I would have had to wait maybe for a very long time for a moment suitable for a landing and a visit to this island was not worth this sacrifice, he recorded in his journal. Having noted that the island was still uninhabited, he was presumably the less inclined to risk a landing when there was no English settlement there to report on.


          When the First Fleet arrived at Port Jackson in January 1788, Phillip ordered Lieutenant Philip Gidley King to lead a party of fifteen convicts and seven free men to take control of the island and prepare for its commercial development. They arrived on 6 March 1788.


          A Letter from an Officer of Marines at New South Wales, 16 November 1788, published in the London newspaper, The World, 15 May 1789, reported the glowing description of the island and its prospects by Philip Gidley King, but also drew attention to the fatal defect of the lack of a safe port: The said Island lies near Port Jackson, and is nearly as large as the Isle of Wight. Lieutenant King, who was sent with a detachment of marines and some convicts, to settle there, gives the most flattering portrayal of it. The island is fully wooded. Its timber is in the opinion of everyone the most beautiful and finest in the world...they are most suitable for masts, yards, spars and such. The New Zealand flax-plant grows there in abundance. European grains and seeds also thrive wonderfully well on Norfolk Island. It only lacks a good port and suitable landing places, without which the island is of no use, but with them it would be of the greatest importance for Great Britain. How far these deficiencies can be improved by art and the hand of man, time must decide.


          It was soon found that the flax was difficult to prepare for manufacturing and no one had the necessary skills. An attempt was made to bring two Māori men to teach the skills of dressing and weaving flax, but this failed when it was discovered that weaving was considered women's work and the two men had little knowledge of it. The pine timber was found to be not resilient enough for masts and this industry was also abandoned.


          More convicts were sent, and the island was seen as a farm, supplying Sydney with grain and vegetables during its early years of near-starvation. However, crops often failed due to the salty wind, rats, and caterpillars. The lack of a natural safe harbour hindered communication and the transport of supplies and produce.


          Manning Clark observed that "at first the convicts behaved well, but as more arrived from Sydney Cove, they renewed their wicked practices". These included an attempted overthrow of King in January 1789 by convicts described by Margaret Hazzard as "incorrigible rogues who took his 'goodwill' for weakness". While some convicts responded well to the opportunities offered to become respectable, most remained "idle and miserable wretches" according to Clark, despite the climate and their isolation from previous haunts of crime.


          The impending starvation at Sydney led to a great transplantation of convicts and marines to Norfolk Island in March 1790 on HMS Sirius. This attempt to relieve the pressure on Sydney turned to disaster when Sirius was wrecked and, although there was no loss of life, some stores were destroyed, and the ship's crew was marooned for ten months. This news was met in Sydney with "unspeakable consternation". Norfolk Island was now further cut off from Sydney which, with the arrival of the Second Fleet with its cargo of sick and abused convicts, had more pressing problems with which to contend.


          In spite of this the settlement grew slowly as more convicts were sent from Sydney. Many convicts chose to remain as settlers on the expiry of their sentence, and the population grew to over 1000 by 1792.


          
            Lieutenant governors of the first settlement:


            
              	6 March 1788 24 March 1790: Lieutenant Philip Gidley King (17581808)


              	24 March 1790Nov 1791: Major Robert Ross (c.17401794)


              	4 November 1791Oct 1796: Lieutenant Philip Gidley King


              	October 1796Nov 1799: Captain John Townson (17601835)


              	November 1799Jul 1800: Captain Thomas Rowley (c.17481806)


              	26 June 1800 9 September 1804: Major Joseph Foveaux (17651846)


              	9 September 1804January 1810: Lieutenant John Piper (17731851)


              	January 1810 15 February 1813: Lieutenant Thomas Crane (caretaker)


              	15 February 1813 15 February 1814: Superintendent William Hutchinson

            

          


          Norfolk Island was governed by a succession of short-term commandants for the next eleven years, starting with King's replacement, Robert Ross 1789-1790. When Joseph Foveaux arrived as Lieutenant Governor in 1800, he found the settlement quite run down, little maintenance having been carried out in the previous four years, and he set about building it up, particularly through public works and attempts to improve education.


          As early as 1794 King suggested its closure as a penal settlement as it was too remote and difficult for shipping, and too costly to maintain. By 1803, the Secretary of State, Lord Hobart, called for the removal of part of the Norfolk Island military establishment, settlers and convicts to Van Diemen's Land, due to its great expense and the difficulties of communication between Norfolk Island and Sydney. This was achieved more slowly than anticipated, due to reluctance of settlers to uproot themselves from the land they had struggled to tame, and compensation claims for loss of stock. It was also delayed by King's insistence on its value for providing refreshment to the whalers. The first group of 159 left in February 1805 and comprised mainly convicts and their families and military personnel, only four settlers departing. Between November 1807 and September 1808, five groups of 554 people departed. Only about 200 remained, forming a small settlement until the remnants were removed in 1813. A small party remained to slaughter stock and destroy all buildings so that there would be no inducement for anyone, especially from another European power, to visit that place.


          From 15 February 1814 to 6 June 1825 the island lay abandoned.


          


          Second penal settlement


          
            Commandants of the second settlement:


            
              	6 June 1825March 1826: Captain Richard Turton


              	March 1826August 1827: Captain Vance Young Donaldson (1791?)


              	August 1827November 1828: Captain Thomas Edward Wright


              	November 1828February 1829: Captain Robert Hunt


              	February 1829 29 June 1829: Captain Joseph Wakefield


              	29 June 18291834: Lieutenant-Colonel James Thomas Morisset (17821852)


              	1834: Captain Foster Fyans (17901870) (Acting)


              	1834April 1839: Major Joseph Anderson (17901877)


              	April - July 1839: Major Thomas Bunbury (b. c1791)


              	July 1839 - March 1840: Major Thomas Ryan (b.c1790) (Acting)


              	17 March 18401844: Captain Alexander Maconochie (17871860)


              	8 February 1844 5 August 1846: Major Joseph Childs


              	6 August 1846 18 January 1853: John Giles Price (18081857)


              	January 1853September 1853: Captain Rupert Deering


              	September 1853 5 May 1855: Captain H. Day


              	5 May 1855 8 June 1856: T.S. Stewart (Caretaker)

            

          


          In 1824 the British government instructed the Governor of New South Wales Thomas Brisbane to occupy Norfolk Island as a place to send the worst description of convicts. Its remoteness, seen previously as a disadvantage, was now viewed as an asset for the detention of the twice-convicted men, who had committed further crimes since arriving in New South Wales. Brisbane assured his masters that the felon who is sent there is forever excluded from all hope of return He saw Norfolk Island as the nec plus ultra of Convict degradation.


          His successor, Governor Ralph Darling, was even more severe than Brisbane, wishing that every man should be worked in irons that the example may deter others from the commission of crime and to hold out [Norfolk Island] as a place of the extremest punishment short of death. Governor George Arthur, in Van Diemen's Land, likewise believed that when prisoners are sent to Norfolk Island, they should on no account be permitted to return. Transportation thither should be considered as the ultimate limit and a punishment short only of death. Reformation of the convicts was not seen as an objective of the Norfolk Island penal settlement.


          The evidence that has passed down through the years points to the creation of a "Hell in Paradise". A widespread and popular notion of the harshness of penal settlements, including Norfolk Island, has come from the novel For the Term of His Natural Life by Marcus Clarke, which appears to be based on the writings and recollections of witnesses and from the fictional writings of Price Warung.


          Following a convict mutiny in 1834, Father William Ullathorne, Vicar general of Sydney, visited Norfolk Island to comfort the mutineers due for execution. He found it the most heartrending scene that I ever witnessed. Having the duty of informing the prisoners as to who was reprieved and who was to die, he was shocked to record as a literal fact that each man who heard his reprieve wept bitterly, and that each man who heard of his condemnation to death went down on his knees with dry eyes, and thanked God.


          The 1846 report of magistrate Robert Pringle Stuart exposed the scarcity and poor quality of food, inadequacy of housing, horrors of torture and incessant flogging, insubordination of convicts, and corruption of overseers.


          Bishop Robert Willson visited Norfolk Island from Van Diemen's Land on three occasions. Following his first visit in 1846 he reported to the House of Lords who, for the first time, came to realise the enormity of atrocities perpetrated under the British flag and attempted to remedy the evils. Willson returned in 1849 and found that many of the reforms had been implemented. However, rumours of resumed atrocities brought him back in 1852, and this visit resulted in a damning report, listing atrocities and blaming the system, which invested one man at this remote place with absolute power over so many people.


          Only a handful of convicts left any written record and their descriptions (as quoted by Hazzard and Hughes) of living and working conditions, food and housing, and, in particular, the punishments given for seemingly trivial offences, are unremittingly horrifying, describing a settlement devoid of all human decency, under the iron rule of the tyrannical autocratic commandants.


          The actions of some of the commandants, such as Morisset and particularly Price appear to be excessively harsh. All but one were military officers, brought up in a system where discipline was inhumanely severe throughout the period of transportation. In addition, the commandants relied on a large number of military guards, civil overseers, ex-convict constables, and convict informers to provide them with intelligence and carry out their orders.


          Of the Commandants, only Alexander Maconochie appeared to reach the conclusion that brutality would breed defiance, as demonstrated by the mutinies of 1826, 1834 and 1846, and he attempted to apply his theories of penal reform, providing incentives as well as punishment. His methods were criticised as being too lenient and he was replaced, a move that returned the settlement to its harsh rule.


          The second penal settlement began to be wound down by the British Government after 1847 and the last convicts were removed to Tasmania in May 1855. It was abandoned because transportation to Van Diemen's Land had ceased in 1853 and was replaced by penal servitude in the United Kingdom.


          


          Settlement by Pitcairn Islanders


          On 8 June 1856, the next settlement began on Norfolk Island. These were the descendants of Tahitians and the Bounty mutineers, resettled from the Pitcairn Islands, which had become too small for their growing population. The British government had permitted the transfer of the Pitcairners to Norfolk, which was thus established as a colony separate from New South Wales but under the administration of that colony's governor. They left Pitcairn Islands on the May 3, 1856 and arrived with 194 persons on June 8.


          The Pitcairners occupied many of the buildings remaining from the penal settlements, and gradually established their traditional farming and whaling industries on the island. Although some families decided to return to Pitcairn in 1858 and 1863, the island's population continued to slowly grow as the island accepted settlers, often arriving with whaling fleets.


          In 1867, the headquarters of the Melanesian Mission of the Church of England were established on the island, and in 1882 the church of St. Barnabas was erected to the memory of the Mission's head Bishop John Coleridge Patteson, with windows designed by Edward Burne-Jones and executed by William Morris. In 1920 the Mission was relocated from the island to the Solomon Islands to be closer to its target population.


          


          Twentieth century


          
            [image: This stamp was issued in 1981 to commemorate the first landing of an aircraft at the island, Sir Francis Chichester's Gypsy Moth "Mme Elijah", at Cascade Bay on March 28, 1931.]

            
              This stamp was issued in 1981 to commemorate the first landing of an aircraft at the island, Sir Francis Chichester's Gypsy Moth "Mme Elijah", at Cascade Bay on March 28, 1931.
            

          


          After the creation of the Commonwealth of Australia in 1901, Norfolk Island was placed under the authority of the new Commonwealth government to be administered as an external territory.


          During World War II, the island became a key airbase and refuelling depot between Australia and New Zealand, and New Zealand and the Solomon Islands. Since Norfolk Island fell within New Zealand's area of responsibility it was garrisoned by a New Zealand Army unit known as N Force at a large Army camp which had the capacity to house a 1,500 strong force. N Force relieved a company of the Second Australian Imperial Force. The island proved too remote to come under attack during the war and N Force left the island in February 1944.


          In 1979, Norfolk was granted limited self-government by Australia, under which the island elects a government that runs most of the island's affairs. As such, residents of Norfolk Island are not represented in the Commonwealth Parliament of Australia, making them the only group of residents of an Australian state or territory not represented there.


          In 2006, a formal review process took place, in which the Australian Government considered revising this model of government. The review was completed on December 20, 2006, when it was decided that there would be no changes in the governance of Norfolk Island.


          


          Politics


          Norfolk Island is the only non-mainland Australian territory to have achieved self-governance. The Norfolk Island Act, passed by the Parliament of Australia in 1979, is the Act under which the island is governed. The Australian Government maintains authority on the island through an Administrator (currently Owen Walsh as Acting Administrator), who is appointed by the Governor-General of Australia. A Legislative Assembly is elected by popular vote for a term of not more than three years, although legislation passed by the Australian Parliament can extend its laws to the territory at will, including the power to override any laws made by the Norfolk Island Legislative Assembly.


          The Assembly consists of nine seats, with electors casting nine equal votes, of which no more than two can be given to any individual candidate. It is a method of voting called a "weighted first past the post system". Four of the members of the Assembly form the Executive Council, which devises policy and acts as an advisory body to the Administrator. The current Chief Minister of Norfolk Island is Andre Nobbs. All seats are held by independent candidates. Norfolk Island has yet to embrace party politics. In 2007 a branch of the Australian Labor Party was formed on Norfolk Island, with the aim of reforming the system of government.


          The island's official capital is Kingston; it is, however, more a centre of government than a sizeable settlement.


          The most important local holiday is Bounty Day, celebrated on 8 June, in memory of the arrival of the Pitcairn Islanders in 1856.


          Local ordinances and acts apply on the island, where most laws are based on the Australian legal system. Australian common law applies when not covered by either Australian or Norfolk Island law. Suffrage is universal at age eighteen.


          As a territory of Australia, Norfolk Island does not have diplomatic representation abroad, or within the territory, and is also not a participant in any international organisations, other than sporting organisations.


          The flag is three vertical bands of green (hoist side), white, and green with a large green Norfolk Island pine tree centered in the slightly wider white band.


          


          Constitutional status


          The exact status of Norfolk Island is controversial. Despite the island's status as a self-governing territory of Australia administered by the Attorney-General's Department, some Islanders claim that it was actually granted independence at the time Queen Victoria granted permission to Pitcairn Islanders to re-settle on the island. These views have been repeatedly rejected by the Australian parliament's joint committee on territories, most recently in 2004, and were also rejected by the High Court of Australia in Berwick Limited v R R Gray Deputy Commissioner of Taxation.


          Disagreements over the island's relationship with Australia were put in sharper relief by a 2006 review undertaken by the Australian Government. Under the more radical of two models proposed in the review, the island's legislative assembly would have been reduced to the status of a local council. However, in December 2006, citing the "significant disruption" that changes to the governance would impose on the island's economy, the Australian Government ended the review leaving the existing governance arrangements unaltered.


          


          Immigration and citizenship


          The island is subject to separate immigration controls from the remainder of the nation.


          Australian citizens and residents from other parts of the nation do not have automatic right of residence on the island. Australian citizens must carry either a passport or a Document of Identity to travel to Norfolk Island. Citizens of all other nations must carry a passport to travel to Norfolk Island even if arriving from other parts of Australia. Holders of Australian visas who travel to Norfolk Island have departed the Australian Migration Zone. Unless they hold a multiple-entry visa, the visa will have ceased; in which case they will require another visa to re-enter mainland Australia.


          Residency on Norfolk Island requires sponsorship by an existing resident of Norfolk Island or a business operating on the island. Temporary residency may also be granted to skilled workers necessary for the island's services (for example, medical, government and teaching staff).


          Non-Australian citizens who are permanent residents of Norfolk Island may apply for Australian citizenship after meeting normal residence requirements and are eligible to take up residence in mainland Australia at any time through the use of a Permanent Resident of Norfolk Island visa. Children born on Norfolk Island are Australian citizens as specified by Australian nationality law.


          Non-Australian citizens who are Australian permanent residents should be aware that during their stay on Norfolk Island they are "outside of Australia" for the purposes of the Migration Act. This means that not only will they need a still-valid migrant visa or Resident return visa to return from Norfolk Island to the mainland, but also the time spent in Norfolk Island won't be counted for satisfying the residence requirement for obtaining a Resident return visa in the future. On the other hand, as far as Australian nationality law is concerned, Norfolk Island is a part of Australia, and any time spent by an Australian permanent resident on Norfolk Island apparently would count as time spent in Australia for the purposes of applying for Australian citizenship.


          


          Medicare


          Medicare does not cover Norfolk Island. All visitors to Norfolk Island, including Australians, are recommended to purchase travel insurance. Serious medical conditions are not treated on the island; rather, the patient is flown back to mainland Australia. Air charter transport can cost in the order of $25,000.


          


          Crime


          Though usually peaceful, Norfolk Island has been the site of two murders in the 21st century. In 2002, Janelle Patton, an Australian living on the island, was murdered. Two years later, the Deputy Chief Minister of the island, Ivens Buffett, was found shot dead, becoming the first Australian minister to be murdered in office. Crime incidence is generally low on the island, although recent reports indicate that petty theft and dangerous driving are becoming more prevalent.


          The Patton murder prompted considerable debate, with some residents arguing that traditional loyalties would prevent a local being charged. In February 2006, however, 28-year-old New Zealand chef Glenn McNeill was arrested and charged with Patton's murder. McNeill had been working on Norfolk at the time, and claimed at hearings in Australia and on Norfolk Island that he accidentally hit Patton with his car, a statement he later retracted. His trial ended on March 9, 2007, when the 11-person jury returned a guilty verdict.


          On July 25, 2007, McNeill was sentenced to a maximum 24 years in jail. Norfolk Island's Chief Justice Mark Weinberg, in a sentence handed down in a Sydney courthouse and broadcast live to Norfolk Island's court, said McNeill may be eligible for release after a minimum 18 years in prison. McNeill will serve his sentence in Australia.


          


          Economy


          Tourism, the primary economic activity, has steadily increased over the years. As Norfolk Island prohibits the importation of fresh fruit and vegetables, most produce is grown locally. Beef is both produced locally and imported.


          The Australian Government controls the exclusive economic zone extending 200nautical miles (370km) around Norfolk Island (370km) and territorial sea claims to three nautical miles (6km) from the island. The exclusive economic zone provides the islanders with fish, its only major natural resource. Norfolk Island has no direct control over any marine areas but has an agreement with the Commonwealth through the Australian Fisheries Management Authority (AFMA) to fish "recreationally" in a small section of the EEZ known locally as "the Box". While there is speculation that the zone may include oil and gas deposits this is not proven.


          There are no major arable lands or permanent farmlands, though about 25 per cent of the island is a permanent pasture. There is no irrigated land.


          The island uses the Australian dollar as its currency.


          


          Taxes


          Residents of Norfolk Island do not pay Australian federal taxes, creating a tax haven for locals and visitors alike. Since there is no income tax, the island's legislative assembly raises money through an import duty.


          


          Demographics


          The population of Norfolk Island was estimated in July 2003 to be 1,853, with an annual population growth rate of -0.01%. In July 2003, 20.2% of the population were 14 years and under, 63.9% were 15 to 64 years and 15.9% were 65 years and over.


          Most Islanders are of either European-only or combined European- Tahitian ancestry, being descendants of the Bounty mutineers as well as more recent arrivals from Australia and New Zealand. About half of the islanders can trace their roots back to Pitcairn Island.


          This common heritage has led to a limited number of surnames amongst the Islanders  a limit constraining enough that the island's telephone directory lists people by nickname (such as Cane Toad, Dar Bizziebee, Kik Kik, Lettuce Leaf, Mutty, Oot, Paw Paw, Snoop, Tarzan, and Wiggy).


          The majority of Islanders are Protestant Christians. In 1996, 37.4% identified as Anglican, 14.5% as Uniting Church, 11.5% as Roman Catholic and 3.1% as Seventh-day Adventist.


          Literacy is not recorded officially, but it can be assumed to be roughly at a par with Australia's literacy rate, as Islanders attend a school which uses a New South Wales curriculum, before traditionally moving to the mainland for further study.


          Islanders speak both English and a creole language known as Norfuk, a blend of 1700s English and Tahitian. The Norfuk language is decreasing in popularity as more tourists travel to the island and more young people leave for work and study reasons; however, there are efforts to keep it alive via dictionaries and the renaming of some tourist attractions to their Norfuk equivalents. In April 2005, it was declared a co-official language of the island.


          Emigration is growing as many Islanders take advantage of the close ties between Norfolk and Australia and New Zealand. The sole school on the island provides education to Australian Year 12; therefore, any student seeking to complete tertiary study must travel overseas. Additionally, the small economy of the island causes many skilled workers to emigrate as well.


          


          Transport and communications


          There are no railways, waterways, ports or harbours on the island. Loading jetties are located at Kingston and Cascade, but ships cannot get close to either of them. When a supply ship arrives, it is emptied by whaleboats towed by launches, five tonnes at a time. Which jetty is used depends on the prevailing weather on the day. The jetty on the leeward side of the island is often used. If the wind changes significantly during unloading/loading, the ship will move around to the other side. Visitors often gather to watch the activity when a supply ship arrives.


          There is one airport, Norfolk Island Airport.


          There are 80kilometres (50mi) of roads on the island, "little more than country lanes", but local law gives cows the right of way.


          As of 2004, 2532 telephone main lines are in use, a mix of analog (2500) and digital (32) circuits. Satellite service is planned.


          There is one TV station featuring local programming Norfolk TV, plus transmitters for ABC TV and Southern Cross Television.


          The Internet country code top-level domain ( ccTLD) is .nf.


          


          Culture


          While there was no "indigenous" culture on the Island at the time of settlement, the Tahitian influence of the Pitcairn settlers has resulted in some aspects of Polynesian culture being adapted to that of Norfolk, including the hula dance. Local cuisine also shows influences from the same region.


          Islanders traditionally spend a lot of time outdoors, with fishing and other aquatic pursuits being common pastimes, an aspect which has become more noticeable as the island becomes more accessible to tourism. Most island families have at least one member involved in primary production in some form.


          As all the Pitcairn settlers were related to each other, Islanders have historically been informal both to each other and to visitors. The most noticeable aspect of this is the "Norfolk Wave", with drivers waving to each other (ranging from a wave using the entire arm through to a raised index finger from the steering wheel) as they pass.


          Religious observance remains an important part of life for most Islanders, particularly the older generations. Businesses tend to be closed on Mondays, for example.


          One of the island's residents is the novelist Colleen McCullough, whose works include The Thorn Birds and the Masters of Rome series as well as Morgan's Run, set, in large part, on Norfolk Island.


          Helen Reddy also moved to the island for a period but was denied a long term entry permit.


          
            Retrieved from " http://en.wikipedia.org/wiki/Norfolk_Island"
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              	Probability density function

              [image: Probability density function for the normal distribution]

              The green line is the standard normal distribution
            


            
              	Cumulative distribution function

              [image: Cumulative distribution function for the normal distribution]

              Colors match the image above
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              	[image: x \in\mathbb{R}\!]
            


            
              	Probability density function (pdf)

              	[image: \frac1{\sigma\sqrt{2\pi}}\; \exp\left(-\frac{\left(x-\mu\right)^2}{2\sigma^2} \right) \!]
            


            
              	Cumulative distribution function (cdf)

              	[image: \frac12 \left(1+\mathrm{erf}\,\frac{x-\mu}{\sigma\sqrt2}\right) \!]
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              	2
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              	0
            


            
              	Entropy

              	[image: \ln\left(\sigma\sqrt{2\,\pi\,e}\right)\!]
            


            
              	Moment-generating function (mgf)

              	[image: M_X(t)= \exp\left(\mu\,t+\frac{\sigma^2 t^2}{2}\right)]
            


            
              	Characteristic function

              	[image: \chi_X(t)=\exp\left(\mu\,i\,t-\frac{\sigma^2 t^2}{2}\right)]
            

          


          The normal distribution, also called the Gaussian distribution, is an important family of continuous probability distributions, applicable in many fields. Each member of the family may be defined by two parameters, location and scale: the mean ("average", ) and variance (standard deviation squared) 2, respectively. The standard normal distribution is the normal distribution with a mean of zero and a variance of one (the green curves in the plots to the right). Carl Friedrich Gauss became associated with this set of distributions when he analyzed astronomical data using them, and defined the equation of its probability density function. It is often called the bell curve because the graph of its probability density resembles a bell.


          The importance of the normal distribution as a model of quantitative phenomena in the natural and behavioural sciences is due to the central limit theorem. Many psychological measurements and physical phenomena (like noise) can be approximated well by the normal distribution. While the mechanisms underlying these phenomena are often unknown, the use of the normal model can be theoretically justified by assuming that many small, independent effects are additively contributing to each observation.


          The normal distribution also arises in many areas of statistics. For example, the sampling distribution of the sample mean is approximately normal, even if the distribution of the population from which the sample is taken is not normal. In addition, the normal distribution maximizes information entropy among all distributions with known mean and variance, which makes it the natural choice of underlying distribution for data summarized in terms of sample mean and variance. The normal distribution is the most widely used family of distributions in statistics and many statistical tests are based on the assumption of normality. In probability theory, normal distributions arise as the limiting distributions of several continuous and discrete families of distributions.


          


          History


          The normal distribution was first introduced by Abraham de Moivre in an article in 1733, which was reprinted in the second edition of his The Doctrine of Chances, 1738 in the context of approximating certain binomial distributions for large n. His result was extended by Laplace in his book Analytical Theory of Probabilities (1812), and is now called the theorem of de Moivre-Laplace.


          Laplace used the normal distribution in the analysis of errors of experiments. The important method of least squares was introduced by Legendre in 1805. Gauss, who claimed to have used the method since 1794, justified it rigorously in 1809 by assuming a normal distribution of the errors.


          The name "bell curve" goes back to Jouffret who first used the term "bell surface" in 1872 for a bivariate normal with independent components. The name "normal distribution" was coined independently by Charles S. Peirce, Francis Galton and Wilhelm Lexis around 1875. Despite this terminology, other probability distributions may be more appropriate in some contexts; see the discussion of occurrence, below.


          


          Characterization


          There are various ways to characterize a probability distribution. The most visual is the probability density function (PDF). Equivalent ways are the cumulative distribution function, the moments, the cumulants, the characteristic function, the moment-generating function, the cumulant- generating function, and Maxwell's theorem. See probability distribution for a discussion.


          To indicate that a real-valued random variable X is normally distributed with mean  and variance   0, we write


          
            	[image: X \sim N(\mu, \sigma^2).\,\!]

          


          While it is certainly useful for certain limit theorems (e.g. asymptotic normality of estimators) and for the theory of Gaussian processes to consider the probability distribution concentrated at  (see Dirac measure) as a normal distribution with mean  and variance  = 0, this degenerate case is often excluded from the considerations because no density with respect to the Lebesgue measure exists.


          The normal distribution may also be parameterized using a precision parameter , defined as the reciprocal of . This parameterization has an advantage in numerical applications where  is very close to zero and is more convenient to work with in analysis as  is a natural parameter of the normal distribution.


          


          Probability density function


          
            [image: Probability density function for the normal distribution]
          


          The continuous probability density function of the normal distribution is the Gaussian function


          
            	[image: \varphi_{\mu,\sigma^2}(x) = \frac{1}{\sigma\sqrt{2\pi}} \,e^{ -\frac{(x- \mu)^2}{2\sigma^2}} = \frac{1}{\sigma} \varphi\left(\frac{x - \mu}{\sigma}\right),\quad x\in\mathbb{R},]

          


          where  > 0 is the standard deviation, the real parameter  is the expected value, and


          
            	[image: \varphi(x)=\varphi_{0,1}(x)=\frac{1}{\sqrt{2\pi\,}} \, e^{-\frac{x^2}{2}},\quad x\in\mathbb{R},]

          


          is the density function of the "standard" normal distribution, i.e., the normal distribution with  = 0 and  = 1. The integral of [image: \varphi_{\mu,\sigma^2}] over the real line is equal to one as shown in the Gaussian integral article.


          As a Gaussian function with the denominator of the exponent equal to 2, the standard normal density function [image: \scriptstyle\varphi] is an eigenfunction of the Fourier transform.


          The probability density function has notable properties including:


          
            	symmetry about its mean 


            	the mode and median both equal the mean 


            	the inflection points of the curve occur one standard deviation away from the mean, i.e. at    and  + .

          


          


          Cumulative distribution function


          
            [image: Cumulative distribution function for the normal distribution]
          


          The cumulative distribution function (cdf) of a probability distribution, evaluated at a number (lower-case) x, is the probability of the event that a random variable (capital) X with that distribution is less than or equal to x. The cumulative distribution function of the normal distribution is expressed in terms of the density function as follows:


          
            	[image:  \begin{align} \Phi_{\mu,\sigma^2}(x) &{}=\int_{-\infty}^x\varphi_{\mu,\sigma^2}(u)\,du\ &{}=\frac{1}{\sigma\sqrt{2\pi}} \int_{-\infty}^x \exp \Bigl( -\frac{(u - \mu)^2}{2\sigma^2} \ \Bigr)\, du \ &{}= \Phi\Bigl(\frac{x-\mu}{\sigma}\Bigr),\quad x\in\mathbb{R}, \end{align} ]

          


          where the standard normal cdf, , is just the general cdf evaluated with  = 0 and  = 1:


          
            	[image:  \Phi(x) = \Phi_{0,1}(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^x \exp\Bigl(-\frac{u^2}{2}\Bigr) \, du, \quad x\in\mathbb{R}. ]

          


          The standard normal cdf can be expressed in terms of a special function called the error function, as


          
            	[image:  \Phi(x) =\frac{1}{2} \Bigl[ 1 + \operatorname{erf} \Bigl( \frac{x}{\sqrt{2}} \Bigr) \Bigr], \quad x\in\mathbb{R}, ]

          


          and the cdf itself can hence be expressed as


          
            	[image:  \Phi_{\mu,\sigma^2}(x) =\frac{1}{2} \Bigl[ 1 + \operatorname{erf} \Bigl( \frac{x-\mu}{\sigma\sqrt{2}} \Bigr) \Bigr], \quad x\in\mathbb{R}. ]

          


          The complement of the standard normal cdf, 1  (x), is often denoted Q(x), and is sometimes referred to simply as the Q-function, especially in engineering texts. This represents the tail probability of the Gaussian distribution. Other definitions of the Q-function, all of which are simple transformations of , are also used occasionally.


          The inverse standard normal cumulative distribution function, or quantile function, can be expressed in terms of the inverse error function:


          
            	[image:  \Phi^{-1}(p) = \sqrt2 \;\operatorname{erf}^{-1} (2p - 1), \quad p\in(0,1), ]

          


          and the inverse cumulative distribution function can hence be expressed as


          
            	[image:  \Phi_{\mu,\sigma^2}^{-1}(p) = \mu + \sigma\Phi^{-1}(p) = \mu + \sigma\sqrt2 \; \operatorname{erf}^{-1}(2p - 1), \quad p\in(0,1). ]

          


          This quantile function is sometimes called the probit function. There is no elementary primitive for the probit function. This is not to say merely that none is known, but rather that the non-existence of such an elementary primitive has been proved. Several accurate methods exist for approximating the quantile function for the normal distribution - see quantile function for a discussion and references.


          The values (x) may be approximated very accurately by a variety of methods, such as numerical integration, Taylor series, asymptotic series and continued fractions.


          


          Strict lower and upper bounds for the cdf


          For large x the standard normal cdf [image: \scriptstyle\Phi(x)] is close to 1 and [image: \scriptstyle\Phi(-x)\,{=}\,1\,{-}\,\Phi(x)] is close to 0. The elementary bounds


          
            	[image:  \frac{x}{1+x^2}\varphi(x)<1-\Phi(x)<\frac{\varphi(x)}{x}, \qquad x>0, ]

          


          in terms of the density [image: \scriptstyle\varphi] are useful.


          Using the substitution v=u/2, the upper bound is derived as follows:


          
            	[image:  \begin{align} 1-\Phi(x) &=\int_x^\infty\varphi(u)\,du\ &<\int_x^\infty\frac ux\varphi(u)\,du =\int_{x^2/2}^\infty\frac{e^{-v}}{x\sqrt{2\pi}}\,dv =-\biggl.\frac{e^{-v}}{x\sqrt{2\pi}}\biggr|_{x^2/2}^\infty =\frac{\varphi(x)}{x}. \end{align} ]

          


          Similarly, using [image: \scriptstyle\varphi'(u)\,{=}\,-u\,\varphi(u)] and the quotient rule,


          
            	[image:  \begin{align} \Bigl(1+\frac1{x^2}\Bigr)(1-\Phi(x)) &=\int_x^\infty \Bigl(1+\frac1{x^2}\Bigr)\varphi(u)\,du\ &>\int_x^\infty \Bigl(1+\frac1{u^2}\Bigr)\varphi(u)\,du =-\biggl.\frac{\varphi(u)}u\biggr|_x^\infty =\frac{\varphi(x)}x. \end{align} ]

          


          Solving for [image: \scriptstyle 1\,{-}\,\Phi(x)\,] provides the lower bound.


          


          Generating functions


          


          Moment generating function


          The moment generating function is defined as the expected value of exp(tX). For a normal distribution, the moment generating function is


          
            	[image:  \begin{align} M_X(t) & {} = \mathrm{E} \left[ \exp{(tX)} \right] \ & {} = \int_{-\infty}^{\infty} \frac{1}{\sigma \sqrt{2\pi} } \exp{\left( -\frac{(x - \mu)^2}{2 \sigma^2} \right)} \exp{(tx)} \, dx \ & {} = \exp{ \left( \mu t + \frac{\sigma^2 t^2}{2} \right)} \end{align} ]

          


          as can be seen by completing the square in the exponent.


          


          Cumulant generating function


          The cumulant generating function is the logarithm of the moment generating function: g(t) = t + t/2. Since this is a quadratic polynomial in t, only the first two cumulants are nonzero.


          


          Characteristic function


          The characteristic function is defined as the expected value of exp(itX), where i is the imaginary unit. So the characteristic function is obtained by replacing t with it in the moment-generating function.


          For a normal distribution, the characteristic function is


          
            	[image: \begin{align} \chi_X(t;\mu,\sigma) &{} = M_X(i t) = \mathrm{E} \left[ \exp(i t X) \right] \ &{}= \int_{-\infty}^{\infty} \frac{1}{\sigma \sqrt{2\pi}} \exp \left(- \frac{(x - \mu)^2}{2\sigma^2} \right) \exp(i t x) \, dx \ &{}= \exp \left( i \mu t - \frac{\sigma^2 t^2}{2} \right). \end{align} ]

          


          


          Properties


          Some properties of the normal distribution:


          
            	If [image: X \sim N(\mu, \sigma^2)] and a and b are real numbers, then [image: a X + b \sim N(a \mu + b, (a \sigma)^2)] (see expected value and variance).


            	If [image: X \sim N(\mu_X, \sigma^2_X)] and [image: Y \sim N(\mu_Y, \sigma^2_Y)] are independent normal random variables, then:

              
                	Their sum is normally distributed with [image: U = X + Y \sim N(\mu_X + \mu_Y, \sigma^2_X + \sigma^2_Y)] ( proof). Interestingly, the converse holds: if two independent random variables have a normally-distributed sum, then they must be normal themselves  this is known as Cramr's theorem.


                	Their difference is normally distributed with [image: V = X - Y \sim N(\mu_X - \mu_Y, \sigma^2_X + \sigma^2_Y)].


                	If the variances of X and Y are equal, then U and V are independent of each other.


                	The Kullback-Leibler divergence, [image: D_{\rm KL}( X \| Y ) = { 1 \over 2 } \left( \log \left( { \sigma^2_Y \over \sigma^2_X } \right) + \frac{\sigma^2_X}{\sigma^2_Y} + \frac{\left(\mu_Y - \mu_X\right)^2}{\sigma^2_Y} - 1\right). ]

              

            


            	If [image: X \sim N(0, \sigma^2_X)] and [image: Y \sim N(0, \sigma^2_Y)] are independent normal random variables, then:

              
                	Their product XY follows a distribution with density p given by

                  
                    	[image: p(z) = \frac{1}{\pi\,\sigma_X\,\sigma_Y} \; K_0\left(\frac{|z|}{\sigma_X\,\sigma_Y}\right),] where K0 is a modified Bessel function of the second kind.

                  

                


                	Their ratio follows a Cauchy distribution with [image: X/Y \sim \mathrm{Cauchy}(0, \sigma_X/\sigma_Y)]. Thus the Cauchy distribution is a special kind of ratio distribution.

              

            


            	If [image: X_1, \dots, X_n] are independent standard normal variables, then [image: X_1^2 + \cdots + X_n^2] has a chi-square distribution with n degrees of freedom.

          


          


          Standardizing normal random variables


          As a consequence of Property 1, it is possible to relate all normal random variables to the standard normal.


          If X ~ N(,2), then


          
            	[image: Z = \frac{X - \mu}{\sigma} \!]

          


          is a standard normal random variable: Z ~ N(0,1). An important consequence is that the cdf of a general normal distribution is therefore


          
            	[image: \Pr(X \le x) = \Phi \left( \frac{x-\mu}{\sigma} \right) = \frac{1}{2} \left( 1 + \operatorname{erf} \left( \frac{x-\mu}{\sigma\sqrt{2}} \right) \right) . ]

          


          Conversely, if Z is a standard normal distribution, Z ~ N(0,1), then


          
            	X = Z + 

          


          is a normal random variable with mean  and variance 2.


          The standard normal distribution has been tabulated (usually in the form of value of the cumulative distribution function ), and the other normal distributions are the simple transformations, as described above, of the standard one. Therefore, one can use tabulated values of the cdf of the standard normal distribution to find values of the cdf of a general normal distribution.


          


          Moments


          The first few moments of the normal distribution are:


          
            
              	Number

              	Raw moment

              	Central moment

              	Cumulant
            


            
              	0

              	1

              	1

              	
            


            
              	1

              	

              	0

              	
            


            
              	2

              	2 + 2

              	2

              	2
            


            
              	3

              	3 + 32

              	0

              	0
            


            
              	4

              	4 + 622 + 34

              	34

              	0
            


            
              	5

              	5 + 1032 + 154

              	0

              	0
            


            
              	6

              	6 + 1542 + 4524 + 156

              	156

              	0
            


            
              	7

              	7 + 2152 + 10534 + 1056

              	0

              	0
            


            
              	8

              	8 + 2862 + 21044 + 42026 + 1058

              	1058

              	0
            

          


          All cumulants of the normal distribution beyond the second are zero.


          Higher central moments (of order 2k with  = 0) can be obtained using the formula


          [image:  E\left[x^{2k}\right]=\frac{(2k)!}{2^k k!} \sigma^{2k}. ]


          


          Generating values for normal random variables


          For computer simulations, it is often useful to generate values that have a normal distribution. There are several methods and the most basic is to invert the standard normal cdf. More efficient methods are also known, one such method being the Box-Muller transform. An even faster algorithm is the ziggurat algorithm.


          The Box-Muller algorithm says that, if you have two numbers a and b uniformly distributed on (0, 1], (e.g. the output from a random number generator), then two standard normally distributed random variables are c and d, where:


          
            	[image: c = \sqrt{- 2 \ln a} \cdot \cos(2 \pi b) ]

          


          
            	[image: d = \sqrt{- 2 \ln a} \cdot \sin(2 \pi b) ]

          


          This is because the chi-square distribution with two degrees of freedom (see property 4 above) is an easily-generated exponential random variable.


          


          The central limit theorem


          
            [image: Plot of the pdf of a normal distribution with μ = 12 and σ = 3, approximating the pdf of a binomial distribution with n = 48 and p = 1/4]

            
              Plot of the pdf of a normal distribution with  = 12 and  = 3, approximating the pdf of a binomial distribution with n = 48 and p = 1/4
            

          


          Under certain conditions (such as being independent and identically-distributed with finite variance), the sum of a large number of random variables is approximately normally distributed  this is the central limit theorem.


          The practical importance of the central limit theorem is that the normal cumulative distribution function can be used as an approximation to some other cumulative distribution functions, for example:


          
            	A binomial distribution with parameters n and p is approximately normal for large n and p not too close to 1 or 0 (some books recommend using this approximation only if np and n(1p) are both at least 5; in this case, a continuity correction should be applied).

            The approximating normal distribution has parameters  = np, 2 = np(1p).

          


          
            	A Poisson distribution with parameter  is approximately normal for large .

            The approximating normal distribution has parameters  = 2 = .

          


          Whether these approximations are sufficiently accurate depends on the purpose for which they are needed, and the rate of convergence to the normal distribution. It is typically the case that such approximations are less accurate in the tails of the distribution. A general upper bound of the approximation error of the cumulative distribution function is given by the BerryEssen theorem.


          


          Infinite divisibility


          The normal distributions are infinitely divisible probability distributions: Given a mean , a variance  20, and a natural number n, the sum X1+ ...+ Xn of n independent random variables


          
            	[image: X_1,X_2,\dots,X_n \sim N(\mu/n, \sigma^2\!/n)\,]

          


          has this specified normal distribution (to verify this, use characteristic functions or convolution and mathematical induction).


          


          Stability


          The normal distributions are strictly stable probability distributions.


          


          Standard deviation and confidence intervals


          [image: Dark blue is less than one standard deviation from the mean. For the normal distribution, this accounts for about 68% of the set (dark blue) while two standard deviations from the mean (medium and dark blue) account for about 95% and three standard deviations (light, medium, and dark blue) account for about 99.7%.]


          About 68% of values drawn from a normal distribution are within one standard deviation >0 away from the mean ; about 95% of the values are within two standard deviations and about 99.7% lie within three standard deviations. This is known as the " 68-95-99.7 rule" or the " empirical rule."


          To be more precise, the area under the bell curve between n and +n in terms of the cumulative normal distribution function is given by


          
            	[image: \begin{align}&\Phi_{\mu,\sigma^2}(\mu+n\sigma)-\Phi_{\mu,\sigma^2}(\mu-n\sigma)\ &=\Phi(n)-\Phi(-n)=2\Phi(n)-1=\mathrm{erf}\bigl(n/\sqrt{2}\,\bigr),\end{align}]

          


          where erf is the error function. To 12 decimal places, the values for the 1-, 2-, up to 6-sigma points are:


          
            
              	[image: n\,]

              	[image: \mathrm{erf}\bigl(n/\sqrt{2}\,\bigr)\,]
            


            
              	1

              	0.682689492137
            


            
              	2

              	0.954499736104
            


            
              	3

              	0.997300203937
            


            
              	4

              	0.999936657516
            


            
              	5

              	0.999999426697
            


            
              	6

              	0.999999998027
            

          


          The next table gives the reverse relation of sigma multiples corresponding to a few often used values for the area under the bell curve. These values are useful to determine (asymptotic) confidence intervals of the specified levels for normally distributed (or asymptotically normal) estimators:


          
            
              	[image: \mathrm{erf}\bigl(n/\sqrt{2}\,\bigr)]

              	[image: n\,]
            


            
              	0.80

              	1.28155
            


            
              	0.90

              	1.64485
            


            
              	0.95

              	1.95996
            


            
              	0.98

              	2.32635
            


            
              	0.99

              	2.57583
            


            
              	0.995

              	2.80703
            


            
              	0.998

              	3.09023
            


            
              	0.999

              	3.29052
            

          


          where the value on the left of the table is the proportion of values that will fall within a given interval and n is a multiple of the standard deviation that specifies the width of the interval.


          


          Exponential family form


          The Normal distribution is a two-parameter exponential family form with natural parameters  and 1/2, and natural statistics X and X2. The canonical form has parameters [image: {\mu \over \sigma^2}] and [image: {1 \over \sigma^2}] and sufficient statistics [image: \sum x ] and [image: -{1 \over 2} \sum x^2 ].


          


          Complex Gaussian process


          Consider complex Gaussian random variable,


          
            	[image:  Z=X+iY\, ]

          


          where X and Y are real and independent Gaussian variables with equal variances [image: \scriptstyle \sigma_r^2\,]. The pdf of the joint variables is then


          
            	[image:  \frac{1}{2\,\pi\,\sigma_r^2} e^{-(x^2+y^2)/(2 \sigma_r ^2)} ]

          


          Because [image: \scriptstyle \sigma_z\, =\, \sqrt{2}\sigma_r], the resulting pdf for the complex Gaussian variable Z is


          
            	[image:  \frac{1}{\pi\,\sigma_z^2} e^{-|z|^2/\sigma_z^2}. ]

          


          


          Related distributions


          
            	[image: R \sim \mathrm{Rayleigh}(\sigma^2)] is a Rayleigh distribution if [image: R = \sqrt{X^2 + Y^2}] where [image: X \sim N(0, \sigma^2)] and [image: Y \sim N(0, \sigma^2)] are two independent normal distributions.


            	[image: Y \sim \chi_{\nu}^2] is a chi-square distribution with  degrees of freedom if [image: Y = \sum_{k=1}^{\nu} X_k^2] where [image: X_k \sim N(0,1)] for [image: k=1,\dots,\nu] and are independent.


            	[image: Y \sim \mathrm{Cauchy}(\mu = 0, \theta = 1)] is a Cauchy distribution if Y = X1 / X2 for [image: X_1 \sim N(0,1)] and [image: X_2 \sim N(0,1)] are two independent normal distributions.


            	[image: Y \sim \mbox{Log-N}(\mu, \sigma^2)] is a log-normal distribution if Y = eX and [image: X \sim N(\mu, \sigma^2)].


            	Relation to Lvy skew alpha-stable distribution: if [image: X\sim \textrm{Levy-S}\alpha\textrm{S}(2,\beta,\sigma/\sqrt{2},\mu)] then [image: X \sim N(\mu,\sigma^2)].

          


          
            	Truncated normal distribution. If [image: X \sim N(\mu, \sigma^2),\!] then truncating X below at A and above at B will lead to a random variable with mean [image: E(X)=\mu + \frac{\sigma(\varphi_1-\varphi_2)}{T},\!] where [image: T=\Phi\left(\frac{B-\mu}{\sigma}\right)-\Phi\left(\frac{A-\mu}{\sigma}\right), \; \varphi_1 = \varphi\left(\frac{A-\mu}{\sigma}\right), \; \varphi_2 = \varphi\left(\frac{B-\mu}{\sigma}\right)] and [image: \varphi] is the probability density function of a standard normal random variable.

          


          
            	If X is a random variable with a normal distribution, and Y = | X | , then Y has a folded normal distribution.

          


          


          Descriptive and inferential statistics


          


          Scores


          Many scores are derived from the normal distribution, including percentile ranks ("percentiles"), normal curve equivalents, stanines, z-scores, and T-scores. Additionally, a number of behavioural statistical procedures are based on the assumption that scores are normally distributed; for example, t-tests and ANOVAs (see below). Bell curve grading assigns relative grades based on a normal distribution of scores.


          



          


          Normality tests


          Normality tests check a given set of data for similarity to the normal distribution. The null hypothesis is that the data set is similar to the normal distribution, therefore a sufficiently small P-value indicates non-normal data.


          
            	Kolmogorov-Smirnov test


            	Lilliefors test


            	Anderson-Darling test


            	Ryan-Joiner test


            	Shapiro-Wilk test


            	Normal probability plot ( rankit plot)


            	Jarque-Bera test

          


          


          Estimation of parameters


          


          Maximum likelihood estimation of parameters


          Suppose


          
            	[image: X_1,\dots,X_n]

          


          are independent and each is normally distributed with expectation  and variance  > 0. In the language of statisticians, the observed values of these n random variables make up a "sample of size n from a normally distributed population." It is desired to estimate the "population mean"  and the "population standard deviation" , based on the observed values of this sample. The continuous joint probability density function of these n independent random variables is


          
            	[image: \begin{align}f(x_1,\dots,x_n;\mu,\sigma) &= \prod_{i=1}^n \varphi_{\mu,\sigma^2}(x_i)\ &=\frac1{(\sigma\sqrt{2\pi})^n}\prod_{i=1}^n \exp\biggl(-{1 \over 2} \Bigl({x_i-\mu \over \sigma}\Bigr)^2\biggr), \quad(x_1,\ldots,x_n)\in\mathbb{R}^n. \end{align} ]

          


          As a function of  and , the likelihood function based on the observations X1, ..., Xn is


          
            	[image:  L(\mu,\sigma) = \frac C{\sigma^n} \exp\left(-{\sum_{i=1}^n (X_i-\mu)^2 \over 2\sigma^2}\right), \quad\mu\in\mathbb{R},\ \sigma>0, ]

          


          with some constant C > 0 (which in general would be even allowed to depend on X1, ..., Xn, but will vanish anyway when partial derivatives of the log-likelihood function with respect to the parameters are computed, see below).


          In the method of maximum likelihood, the values of  and  that maximize the likelihood function are taken as estimates of the population parameters  and .


          Usually in maximizing a function of two variables, one might consider partial derivatives. But here we will exploit the fact that the value of  that maximizes the likelihood function with  fixed does not depend on . Therefore, we can find that value of , then substitute it for  in the likelihood function, and finally find the value of  that maximizes the resulting expression.


          It is evident that the likelihood function is a decreasing function of the sum


          
            	[image: \sum_{i=1}^n (X_i-\mu)^2. \,\!]

          


          So we want the value of  that minimizes this sum. Let


          
            	[image: \overline{X}_n=(X_1+\cdots+X_n)/n]

          


          be the "sample mean" based on the n observations. Observe that


          
            	[image:  \begin{align} \sum_{i=1}^n (X_i-\mu)^2 &=\sum_{i=1}^n\bigl((X_i-\overline{X}_n)+(\overline{X}_n-\mu)\bigr)^2\ &=\sum_{i=1}^n(X_i-\overline{X}_n)^2 + 2(\overline{X}_n-\mu)\underbrace{\sum_{i=1}^n (X_i-\overline{X}_n)}_{=\,0} + \sum_{i=1}^n (\overline{X}_n-\mu)^2\ &=\sum_{i=1}^n(X_i-\overline{X}_n)^2 + n(\overline{X}_n-\mu)^2. \end{align} ]

          


          Only the last term depends on  and it is minimized by


          
            	[image: \widehat{\mu}_n=\overline{X}_n.]

          


          That is the maximum-likelihood estimate of  based on the n observations X1, ..., Xn. When we substitute that estimate for  into the likelihood function, we get


          
            	[image: L(\overline{X}_n,\sigma) = \frac C{\sigma^n} \exp\biggl(-{\sum_{i=1}^n (X_i-\overline{X}_n)^2 \over 2\sigma^2}\biggr), \quad\sigma>0.]

          


          It is conventional to denote the "log-likelihood function", i.e., the logarithm of the likelihood function, by a lower-case [image: \ell], and we have


          
            	[image: \ell(\overline{X}_n,\sigma)=\log C-n\log\sigma-{\sum_{i=1}^n(X_i-\overline{X}_n)^2 \over 2\sigma^2}, \quad\sigma>0,]

          


          and then


          
            	[image:  \begin{align} {\partial \over \partial\sigma}\ell(\overline{X}_n,\sigma) &=-{n \over \sigma} +{\sum_{i=1}^n (X_i-\overline{X}_n)^2 \over \sigma^3}\ &=-{n \over \sigma^3}\biggl(\sigma^2-{1 \over n}\sum_{i=1}^n (X_i-\overline{X}_n)^2 \biggr), \quad\sigma>0. \end{align} ]

          


          This derivative is positive, zero, or negative according as  is between 0 and


          
            	[image: \hat\sigma_n^2:={1 \over n}\sum_{i=1}^n(X_i-\overline{X}_n)^2,]

          


          or equal to that quantity, or greater than that quantity. (If there is just one observation, meaning that n = 1, or if X1 = ... = Xn, which only happens with probability zero, then [image: \hat\sigma{}_n^2=0] by this formula, reflecting the fact that in these cases the likelihood function is unbounded as  decreases to zero.)


          Consequently this average of squares of residuals is the maximum-likelihood estimate of , and its square root is the maximum-likelihood estimate of  based on the n observations. This estimator [image: \hat\sigma{}_n^2] is biased, but has a smaller mean squared error than the usual unbiased estimator, which is n/(n1) times this estimator.


          


          Surprising generalization


          The derivation of the maximum-likelihood estimator of the covariance matrix of a multivariate normal distribution is subtle. It involves the spectral theorem and the reason it can be better to view a scalar as the trace of a 11 matrix than as a mere scalar. See estimation of covariance matrices.


          


          Unbiased estimation of parameters


          The maximum likelihood estimator of the population mean  from a sample is an unbiased estimator of the mean, as is the variance when the mean of the population is known a priori. However, if we are faced with a sample and have no knowledge of the mean or the variance of the population from which it is drawn, the unbiased estimator of the variance 2 is:


          
            	[image:  S^2 = \frac{1}{n-1} \sum_{i=1}^n (X_i - \overline{X})^2. ]

          


          This "sample variance" follows a Gamma distribution if all Xi are independent and identically-distributed:


          
            	[image:  S^2 \sim \operatorname{Gamma}\left(\frac{n-1}{2},\frac{2 \sigma^2}{n-1}\right). ]

          


          


          Occurrence


          Approximately normal distributions occur in many situations, as a result of the central limit theorem. When there is reason to suspect the presence of a large number of small effects acting additively and independently, it is reasonable to assume that observations will be normal. There are statistical methods to empirically test that assumption, for example the Kolmogorov-Smirnov test.


          Effects can also act as multiplicative (rather than additive) modifications. In that case, the assumption of normality is not justified, and it is the logarithm of the variable of interest that is normally distributed. The distribution of the directly observed variable is then called log-normal.


          Finally, if there is a single external influence which has a large effect on the variable under consideration, the assumption of normality is not justified either. This is true even if, when the external variable is held constant, the resulting marginal distributions are indeed normal. The full distribution will be a superposition of normal variables, which is not in general normal. This is related to the theory of errors (see below).


          To summarize, here is a list of situations where approximate normality is sometimes assumed. For a fuller discussion, see below.


          
            	In counting problems (so the central limit theorem includes a discrete-to-continuum approximation) where reproductive random variables are involved, such as

              
                	Binomial random variables, associated to yes/no questions;


                	Poisson random variables, associated to rare events;

              

            


            	In physiological measurements of biological specimens:

              
                	The logarithm of measures of size of living tissue (length, height, skin area, weight);


                	The length of inert appendages (hair, claws, nails, teeth) of biological specimens, in the direction of growth; presumably the thickness of tree bark also falls under this category;


                	Other physiological measures may be normally distributed, but there is no reason to expect that a priori;

              

            


            	Measurement errors are often assumed to be normally distributed, and any deviation from normality is considered something which should be explained;


            	Financial variables

              
                	Changes in the logarithm of exchange rates, price indices, and stock market indices; these variables behave like compound interest, not like simple interest, and so are multiplicative;


                	Other financial variables may be normally distributed, but there is no reason to expect that a priori;

              

            


            	Light intensity

              
                	The intensity of laser light is normally distributed;


                	Thermal light has a Bose-Einstein distribution on very short time scales, and a normal distribution on longer timescales due to the central limit theorem.

              

            

          


          Of relevance to biology and economics is the fact that complex systems tend to display power laws rather than normality.


          


          Photon counting


          Light intensity from a single source varies with time, as thermal fluctuations can be observed if the light is analyzed at sufficiently high time resolution. The intensity is usually assumed to be normally distributed. Quantum mechanics interprets measurements of light intensity as photon counting. The natural assumption in this setting is the Poisson distribution. When light intensity is integrated over times longer than the coherence time and is large, the Poisson-to-normal limit is appropriate.


          


          Measurement errors


          Normality is the central assumption of the mathematical theory of errors. Similarly, in statistical model-fitting, an indicator of goodness of fit is that the residuals (as the errors are called in that setting) be independent and normally distributed. The assumption is that any deviation from normality needs to be explained. In that sense, both in model-fitting and in the theory of errors, normality is the only observation that need not be explained, being expected. However, if the original data are not normally distributed (for instance if they follow a Cauchy distribution), then the residuals will also not be normally distributed. This fact is usually ignored in practice.


          Repeated measurements of the same quantity are expected to yield results which are clustered around a particular value. If all major sources of errors have been taken into account, it is assumed that the remaining error must be the result of a large number of very small additive effects, and hence normal. Deviations from normality are interpreted as indications of systematic errors which have not been taken into account. Whether this assumption is valid is debatable. A famous and oft-quoted remark attributed to Gabriel Lippmann says: "Everyone believes in the [normal] law of errors: the mathematicians, because they think it is an experimental fact; and the experimenters, because they suppose it is a theorem of mathematics."


          


          Physical characteristics of biological specimens


          The sizes of full-grown animals is approximately lognormal. The evidence and an explanation based on models of growth was first published in the 1932 book Problems of Relative Growth by Julian Huxley.


          Differences in size due to sexual dimorphism, or other polymorphisms like the worker/soldier/queen division in social insects, further make the distribution of sizes deviate from lognormality.


          The assumption that linear size of biological specimens is normal (rather than lognormal) leads to a non-normal distribution of weight (since weight or volume is roughly proportional to the 2nd or 3rd power of length, and Gaussian distributions are only preserved by linear transformations), and conversely assuming that weight is normal leads to non-normal lengths. This is a problem, because there is no a priori reason why one of length, or body mass, and not the other, should be normally distributed. Lognormal distributions, on the other hand, are preserved by powers so the "problem" goes away if lognormality is assumed.


          On the other hand, there are some biological measures where normality is assumed, such as blood pressure of adult humans. This is supposed to be normally distributed, but only after separating males and females into different populations (each of which is normally distributed).


          


          Financial variables


          Already in 1900 Louis Bachelier proposed representing price changes of stocks using the normal distribution. This approach has since been modified slightly. Because of the exponential nature of inflation, financial indicators such as stock values and commodity prices exhibit "multiplicative behaviour". As such, their periodic changes (e.g., yearly changes) are not normal, but rather lognormal - i.e. returns as opposed to values are normally distributed. This is still the most commonly used hypothesis in finance, in particular in asset pricing. Corrections to this model seem to be necessary, as has been pointed out for instance by Benot Mandelbrot, the popularizer of fractals, who observed that the changes in logarithm over short periods (such as a day) are approximated well by distributions that do not have a finite variance, and therefore the central limit theorem does not apply. Rather, the sum of many such changes gives log-Levy distributions.


          


          Distribution in testing and intelligence


          Sometimes, the difficulty and number of questions on an IQ test is selected in order to yield normal distributed results. Or else, the raw test scores are converted to IQ values by fitting them to the normal distribution. In either case, it is the deliberate result of test construction or score interpretation that leads to IQ scores being normally distributed for the majority of the population. However, the question whether intelligence itself is normally distributed is more involved, because intelligence is a latent variable, therefore its distribution cannot be observed directly.


          


          Diffusion equation


          The probability density function of the normal distribution is closely related to the (homogeneous and isotropic) diffusion equation and therefore also to the heat equation. This partial differential equation describes the time evolution of a mass-density function under diffusion. In particular, the probability density function


          
            	[image: \varphi_{0,t}(x) = \frac{1}{\sqrt{2\pi t\,}}\exp\left(-\frac{x^2}{2t}\right), ]

          


          for the normal distribution with expected value 0 and variance t satisfies the diffusion equation:


          
            	[image:  \frac{\partial}{\partial t} \varphi_{0,t}(x) = \frac{\partial^2}{\partial x^2} \varphi_{0,t}(x). ]

          


          If the mass-density at time t=0 is given by a Dirac delta, which essentially means that all mass is initially concentrated in a single point, then the mass-density function at time t will have the form of the normal probability density function with variance linearly growing with t. This connection is no coincidence: diffusion is due to Brownian motion which is mathematically described by a Wiener process, and such a process at time t will also result in a normal distribution with variance linearly growing with t.


          More generally, if the initial mass-density is given by a function (x), then the mass-density at time t will be given by the convolution of  and a normal probability density function.


          


          Numerical approximations of the normal distribution and its cdf


          The normal distribution is widely used in scientific and statistical computing. Therefore, it has been implemented in various ways.


          The GNU Scientific Library calculates values of the standard normal cdf using piecewise approximations by rational functions. Another approximation method uses third-degree polynomials on intervals . The article on the bc programming language gives an example of how to compute the cdf in Gnu bc.


          Generation of deviates from the unit normal is normally done using the Box-Muller method of choosing an angle uniformly and a radius exponential and then transforming to (normally distributed) x and y coordinates. If log, cos or sin are expensive then a simple alternative is to simply sum 12 uniform (0,1) deviates and subtract 6 (half of 12). This is quite usable in many applications. The sum over 12 values is chosen as this gives a variance of exactly one. The result is limited to the range (-6,6) and has a density which is a 12-section eleventh-order polynomial approximation to the normal distribution .


          A method that is much faster than the Box-Muller transform but which is still exact is the so called Ziggurat algorithm developed by George Marsaglia. In about 97% of all cases it uses only two random numbers, one random integer and one random uniform, one multiplication and an if-test. Only in 3% of the cases where the combination of those two falls outside the "core of the ziggurat" a kind of rejection sampling using logarithms, exponentials and more uniform random numbers has to be employed.


          There is also some investigation into the connection between the fast Hadamard transform and the normal distribution since the transform employs just addition and subtraction and by the central limit theorem random numbers from almost any distribution will be transformed into the normal distribution. In this regard a series of Hadamard transforms can be combined with random permutations to turn arbitrary data sets into a normally distributed data.


          In Microsoft Excel the function NORMSDIST() calculates the cdf of the standard normal distribution, and NORMSINV() calculates its inverse function. Therefore, NORMSINV(RAND()) is an accurate but slow way of generating values from the standard normal distribution, using the principle of Inverse transform sampling.


          


          Trivia


          
            	The last series of the 10 Deutsche Mark banknotes featured Carl Friedrich Gauss and a graph and formula of the normal probability density function.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Normal_distribution"
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        Norman conquest of England


        
          

          
            [image: The Bayeux Tapestry depicts the Battle of Hastings and the events leading to it.]

            
              The Bayeux Tapestry depicts the Battle of Hastings and the events leading to it.
            

          


          The Norman conquest of England began in 1066 AD with the invasion of the Kingdom of England by the troops of William, Duke of Normandy ("William the Conqueror"), and his victory at the Battle of Hastings. This resulted in Norman control of England, which was firmly established during the next few years. The Norman Conquest was a pivotal event in English history for several reasons. It largely removed the native ruling class, replacing it with a foreign, French-speaking monarchy, aristocracy and clerical hierarchy. This in turn brought about a transformation of the English language and the culture of England. By subjecting the country to rulers originating in France it linked England more closely with continental Europe, while lessening Scandinavian influence, and set the stage for a rivalry with France that would continue intermittently for more than eight centuries. It also had important consequences for the rest of the British Isles, paving the way for further Norman conquests in Wales and Ireland, and the extensive penetration of the aristocracy of Scotland by Norman and other French-speaking families.


          


          Origins


          Normandy is a region in northern France which in the years prior to 1066 experienced extensive Viking settlement. In 911, French Carolingian ruler Charles the Simple had allowed a group of Vikings, under their leader Rollo, to settle in northern France with the idea that they would provide protection along the coast against future Viking invaders. This proved successful, and the Vikings in the region became known as the Northmen from which Normandy is derived. The Normans quickly adapted to the indigenous culture, renouncing paganism and converting to Christianity. They adopted the langue d'ol of their new home and added features from their own Norse language, transforming it into the Norman language. They further blended into the culture by intermarrying with the local population. They also used the territory granted them as a base to extend the frontiers of the Duchy to the west, annexing territory including the Bessin, the Cotentin Peninsula and the Channel Islands.


          In 991 the King of England Aethelred II married Emma, the daughter of the Duke of Normandy. Their son Edward the Confessor, who had spent many years in exile in Normandy, succeeded to the English throne in 1042. This led to the establishment of a powerful Norman interest in English politics, as Edward drew heavily on Norman support, bringing in Norman courtiers, soldiers and clerics and appointing Normans to positions of power, particularly in the Church. Childless and embroiled in conflict with the formidable Godwin, Earl of Wessex and his sons, Edward may also have encouraged Duke William of Normandy's ambitions for the English throne.


          When King Edward died at the beginning of 1066, the lack of a clear heir led to a disputed succession in which several contenders laid claim to the throne of England. Edward's immediate successor was the Earl of Wessex Harold Godwinson, the richest and most powerful of the English aristocracy, who was elected king by the Witenagemot of England. However, he was at once challenged by two powerful neighbouring rulers. Duke William claimed that he had been promised the throne by King Edward and that Harold had sworn agreement to this. Harald III of Norway, commonly known as Harald Hardraada, also contested the succession. His claim to the throne was based on a supposed agreement between his predecessor Magnus I of Norway, and the earlier Danish King of England Harthacanute, whereby if either died without heir, the other would inherit both England and Norway. Both William and Harald at once set about assembling troops and ships for an invasion.


          


          Tostig and Harald


          In spring 1066 Harold's estranged and exiled brother Tostig Godwinson raided in southeastern England with a fleet he had recruited in Flanders, later joined by other ships from Orkney. Threatened by Harold's fleet, Tostig moved north and raided in East Anglia and Lincolnshire, but he was driven back to his ships by the brothers Edwin, Earl of Mercia, and Morcar, Earl of Northumbria. Deserted by most of his followers, he withdrew to Scotland, where he spent the summer recruiting fresh forces. King Harald of Norway invaded northern England in early September, leading a fleet of over 300 ships carrying perhaps 15,000 men. Harald's army was further augmented by the forces of Tostig, who threw his support behind Harald's bid for the throne. Advancing on York, the Norwegians occupied the city after defeating a northern English army under Edwin and Morcar on 20 September at the Battle of Fulford. Harold had spent the summer on the south coast with a large army and fleet waiting for William to invade, but on 8 September, after his food supplies were exhausted, he had dismissed them. Learning of the Norwegian invasion, he rushed north, gathering forces as he went, and took the Norwegians by surprise, defeating them in the exceptionally bloody Battle of Stamford Bridge on 25 September. Harald of Norway and Tostig were killed, and the Norwegians suffered such horrific losses that only 24 ships were required to carry away the survivors. The English victory came at great cost, however, as Harold's army was left in a battered and weakened state.


          


          Norman invasion


          Meanwhile William assembled an invasion fleet and an army of unknown size in 1066.


          
            [image: England, 1066: Events in the Norman Conquest.]

            
              England, 1066: Events in the Norman Conquest.
            

          


          William gathered his ships at Saint-Valery-sur-Somme. His army was ready to cross by 12 August; however, unfavourable weather delayed the crossing, so his army did not arrive in the south of England until a few days after Harold's victory over the Norwegians. After landing in Sussex on September 28, William's army assembled a prefabricated wooden castle near Hastings and used the camp as a base.


          Marching south at the news of William's landing, Harold paused briefly at London to gather more troops, then advanced to meet William. They fought at the Battle of Hastings on 14 October. Harold was killed, along with his brothers Earl Gyrth and Earl Leofwine, and the English army fled.


          After his victory at Hastings, William expected to receive the submission of the surviving English leaders, but instead Edgar Atheling was proclaimed king by the Witenagemot, with the support of Earls Edwin and Morcar, Stigand, Archbishop of Canterbury, and Aldred, Archbishop of York. William, who had received reinforcements from across the English Channel, therefore advanced, marching through Kent to London. He defeated an English force which attacked him at Southwark, but he was unable to storm London Bridge and therefore sought to reach the capital by a more circuitous route. He marched west to link up with another Norman force near Dorking, Surrey. The combined armies then moved up the Thames valley to cross the river at Wallingford, Oxfordshire. While there, he received the submission of Stigand. William then travelled northeast along the Chilterns, before advancing towards London from the northwest. Having failed to muster an effective military response, Edgar's leading supporters lost their nerve, and the English leaders surrendered to William at Berkhamstead, Hertfordshire. William was acclaimed King of England and crowned by Aldred on 25 December 1066, in Westminster Abbey.


          


          English resistance


          Despite this submission, local resistance continued to erupt for several years. In 1067 rebels in Kent launched an abortive attack on Dover Castle in combination with Eustace II of Boulogne. In the same year the Shropshire landowner Eadric the Wild, in alliance with the Welsh rulers of Gwynedd and Powys, raised a revolt in western Mercia, attacking the Norman castle at Hereford. In 1068 William besieged rebels in Exeter, including Harold's mother Gytha; after suffering heavy losses William managed to negotiate the town's surrender. Later in the year Edwin and Morcar raised a revolt in Mercia, while Earl Gospatric led a rising in Northumbria, which had not yet been occupied by the Normans. These rebellions rapidly collapsed as William moved against them, building castles and installing garrisons as he had already done in the south. Edwin and Morcar again submitted, while Gospatric fled to Scotland, as did Edgar the Atheling and his family, who may have been involved in these revolts. Meanwhile Harold's sons, who had taken refuge in Ireland, raided Somerset, Devon and Cornwall from the sea. Early in 1069 the newly installed Norman Earl of Northumbria Robert de Comines and several hundred soldiers accompanying him were massacred at Durham, igniting a widespread Northumbrian rebellion, which was joined by Edgar, Gospatric and other rebels who had taken refuge in Scotland. The castellan of York, Robert fitzRichard, was defeated and killed, and the rebels besieged the Norman castles at York. William hurried with an army from the south, took the rebels by surprise and defeated them in the streets of the city, bringing the revolt to an end. A subsequent local uprising was crushed by the garrison of York. Harold's sons launched a second raid from Ireland but were defeated in Devon by Norman forces under Count Brian, a son of Eudes, Count of Penthivre.


          In the late summer of 1069 a large fleet sent by Sweyn II of Denmark arrived off the coast of England, sparking a new wave of rebellions across the country. After abortive attempted raids in the south, the Danes joined forces with a new Northumbrian uprising, which was also joined by Edgar, Gospatric and the other exiles from Scotland as well as Earl Waltheof. The combined Danish and English forces defeated the Norman garrison at York, seized the castles and took control of Northumbria, although a raid into Lincolnshire led by Edgar was defeated by the Norman garrison of Lincoln. Meanwhile resistance flared up again in western Mercia, where the forces of Eadric the Wild, together with his Welsh allies and further rebel forces from Cheshire, attacked the castle at Shrewsbury. In the south-west rebels from Devon and Cornwall attacked the Norman garrison at Exeter, but were repulsed by the defenders and scattered by a Norman relief force under Count Brian. Other rebels from Dorset and Somerset besieged Montacute Castle but were defeated by a Norman army gathered from London, Winchester and Salisbury under Geoffrey of Coutances.


          Meanwhile William advanced northwards, attacking the Danes, who had moored for the winter south of the Humber in Lincolnshire, and driving them back to the north bank. Leaving Robert of Mortain in charge in Lincolnshire, he turned west and defeated the Mercian rebels in battle at Stafford. When the Danes again crossed to Lincolnshire the Norman forces there again drove them back across the Humber. William advanced into Northumbria, defeating an attempt to block his crossing of the swollen River Aire at Pontefract. The Danes again fled at his approach, and he occupied York. He bought off the Danes, who agreed to leave England in the spring, and through the winter of 106970 his forces systematically devastated Northumbria in the Harrying of the North, subduing all resistance. In the spring of 1070, having secured the submission of Waltheof and Gospatric, and driven Edgar and his remaining supporters back to Scotland, William returned to Mercia, where he based himself at Chester and crushed all remaining resistance in the area before returning to the south. Sweyn II of Denmark arrived in person to take command of his fleet and renounced the earlier agreement to withdraw, sending troops into the Fens to join forces with English rebels led by Hereward, who were based on the Isle of Ely. Soon, however, Sweyn accepted a further payment of Danegeld from William and returned home.


          After the departure of the Danes the Fenland rebels remained at large, protected by the marshes, and early in 1071 there was a final outbreak of rebel activity in the area. Edwin and Morcar again turned against William, and while Edwin was soon betrayed and killed, Morcar reached Ely, where he and Hereward were joined by exiled rebels who had sailed from Scotland. William arrived with an army and a fleet to finish off this last pocket of resistance. After some costly failures the Normans managed to construct a pontoon to reach the Isle of Ely, defeated the rebels at the bridgehead and stormed the island, marking the effective end of English resistance.


          Many of the Norman sources which survive today were written in order to justify their actions, in response to Papal concern about the treatment of the native English by their Norman conquerors during this period.


          


          Control of England


          Once England had been conquered, the Normans faced many challenges in maintaining control. The Anglo-Norman-speaking Normans were few in number compared to the native English population. Historians estimate the number of Norman knights at between 5,000 and 8,000. The Normans overcame this numerical deficit by adopting innovative methods of control.


          First, unlike the Danes, who had exacted taxes but generally did not supplant English landholders, the Normans expected and received from William lands and titles in return for their service in the invasion. Therefore, perhaps for the first time in English history, William claimed ultimate possession of virtually all the land in England and asserted the right to dispose of it as he saw fit. Henceforth, all land was "held" from the King. Initially, William confiscated the lands of all English lords who had fought and died with Harold and redistributed most of them to his Norman supporters (though some families were able to "buy back" their property and titles by petitioning William). These initial confiscations led to revolts, which resulted in more confiscations, in a cycle that continued virtually unbroken for five years after the Battle of Hastings. To put down and prevent further rebellions (and to defend against increasingly rare Viking attacks), the Normans constructed a variety of forts and castles (such as the motte-and-bailey) on an unprecedented scale.


          Even after active resistance to his rule had died down, William and his barons continued to use their positions to extend and consolidate Norman control of the country. For example, if an English landholder died without issue, the King (or in the case of lower-level landholders, one of his barons) could designate the heir, and often chose a successor from Normandy. William and his barons also exercised tighter control over inheritance of property by widows and daughters, often forcing marriages to Normans. In this way the Normans displaced the native aristocracy and took control of the upper ranks of society. By 1086, when the Domesday Book was completed, French names predominated even at the lower levels of the aristocracy.


          A measure of William's success in taking control is that, from 1072 until the Capetian conquest of Normandy in 1204, William and his successors were largely absentee rulers. For example, after 1072, William spent more than 75% of his time in France rather than in England. While he needed to be personally present in Normandy to defend the realm from foreign invasion and put down internal revolts, he was able to set up royal administrative structures that enabled him to rule England from a distance, by "writ". Kings were not the only absentees since the Anglo-Norman barons would use the practice too. Keeping the Norman lords together and loyal as a group was just as important, since any friction could give the native English a chance to oust their minority Anglo-French-speaking lords. Odo of Bayeux, half brother of William, for example was eventually stripped of his property holdings after a series of unsanctioned acquisitions and fraudulent activities, a move which threatened to destabilise the purported authority of Norman land holdings. One way William accomplished this cohesion was by giving out land in a piece-meal fashion and punishing unauthorised holdings. A Norman lord typically had property spread out all over England and Normandy, and not in a single geographic block. Thus, if the lord tried to break away from the king, he could only defend a small number of his holdings at any one time.


          Over the longer range the same policy greatly facilitated contacts between the nobility of different regions and encouraged the nobility to organize and act as a class, rather than on an individual or regional base which was the normal way in other feudal countries. The existence of a strong centralized monarchy encouraged the nobility to form ties with the city dwellers, which was eventually manifested in the rise of English parliamentarianism.


          


          Significance


          


          Language


          One of the most obvious changes was the introduction of Anglo-Norman, a northern dialect of Old French, as the language of the ruling classes in England, displacing Old English. Even after the decline of Norman, French retained the status of a prestige language for nearly 300 years and has had (with Norman) a significant influence on the language, which is easily visible in Modern English.


          


          Governmental systems


          Before the Normans arrived, Anglo-Saxon England had one of the most sophisticated governmental systems in Western Europe. All of England was divided into administrative units called shires (shares) of roughly uniform size and shape, which were run by officials known as "shire reeve" or " sheriff". The shires tended to be somewhat autonomous and lacked coordinated control. English government made heavy use of written documentation which was unusual for kingdoms in Western Europe and made for more efficient governance than word of mouth.


          The English developed permanent physical locations of government. Most medieval governments were always on the move, holding court wherever the weather and food or other matters were best at the moment. This practice limited the potential size and sophistication of a government body to whatever could be packed on a horse and cart, including the treasury and library. England had a permanent treasury at Winchester, from which a permanent government bureaucracy and document archive begun to grow.


          This sophisticated medieval form of government was handed over to the Normans and grew stronger. The Normans centralised the autonomous shire system. The Domesday Book exemplifies the practical codification which enabled Norman assimilation of conquered territories through central control of a census. It was the first kingdom-wide census taken in Europe since the time of the Romans, and enabled more efficient taxation of the Norman's new realm.


          Systems of accounting grew in sophistication. A government accounting office called the exchequer was established by Henry I; from 1150 onward this was located in Westminster.


          


          Anglo-Norman and French relations


          After the conquest, Anglo-Norman and French political relations became very complicated and somewhat hostile. The Normans retained control of the holdings in Normandy and were thus still vassals to the King of France. At the same time, they were their equals as King of England. On the one hand they owed fealty to the King of France, and on the other hand they did not, because they were peers. In the 1150s, with the creation of the Angevin Empire, the Plantagenets controlled half of France and all of England, dwarfing the power of the Capetians. Yet the Normans were still technically vassals to France. A crisis came in 1204 when French King Philip II seized all Norman and Angevin holdings in mainland France except Gascony. This led to the Hundred Years War when Anglo-Norman English kings tried to regain their dynastic holdings in France.


          During William's lifetime, his vast land gains were a source of great alarm to the King of France and the counts of Anjou and Flanders. Each did his best to diminish Normandy's holdings and power, leading to years of conflict in the region.


          


          English cultural development


          A direct consequence of the invasion was the near total elimination of the Anglo-Saxon aristocracy and the loss of English control over the Catholic Church in England. As William subdued rebels, he confiscated their lands and gave them to his Norman supporters. By the time of the Domesday Book, only two English landowners of any note had survived the displacement. By 1096 no church See or Bishopric was held by any native Englishman; all were held by Normans. No other medieval European conquest of Christians by Christians had such devastating consequences for the defeated ruling class. Meanwhile, William's prestige among his followers increased tremendously because he was able to award them vast tracts of land at little cost to himself. His awards also had a basis in consolidating his own control; with each gift of land and titles, the newly-created feudal lord would have to build a castle and subdue the natives. Thus was the conquest self-perpetuating.


          


          Legacy


          As early as the 12th century the Dialogue concerning the Exchequer attests to considerable intermarriage between native English and Norman immigrants. Over the centuries, particularly after 1348 when the Black Death pandemic carried off a significant number of the English nobility, the two groups largely intermarried and became barely distinguishable.


          The Norman conquest was the last successful conquest of England, although some historians identify the Glorious Revolution of 1688 as the most recent successful invasion from the continent. Major invasion attempts were launched by the Spanish in 1588 and the French in 1744 and 1759, but in each case the combined impact of the weather and the attacks of the Royal Navy on their escort fleets thwarted the enterprise without the invading army even putting to sea. Invasions were also prepared by the French in 1805 and Nazi Germany in 1940, but these were abandoned after preliminary operations failed to overcome Britain's naval and, in the latter case, air defences. Various brief raids on British coasts were successful within their limited scope, such as those launched by the French during the Hundred Years War, the Spanish landing in Cornwall in 1595, the Dutch raid on the Medway shipyards in 1667 and raids by Barbary pirates in the 17th and 18th centuries.
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              	Name

              	Norman Foster
            


            
              	Nationality
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              	Birth date

              	June 1, 1935 (1935-06-01)
            


            
              	Birth place

              	[image: Flag of England] Stockport, Greater Manchester, England
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              	Practice name

              	Foster and Partners
            


            
              	Significant buildings

              	
                30 St Mary Axe, London


                Willis Faber and Dumas Headquarters, Ipswich

                Wembley Stadium

              
            


            
              	Significant projects

              	American Hangar at the Imperial War Museum Duxford
            


            
              	Awards and prizes

              	Stirling Prize, Pritzker Architecture Prize, Minerva Medal
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          Norman Robert Foster, Baron Foster of Thames Bank, OM, FRIBA, RDI, (born 1 June 1935) is one of the leading British architects of the United Kingdom and in the world.


          


          Biography


          Foster was born in Reddish, Stockport, England, to a working-class family. He was naturally gifted and performed well at school and took an interest in architecture, particularly in the works of Frank Lloyd Wright, Ludwig Mies van der Rohe and Le Corbusier.


          Leaving school at 16, he worked in the Manchester City Treasurer's office before joining National Service in the Royal Air Force. After he was discharged, in 1956 Foster attended the University of Manchester's School of Architecture and City Planning (graduating in 1961). Later, he won the Henry Fellowship to the Yale School of Architecture, where he met former business partner Richard Rogers and earned his Master's degree. He then travelled in America for a year, returning to the UK in 1962 where he set up an architectural practice as Team 4 with Rogers and their respective wives Wendy Cheesman and Sue Rogers. They quickly earned a reputation for high-tech industrial design.


          


          Foster and Partners


          After Team 4 went their separate ways, in 1967 Foster and Wendy Cheeseman founded Foster Associates, which later became Foster and Partners. 1968 saw the beginning of a long period of collaboration with American architect Richard Buckminster Fuller, which continued until Fuller's death in 1983, on several projects that became catalysts in the development of an environmentally sensitive approach to design - including the Samuel Beckett Theatre project.


          Foster Associates' breakthrough building in the UK was the Willis Faber & Dumas headquarters in Ipswich, from 1974. The client was a family firm insurance company which wanted to restore a sense of community to the workplace. Foster created open-plan office floors long before open-plan became the norm. In a town not over-endowed with public facilities, the roof gardens, 25m swimming pool and gymnasium greatly enhance the quality of life of the company's 1200 employees. The building is wrapped in a full-height glass facade which moulds itself to the medieval street plan and contributes real drama, subtly shifting from opaque, reflective black to a glowing backlit transparency as the sun sets. The building is now Grade One Listed.


          


          Present day


          Today, Foster and Partners work with its engineering collaborators to integrate complex computer systems with the most basic physical laws, such as convection. The approach creates intelligent, efficient structures like the Swiss Re London headquarters at 30 St Mary Axe, nicknamed "The Gherkin", whose complex facade lets in air for passive cooling and then vents it as it warms and rises.


          Foster's earlier designs reflected a sophisticated, machine-influenced high-tech vision. His style has since evolved into a more sublime, sharp-edged modernity.


          Foster is currently involved in a dispute with the Couper Collection, a floating art museum near his London offices, regarding his plans to redevelop the area and force removal of the museum's barges.


          Ken Shuttleworth, a senior project architect at Foster and Partners, recently left the firm to set up his own architectural practice, MAKE Architects. Shuttleworth is reported to have been the driving force behind the practice in recent years having designed some of the firm's most prominent projects in the past few years, including London City Hall and 30 St Mary Axe.


          In January 2007, The Sunday Times reported that Foster had called in Catalyst, a corporate finance house, to find buyers for Foster and Partners. Foster does not intend to retire, but sell out his 85%+ holding in the company valued at 300M to 500M.


          


          Recognition


          Foster was knighted in 1990 and appointed to the Order of Merit in 1997. In 1999, he was created a life peer, as Baron Foster of Thames Bank, of Reddish in the County of Greater Manchester. He is a cross-bencher.


          He is the second British architect to win the Stirling Prize twice: the first for the American Hangar at the Imperial War Museum Duxford in 1998, and the second for 30 St Mary Axe in 2004. In consideration of his whole portfolio, Foster was awarded the Pritzker Architecture Prize in 1999. He is also a Fellow of the Chartered Society of Designers and winner of the Minerva Medal, the Society's highest award.


          In Germany Lord Foster received the Order Pour le Mrite.


          Most recently, in September of 2007, Foster was awarded the Aga Khan Award for Architecture, the largest architectural award in the world, for the Petronas University of Technology, Bandar Seri in Iskandar, Malaysia.


          


          Personal life


          Foster married business partner Wendy Cheeseman. She died of cancer in 1989, leaving him with four sons.


          For a while he was linked with BBC newsreader Anna Ford, but he married Indian-born Begum Sabiha Rumani Malik who became his second wife. They met when Sabiha was married to Andrew Knight, then Chairman of News International plc.


          Foster and Sabiha divorced in 1998, and Foster is presently married to Elena Foster, Chairman of the Tate International Council, and founder of Ivory Press. Lady Foster of Thames Bank (the former Prof. Dr. Elena Ochoa), is a graduate of University of Madrid and former journalist, who used to lecture at University of Cambridge and is an expert on Alzheimer's disease. In Spain Miss Ochoa is better known as "La doctora del sexo" after she presented the prime-time TV programme "Hablemos de Sexo" ("Let's Talk About Sex"), in 1990. T


          A qualified pilot, Foster flies his own private jet and helicopter between his home above the London offices of Foster and Partners, as well to his homes in France and Switzerland.


          


          Children


          Son: Jay Foster


          Daughter: Paola Foster


          Son: Eduardo Foster


          Step Daughter: Amaryllis Knight


          Step Daughter: Afsaneh Knight


          


          Selected projects


          Foster has established an extremely prolific career in the span of four decades. The following are some of his major constructions:


          


          Proposed or under construction
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              Torre Caja Madrid (Madrid) under construction (September 2007).
            

          


          
            	Torre Caja Madrid, Madrid, Spain (2004-2008)


            	Tower, Cork, Republic of Ireland, (2008-2011)


            	Culture and Leisure Centre, Ciudad del Motor de Aragn , Alcaiz, Spain (2007) (competition won)


            	Tivoli Hotel, Copenhagen, Denmark (2010) (competition won)


            	Museum of Aviation, Getafe, Spain (currently in design phase)


            	200 Greenwich Street, Tower 2 of the planned reconstruction of the World Trade Centre in New York City, United States (currently in design phase)


            	Reconstruction of New Holland Island, Saint Petersburg, Russia (ongoing)


            	Russia Tower, Moscow, Russia (2007  2011)


            	U2 Tower, Dublin, Ireland (2008-2011) (competition won)


            	Spinningfield Square, Manchester, England (2005  2010)


            	Dallas Centre for the Performing Arts, Dallas, United States (2009)


            	The Bow, Calgary, Canada (2009)


            	The Troika, Kuala Lumpur, Malaysia (2004  2009)


            	International Terminal, Beijing Capital International Airport, Beijing, China (2007)


            	New Elephant House, Copenhagen Zoo, Copenhagen, Denmark (2007)


            	Queen's Dock, Scottish Exhibition and Conference Centre, Glasgow, Scotland (2004  2007)


            	Supreme Court of the United Kingdom, Middlesex Guildhall, London, United Kingdom (2009)


            	Khan Shatyry in Astana, Kazakhstan.


            	Proposed new World Trade Centre.


            	Masdar Initiative master plan , Abu Dhabi (announced 2007)


            	Zero carbon, zero waste city in Abu Dhabi, a project within the Masdar Initiative (announced 2007)


            	New Yale School of Management campus, New Haven, CT (announced September 4, 2007)


            	Camp Nou stadium, Barcelona, Spain (announced September 18, 2007)


            	Crystal Island, Moscow, Russia

          


          


          Completed
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              Reichstag dome at night
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            	Thomas Deacon Academy (2005-2007)


            	The Willis Building, City of London, United Kingdom (2004-2007)


            	Wembley Stadium, London, United Kingdom (2002  2007)


            	Palace of Peace and Reconciliation, Astana, Kazakhstan (2006)


            	Faculty of Pharmacy Building at the University of Toronto, Canada (2006)


            	Hearst Tower, New York City, United States (2006)


            	Dresden Hauptbahnhof reconstruction, Dresden, Germany (2002  2006)


            	Deutsche Bank Place, Sydney, Australia (the first Sir Norman Foster building in the Southern Hemisphere) (2005)


            	The Philological Library at the Free University of Berlin, Germany (2005)


            	National Police Memorial, The Mall, London, United Kingdom (2005)


            	40 luxury apartments, St. Moritz, Switzerland (2005)


            	Millau Viaduct, Gorge du Tarn, France (1993  2005)


            	Tanaka Business School, Imperial College London (2004)


            	McLaren Technology Centre, Woking, United Kingdom (2004)


            	The Sage Gateshead, Gateshead, England (2004)


            	30 St Mary Axe, Swiss Re London headquarters, London, United Kingdom (1997  2004)


            	Metro of Bilbao, Spain (1988  1995, 1992  2004)


            	Universiti Teknologi Petronas main campus, Malaysia (2003)


            	Clark Centre, Stanford University, Palo Alto, CA (2003)


            	HSBC Tower, London (2002)


            	The Metropolitan Building in Warsaw (1997-2003)


            	Lionel Robbins Building renovation, British Library of Political and Economic Science, London School of Economics, London, United Kingdom (1999  2001)


            	J Sainsbury headquarters, Holborn Circus, London (2001)


            	La Poterie metro station, Rennes, France (2001)


            	Al Faisaliah Centre, Riyadh, Saudi Arabia (2001)


            	Expo MRT Station, Singapore (2001)


            	Centre for Clinical Science Research, Stanford University, Palo Alto, CA (2000)


            	Millennium Bridge, London, United Kingdom (1996  2000)


            	Greater London Authority Building (London City Hall), London, United Kingdom (2000)


            	Reichstag restoration, Berlin, Germany (1999)


            	Department of Economics, Manor Road Building, University of Oxford, England (1999)


            	Redevelopment of the Great Court of the British Museum, London, United Kingdom (1999)


            	Hong Kong International Airport, Chek Lap Kok, Hong Kong, China (1992  1998)


            	Commerzbank Tower, Frankfurt, Germany (1991  1997)


            	The Clyde Auditorium, part of the Scottish Exhibition and Conference Centre in Glasgow, Scotland (1995-1997)


            	Law Faculty, Sidgewick Site, University of Cambridge (1995)


            	Joslyn Art Museum, Omaha, Nebraksa (1994)


            	Lyce Albert Camus, Frjus, France (1993)


            	Kings Norton Library, Cranfield University (1993)


            	Carr d'Art, Nmes, France (1984  1993)


            	Torre de Collserola, Barcelona, Spain (1992)


            	Terminal building at Stansted Airport, London, United Kingdom (1981  1991)


            	HSBC headquarters building, Hong Kong (1979  1986)


            	Renault Distribution Centre, Swindon, United Kingdom (1983)


            	Sainsbury Centre for Visual Arts at the University of East Anglia, Norwich, England (1974  1978 )


            	Willis Faber and Dumas Headquarters, Ipswich, England (1971  1975 )


            	IBM Pilot Head Office, Cosham, Portsmouth, England (1970  1971)

          


          


          Non-architectural projects


          Foster's other design work has included the Nomos desk system for Italian manufacturer Tecno, and the motor yacht Izanami (later Ronin) for Lrssen Yachts.
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                    Topics in Norse mythology
                  

                  
                    	sir (gods)

                    	Andhrmnir, Baldr, Borr, Bragi, Bri, Dagr, Delling, Forseti, Heimdall, Hermr, Hr, Hnir, Kvasir, Lurr, Loki, Mi and Magni, r, Odin, Rg, Thor, Tyr, Vli, V, Vidar, Vili
                  


                  
                    	synjur (goddesses)

                    	Bil, Eir, Frigg, Gn, Hln, Iunn, Jord, Lofn, Nanna, Ntt, Saga, Sif, Sigyn, Sjfn, Snotra, Sl, Syn, Var, Vr, rr
                  


                  
                    	Vanir 

                    (gods and goddesses)

                    	Freyr ( Yngvi), Freyja, Gullveig, Nerthus, Njord, Ullr
                  


                  
                    	Norns (fates)

                    	Urd, Verdandi, Skuld
                  


                  
                    	Valkyries

                    	Brynhildr, Gndul, Gunnr, Hildr, Hlagunnr, Rta, Skuld, Sigrdrfa, Sigrn, Skgul, Svva, rr
                  


                  
                    	Elves ( lfar)

                    	Beyla, Byggvir, Dkklfar, Svartlfar, Volund
                  


                  
                    	Jotuns (giants)

                    	gir, Angrboda, Baugi, Beli, Bergelmir, Bestla, Billing, Bolthorn, Byleist, Elli, Frbauti, Fenja, Fjalar, Fornjt, Geirrod, Gerd, Gjlp and Greip, Gilling, Grid, Gunnlod, Gymir, Hel, Hrym, Hrsvelgr, Hrod, Hrungnir, Hymir, Hyndla, Hyrrokkin, Jrnsaxa, Kari, Laufey, Loki, Mani (moon), Menja, Modgunn, Mundilfari, Muspel, Mkkurklfi, Narfi, Olvaldi, Ragnhild, Rn, Rind, Skai, Snr, Suttung, Surtr, Thokk, jazi, rvaldi, rgelmir, rymr, Utgardaloki, Vafrnir, Ymir
                  


                  
                    	Dwarves

                    	Alvss, Andvari, Berling, Brokkr, Durin, Dvalinn, Eitri, Fafnir, Fjalar and Galar, Gandalf, Hjuki, Hreidmar, Litr, Nordri, Sudri, Austri and Vestri, Nyi and Nidi, Otr, Regin, Sindri
                  


                  
                    	Humans

                    	Adils, Agne, Ask, Aslaug (Kraka), Bjrn Ironside, Bdvar Bjarki, Berserkers, Dag the Wise, Domalde, Draugr, Dyggve, Egil, Einherjar, Embla, Erik and Alrik, Fjlnir, Frodi, Glam, Grimhild, Gylfi, Haddingjar, Hagbard and Signy, Haki, Halfdan, Halfdan the Old, Harald Hildetand, Hedin, Helgi Hundingsbane, Hjalmar, Hrlf Kraki, Hugleik, Hvitserk, Ingeborg, Ingjald, Jorund, Karl, Krimhild, Lif and Lifthrasir, Marmennill, Nr, Ottar, Raum the Old, Rskva, Sigar, Siggeir, Sigmund, Signy, Sigurd, Sigurd Ring, Sinfjtli, Skagul Toste, Skirnir, Sveigder, Svipdag, jlfi, Vanlade, Vlva, Yngvi and Alf, Yrsa
                  


                  
                    	Beasts

                    	Arvak and Alsvid, Auumbla, Blughfi, Eikyrnir, Fenrisulfr, Garm, Geri and Freki, Grani, Gullinbursti, Gullinkambi, Gulltopp, Hati, Heirn, Hildisvni, Hfvarpnir, Hrsvelgr, Hrmfaxi, Hugin and Munin, Jrmungandr, Lindorm, Mnagarmr, Nhggr, Ratatosk, Skinfaxi, Skoll, Sleipnir, Svadilfari, Shrmnir, Tanngrisnir and Tanngnjstr, Varulf, Verflnir
                  


                  
                    	Locations

                    	lfheim, Andlang, sgard, Barri, Bifrst, Bilskirnir, Breidablik, livgar, Eliudnir, Fensalir, Flkvangr, Giml, Ginnungagap, Gjallar Bridge, Gjll, Gladsheim, Glasir, Glitnir, Gnipahellir, Helgrindr, Helveg, Himinbjrg, Hindarfjall, Hrgr, Krmt and rmt, Idavoll, Jtunheimr, Ironwood, Hlidskjalf, Midgard, Muspelheim, Mirkwood, Nstrnd, Niflheim, Noatun, Sessrmnir, Singasteinn, Slidr River, Skkvabekkr, rvangr, rymheimr, Utgard, Valhalla, Vanaheim, Hvergelmir, Vigrid, Vimur, Vinglf, dalir, Yggdrasil
                  


                  
                    	Artifacts

                    	Andvarinaut, Brisingamen, Draupnir, Eldhrmnir, Gand, Gjallarhorn, Gleipnir, Gram, Grotte, Gungnir, Helskr, Megingjord, Well of Mimir, Mistilteinn, Mjlnir, Naglfar, rerir, Reginnaglar, Hringhorni, Skblanir, Tyrfing, Well of Urd
                  


                  
                    	Worship

                    	Blt, Hrgr, Human sacrifice, Seid, Sumbel, Temple at Uppsala, Thor's Hammer, Vlva, Yule
                  

                

              
            

          


          Norse, Viking or Scandinavian mythology comprises the indigenous pre-Christian religion, beliefs and legends of the Scandinavian peoples, including those who settled on Iceland, where most of the written sources for Norse mythology were assembled. Norse mythology is the best-preserved version of the older common Germanic paganism, which also includes the closely related Anglo-Saxon mythology. Germanic mythology, in its turn, developed from an earlier Indo-European mythology.


          Norse mythology is a collection of beliefs and stories shared by Northern Germanic tribes. It had no one set of doctrinal beliefs. The mythology was orally transmitted in the form of poetry and modern knowledge about it is mainly based on the Eddas and other medieval texts written down during and after Christianization.


          Some aspects of Norse mythology passed into Scandinavian folklore and have survived to modern day. Others have recently been reinvented or reconstructed as Germanic neopaganism. The mythology also remains as an inspiration in literature (see Norse mythological influences on later literature) as well as on stage productions and movies.


          Cosmology


          Scandinavians believed there are ' nine worlds' (nu heimar), that many scholars summarize as follows:


          
            	sgarr, world of the sir.


            	Vanaheimr, world of the Vanir.


            	Migarr, world of humans.


            	Muspellheim, world of the primordial element of fire.


            	Niflheimr, world of the primordial element of ice


            	Hel, underworld, world of the dead.


            	lfheimr, world of the lfar ( elves).


            	Svartalfheim or Nidavellir, world of the Dvergar ( Norse dwarves).


            	Jtunheimr, world of the Jtnar (giants).

          


          Note the boundaries between Niflheim, Jtunheimr, Hel, Niavellir, Svartlfaheimr, and several other significant places like Utgarr remain uncertain.


          Each world also had significant places within. Valhalla was Odin's hall located in Asgard. It was also home of the Einherjar, who were the souls of the greatest warriors. These warriors were selected by the Valkyries, Odin's mounted female messengers whose sparkling armor supposedly created the famed Aurora Borealis, or the northern lights. The Einherjar would help defend the gods during Ragnarok, when everyone would die in a great battle between the gods and their iniquitous enemies. A battle, incidentally, emphasising an order-versus-chaos duality common to many ancient mythologies and no less present in Norse mythology. Niflhel was a hellish place in Hel, where oathbreakers and other criminals suffered torments (compare Greek Tartarus).


          These worlds were connected by Yggdrasil, or the world ash root, a giant tree with Asgard at its top. Chewing at its roots in Niflheim was Nidhogg, a ferocious serpent or dragon. Asgard can also be reached by Bifrost, the magical rainbow bridge guarded by Heimdall, the mute god of vigilance who could see and hear a thousand miles.


          The cosmology of Norse mythology also involves a strong element of duality; for example the night and the day have their own mythological counterparts-- Dagr/ Skinfaxi and Ntt/ Hrmfaxi, the sun Sl and the chasing wolf Skoll, the moon Mani and its chasing wolf Hati, and the total opposites of Niflheim and Muspell in the origin of the world. This might have reflected a deeper metaphysical belief in opposites as the foundation of the world.


          


          Supernatural beings


          There are several "clans" of Vttir or animistic nature spirits: the sir and Vanir, understood as gods, plus the Jtnar, the lfar and Dvergar. To this list can be added the dead in the Underworld. The distinction between sir and Vanir is relative, for the two are said to have made peace, exchanged hostages, intermarried and reigned together after a prolonged war, which the sir had finally won. Some gods belong in both camps. Some authorities (compare Mircea Eliade and J.P. Mallory) consider the sir/Vanir division to be simply the Norse expression of a general Indo-European division of divinities, parallel to that of Olympians and Titans in Greek mythology and to a similar structure in parts of the Mahabharata.
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          Generally, despite ambiguity, the sir and their allies represent the natural forces of cosmic order, whereas the Jtnar represent the natural forces of destructive chaos. The Jtnar compare to the Titans and Gigantes of Greek mythology and generally translated as "giants", although " trolls" and " demons" have been suggested as suitable alternatives. Notably, a foreboding figure like Loki was the child of two giants, and likewise Hel his daughter. Even so, the sir frequently intermarry the Jtnar, and themselves for the most part descend from them. Loki himself is thought to be the blood brother of inn and thus counted as one of the sir. Some of the giants are mentioned by name in the Eddas, and they seem to be representations of natural forces. There are two general types of giant: Thurses and the normal thuggish giant, but there was also a giant made of stone and a giant made of fire. There were also elves and dwarfs, whose role is shadowy but who are generally thought to side with the gods.


          In addition, there are many other supernatural beings: Fenrir the gigantic wolf, and Jrmungandr the sea-serpent (or "worm") that is coiled around Midgard. These two monsters are described as the progeny of Loki. More benevolent creatures are Hugin and Munin (thought and memory, respectively), the two ravens who keep Odin, the chief god, apprised of what is happening on earth, since he gave his eye to the Well of Mimir in his quest for wisdom, Sleipnir, Loki's eight legged horse son belonging to Odin and Ratatosk, the squirrel which scampers in the branches of Yggdrasil.


          Along with many other polytheistic religions, this mythology lacks the good-evil dualism of the Middle Eastern tradition. Thus, Loki is not primarily an adversary of the gods, though he is often portrayed in the stories as the nemesis to the protagonist Thor, and the giants are not so much fundamentally evil, as rude, boisterous, and uncivilized (except in the case of the Thurses who were not quite so uncivilized). The dualism that exists is not good vs. evil, but order vs. chaos. The gods represent order and structure whereas the giants and the monsters represent chaos and disorder.


          


          Vlusp: the origin and end of the world


          The origin and eventual fate of the world are described in Vlusp ("Prophecy [sp] of the vlva"), one of the most striking poems in the Poetic Edda. These haunting verses contain one of the most vivid creation accounts in all of religious history and a representation of the eventual destruction of the world that is unique in its attention to detail.


          In the Vlusp, Odin, the chief god of the Norse pantheon, has conjured up the spirit of a dead vlva and commanded this spirit to reveal the past and the future. She is reluctant: "What do you ask of me? Why tempt me?"; but since she is already dead, she shows no fear of Odin, and continually taunts him: "Well, would you know more?" But Odin insists: if he is to fulfill his function as king of the gods, he must possess all knowledge. Once the vlva has revealed the secrets of past and future, she falls back into oblivion: "I sink now".


          


          The beginning
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          According to Norse myth, the beginning of life was fire and ice, with the existence of only two worlds: Muspelheim and Niflheim. When the warm air of Muspelheim hit the cold ice of Niflheim, the giant Ymir and the icy cow Audhumla were created. Ymir's foot bred a son and a man and a woman emerged from his armpits, making Ymir the progenitor of the Jotun, or giants. Whilst Ymir slept, the intense heat from Muspelheim made him sweat, and he sweated out Surtr, a giant of fire. Later Ymir woke and drank Audhumbla's milk. Whilst he drank, the cow Audhumbla licked on a salt stone. On the first day after this a man's hair appeared on the stone, on the second day a head and on the third day an entire man emerged from the stone. His name was Bri and with an unknown giantess he fathered Bor, the father of the three gods Odin, Vili and Ve.


          When the gods felt strong enough they killed Ymir. His blood flooded the world and drowned all of the giants, except two. But giants grew again in numbers and soon there were as many as before Ymir's death. Then the gods created seven more worlds using Ymir's flesh for dirt, his blood for the Oceans, rivers and lakes, his bones for stone, his brain as the clouds, his skull for the heaven. Sparks from Muspelheim flew up and became stars.
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          One day when the gods were walking they found two tree trunks. They transformed them into the shape of humans. Odin gave them life, Vili gave them mind and Ve gave them the ability to hear, see, and speak. The gods named them Ask and Embla and built the kingdom of Middle-earth for them and to keep the giants out the gods placed a gigantic fence made of Ymir's eyelashes around Middle-earth.


          The vlva goes on to describe Yggdrasil and the three norns (female symbols of inexorable fate; their names - Urr ( Urd), Verandandi ( Verdandi), and Skuld - indicate the past, present, and obligatory actions to occur), who spin the threads of fate beneath it. She then describes the war between the sir and Vanir and the murder of Baldr, Odin's handsome son whom everyone but Loki loved. (The story is that everything in existence promised not to hurt him except mistletoe. Taking advantage of this weakness, Loki made a mistletoe spear and tricked Hr, Odin's blind son and Baldr's brother, into using it to kill Baldr. Hel said she would revive him if everyone in the nine worlds wept. A giantess - Thokk, who may have been Loki in shape-shifted form - did not weep. After that she turns her attention to the future.


          


          The end times ( Eschatological beliefs)


          The Old Norse vision of the future is bleak. Norse mythology's vision of the end times is stark and pessimistic: not only are the Norse gods capable of being defeated by residents of Yggdrasil's other branches, but in fact are destined to be defeated, and have always lived with this knowledge. In the end, it was believed, the forces of chaos will outnumber and overcome the divine and human guardians of order. Loki and his monstrous children will burst their bonds; the dead will sail from Niflheim to attack the living. Heimdall, the watchman of the gods, will summon the heavenly host with a blast on his horn. Then a final battle will ensue between order and chaos (Ragnark), which the gods will lose, as is their fate. The gods, aware of this, will gather the finest warriors, the Einherjar, to fight on their side when the day comes, but in the end they will be powerless to prevent the world from descending into the chaos out of which it has once emerged; the gods and their world will be destroyed. There are two optimistic facts, however: Not only will chaos also be defeated, but a new, better world will emerge from the ashes of the old one. Odin will be swallowed by Fenrir. Thor will kill Jrmungandr, but will drown in its venom. Loki will be the last to die, having taken a wound from Heimdall that, although was taken at the same time as Loki's wound on Heimdall, did not kill the god of chaos and fire in that instance.


          And although the gods were destined to be defeated and killed, Baldr and Hodr, along with the new world, will be born again.


          


          Kings and heroes
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          The mythological literature relates the legends of heroes and kings, as well as supernatural creatures. These clan and kingdom founding figures possessed great importance as illustrations of proper action or national origins. The heroic literature may have fulfilled the same function as the national epic in other European literatures, or it may have been more nearly related to tribal identity. Many of the legendary figures probably existed, and generations of Scandinavian scholars have tried to extract history from myth in the sagas.


          Sometimes the same hero resurfaces in several forms depending on which part of the Germanic world the epics survived such as Weyland/ Vlund and Siegfried/ Sigurd, and probably Beowulf/ Bdvar Bjarki. Other notable heroes are Hagbard, Starkad, Ragnar Lodbrok, Sigurd Ring, Ivar Vidfamne and Harald Hildetand. Notable are also the shieldmaidens who were ordinary women who had chosen the path of the warrior. These women function both as heroines and as obstacles to the heroic journey.


          


          Norse worship


          


          Centres of faith
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          The Germanic tribes rarely or never had temples in a modern sense. The Blt, the form of worship practiced by the ancient Germanic and Scandinavian people, resembled that of the Celts and Balts. It occurred either in sacred groves, at home, or at a simple altar of piled stones known as a " horgr". However, there seem to have been a few more important centres, such as Skiringssal, Lejre and Uppsala. Adam of Bremen claims that there was a temple in Uppsala (see Temple at Uppsala) with three wooden statues of Thor, Odin, Idoki and Freyr.


          


          Priests


          While a kind of priesthood seems to have existed, it never took on the professional and semi-hereditary character of the Celtic druidical class. This was because the shamanistic tradition was maintained by women, the Vlvas. It is often said that the Germanic kingship evolved out of a priestly office. This priestly role of the king was in line with the general role of godi, who was the head of a kindred group of families (for this social structure, see norse clans), and who administered the sacrifices.


          Despite the shamanistic Vlvas, this religion was not a form of shamanism.


          


          Human sacrifice


          A unique eye-witness account of Germanic human sacrifice survives in Ibn Fadlan's account of a Rus ship burial, where a slave-girl had volunteered to accompany her lord to the next world. More indirect accounts are given by Tacitus, Saxo Grammaticus and Adam von Bremen.


          However, the Ibn Fadlan account is actually a burial ritual. Current understanding of Norse mythology suggests an ulterior motive to the slave-girl's 'sacrifice'. It is believed that in Norse mythology a woman who joined the corpse of a man on the funeral pyre would be that man's wife in the next world. For a slave girl to become the wife of a lord was an obvious increase in status. Although both religions are of the Indo-European tradition, the sacrifice described in the Ibn Fadlan account is not to be confused with the practice of Sati.


          The Heimskringla tells of Swedish King Aun who sacrificed nine of his sons in an effort to prolong his life until his subjects stopped him from killing his last son Egil. According to Adam of Bremen, the Swedish kings sacrificed male slaves every ninth year during the Yule sacrifices at the Temple at Uppsala. The Swedes had the right not only to elect kings but also to depose them, and both king Domalde and king Olof Trtlja are said to have been sacrificed after years of famine.


          Odin was associated with death by hanging, and a possible practice of Odinic sacrifice by strangling has some archeological support in the existence of bodies such as Tollund Man that perfectly preserved by the acid of the Jutland peatbogs, into which they were cast after having been strangled. However, scholars possess no written accounts that explicitly interpret the cause of these stranglings, which could obviously have other explanations.


          


          Interactions with Christianity
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          An important note in interpreting this mythology is that often the closest accounts that scholars have to "pre-contact" times were written by Christians. The Younger Edda and the Heimskringla were written by Snorri Sturluson in the 13th century, over two hundred years after Iceland became Christianized. This results in Snorri's works carrying a large amount of Euhemerism.


          Virtually all of the saga literature came out of Iceland, a relatively small and remote island, and even in the climate of religious tolerance there, Snorri was guided by an essentially Christian viewpoint. The Heimskringla provides some interesting insights into this issue. Snorri introduces Odin as a mortal warlord in Asia who acquires magical powers, settles in Sweden, and becomes a demi-god following his death. Having undercut Odin's divinity, Snorri then provides the story of a pact of Swedish King Aun with Odin to prolong his life by sacrificing his sons. Later in the Heimskringla, Snorri records in detail how converts to Christianity such as Saint Olaf Haraldsson brutally converted Scandinavians to Christianity.
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          Trying to avert civil war, the Icelandic parliament voted in Christianity, but for some years tolerated heathenry in the privacy of one's home. Sweden, on the other hand, had a series of civil wars in the 11th century, which ended with the burning of the Temple at Uppsala. In England, Christianization occurred earlier and sporadically, rarely by force. Conversion by coercion was sporadic throughout the areas where Norse gods had been worshipped. However, the conversion did not happen overnight. Christian clergy did their utmost to teach the populace that the Norse gods were demons, but their success was limited and the gods never became evil in the popular mind in most of Scandinavia.


          The length of time Christianization took is illustrated by two centrally located examples of Lovn and Bergen. Archaeological studies of graves at the Swedish island of Lovn have shown that the Christianisation took 150-200 years, and this was a location close to the kings and bishops. Likewise in the bustling trading town of Bergen, many runic inscriptions have been found from the 13th century, among the Bryggen inscriptions. One of them says may Thor receive you, may Odin own you, and a second one is a galdra which says I carve curing runes, I carve salvaging runes, once against the elves, twice against the trolls, thrice against the thurs. The second one also mentions the dangerous Valkyrie Skgul.


          There are few accounts from the 14th to the 18th century, but the clergy, such as Olaus Magnus (1555) wrote about the difficulties of extinguishing the old beliefs. The story related in rymskvia appears to have been unusually resilient, like the romantic story of Hagbard and Signy, and versions of both were recorded in the 17th century and as late as the 19th century. In the 19th and early 20th century Swedish folklorists documented what commoners believed, and what surfaced were many surviving traditions of the gods of Norse mythology. However, the traditions were by then far from the cohesive system of Snorri's accounts. Most gods had been forgotten and only the hunting Odin and the giant-slaying Thor figure in numerous legends. Freyja is mentioned a few times and Baldr only survives in legends about place names.


          Other elements of Norse mythology survived without being perceived as such, especially concerning supernatural beings in Scandinavian folklore. Moreover, the Norse belief in destiny has been very firm until modern times. Since the Christian hell resembled the abode of the dead in Norse mythology one of the names was borrowed from the old faith, Helvti i.e. Hel's punishment. Many elements of the Yule traditions persevered, such as the Swedish tradition of slaughtering the pig at Christmas ( Christmas ham), which originally was part of the sacrifice to Freyr.


          


          Modern influences


          
            
              	Day (Old Norse)

              	Meaning
            


            
              	Mnadagr

              	Moon's day
            


            
              	Tsdagr

              	Tyr's day
            


            
              	insdagr

              	Odin's day
            


            
              	rsdagr

              	Thor's day
            


            
              	Frjdagr

              	Day of Freyr/Freyja
            


            
              	Laugardagr

              	Washing day
            


            
              	Sunnudagr/Drttinsdagr

              	Sun's day/The Lord's day
            

          


          The Germanic gods have left numerous traces in modern vocabulary and elements of every day western life in most Germanic language speaking countries. An example of this is some of the names of the days of the week: modelled after the names of the days of the week in Latin (named after Mars, Mercury, Jupiter, Venus, and Saturn), the names for Tuesday through to Friday were replaced with Germanic equivalents of the Roman gods and the names for Monday and Sunday after the Sun and Moon. In English, Saturn was not replaced, while Saturday is named after the sabbath in German.


          


          Viking revival


          Early modern editions of Old Norse literature begins in the 16th century, e.g. Historia de gentibus septentrionalibus (Olaus Magnus, 1555) and the first edition of the 13th century Gesta Danorum ( Saxo Grammaticus), in 1514. The pace of publication increased during the 17th century with Latin translations of the Edda (notably Peder Resen's Edda Islandorum of 1665). The renewed interest of Romanticism in the Old North had political implications. Myths about a glorious and brave past is said to have given the Swedes the courage to retake Finland, which had been lost in 1809 during the war between Sweden and Russia. The Geatish Society, of which Geijer was a member, popularized this myth to a great extent.


          A focus for early British enthusiasts was George Hicke, who published a Linguarum vett. septentrionalium thesaurus in 17035. In the 1780s, Denmark offered to cede Iceland to Britain in exchange for Crab Island ( West Indies), and in the 1860s Iceland was considered as a compensation for British support of Denmark in the Slesvig-Holstein conflicts. During this time, British interest and enthusiasm for Iceland and Nordic culture grew dramatically.


          


          Germanic neopaganism


          Romanticist interest in the Old North gave rise to Germanic mysticism involving various schemes of occultist "Runology", notably following Guido von List and his Das Geheimnis der Runen (1908) in the early 20th century.


          Since the 1970s, there have been revivals of the old Germanic religion as Germanic neopaganism ( satr) in both Europe and the United States.


          


          Music


          "Fate of the Gods" by Steven Reineke ( http://www.barnhouse.com/product.php?id=012-3165-00)


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Norse_mythology"
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          North Africa is the northernmost region of the African continent, separated by the Sahara from Sub-Saharan Africa. Geopolitically, the UN definition of Northern (not North) Africa for the collection of statistical information (and not its geographical definition) includes the following seven territories:


          
            
              	
                
                  	Algeria


                  	Egypt


                  	Libya


                  	Morocco

                

              

              	
                
                  	Sudan


                  	Tunisia


                  	Western Sahara*

                

              
            

          


          * The disputed territory of Western Sahara is mostly occupied by Morocco; the Sahrawi Arab Democratic Republic controls the remainder.


          The Spanish plazas de soberana ( exclaves) are on the southern coast of the Mediterranean Sea, surrounded by Morocco on land.


          The Spanish Canary Islands and Portuguese Madeira Islands in the North Atlantic Ocean are northwest of the African mainland and sometimes included in this region.


          Geographically, Mauritania and more rarely the Azores are sometimes included. There are also other older names for certain locations in North Africa that have been changed since ancient times.


          The Maghreb includes Western Sahara (claimed by Morocco), Morocco, Algeria, Tunisia and Libya. North Africa generally is often included in common definitions of the Middle East, as both regions make up the Arab world. In addition, the Sinai Peninsula of Egypt is part of Asia, making Egypt a transcontinental country.


          


          Geography


          The Atlas Mountains, which extend across much of Morocco, northern Algeria and Tunisia, are part of the fold mountain system which also runs through much of Southern Europe. They recede to the south and east, becoming a steppe landscape before meeting the Sahara desert which covers more than 90% of the region. The sediments of the Sahara overlie an ancient plateau of crystalline rock, some of which is more than four billion years old.


          Sheltered valleys in the Atlas Mountains, the Nile valley and delta, and the Mediterranean coast are the main sources of good farming land. A wide variety of valuable crops including cereals, rice and cotton, and woods such as cedar and cork, are grown. Typical mediterranean crops such as olives, figs, dates and citrus fruits also thrive in these areas. The Nile valley is particularly fertile, and most of Egypt's population lives close to the river. Elsewhere, irrigation is essential to improve crop yields on the desert margins.


          


          People
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          The inhabitants of North Africa are generally divided in a manner roughly corresponding to the principal geographic regions of North Africa: the Maghreb, the Nile Valley, and the Sahara. Northwest Africa on the whole is believed to have been inhabited by Berbers since before the beginning of recorded history, while the eastern part of North Africa has been home to the Egyptians. Ancient Egyptians record extensive contact in their Western desert with peoples that appear to have been Berber or proto-Berber. Following the Muslim-Arab conquest in the 7th century AD, the region underwent a process of Arabization and Islamization that has defined its cultural landscape ever since. Questions of ethnic identity usually rely on an affiliation with Arabism and/or Islam, or with indigenous cultures and religions.


          Many North African nomads, such as the Bedouin, maintain a traditional pastoral lifestyle on the desert fringes, moving their herds of sheep, goats and camels from place to place  crossing country borders in order to find sufficient grazing land.


          


          Culture


          Though people of the Maghreb and the Sahara speak various dialects of Berber and Arabic, and almost exclusively follow Islam. The Arabic and Berber groups of languages are distantly related, both being members of the Afro-Asiatic family. The Sahara dialects are notably more conservative than those of coastal cities (see Tuareg languages). Over the years, Berber peoples have been influenced by other cultures with which they came in contact: Greeks, Phoenicians, Egyptians, Romans, Vandals, Arabs, and lately Europeans. The cultures of the Maghreb and the Sahara therefore combine indigenous Berber, Arab and elements from neighboring parts of Europe, Asia and Africa. In the Sahara, the distinction between sedentary oasis inhabitants and nomadic Bedouin and Tuareg is particularly marked. The diverse peoples of the Sahara chi que en categorized along ethno-linguistic lines. In the Maghreb, where Arab and Berber identities are often integrated, these lines can be blurred. Some Berber-speaking North Africans may identify as "Arab" depending on the social and political circumstances, although substantial numbers of Berbers (or Imazighen) have retained a distinct cultural identity which in the 20th century has been expressed as a clear ethnic identification with Berber history and language. Arabic-speaking Northwest Africans, regardless of ethnic background, often identify with Arab history and culture and may share a common vision with other Arabs. This, however, may or may not exclude pride in and identification with Berber and/or other parts of their heritage. Berber political and cultural activists for their part, often referred to as Berberists, may view all Northwest Africans as principally Berber, whether they are primarily Berber- or Arabic-speaking (see also Arabized Berber).


          The Nile Valley traces its origins to the ancient civilizations of Egypt and Kush. The Egyptians over the centuries have shifted their language from Egyptian to modern Egyptian Arabic (both Afro-Asiatic), while retaining a sense of national identity that has historically set them apart from other people in the region. Most Egyptians are Sunni Muslim and a significant minority adheres to Coptic Christianity which has strong historical ties to the Ethiopian Orthodox Church and Eritrean Orthodox Church.


          North Africa formerly had a large Jewish population, many of whom emigrated to France or Israel when the North African nations gained independence. A smaller number went to Canada. Prior to the modern establishment of Israel, there were about 600,000700,000 Jews in North Africa, including both Sfardīm (refugees from France, Spain and Portugal from the Renaissance era) as well as indigenous Mizrāḥm. Today, less than fifteen thousand remain in the region, almost all in Morocco and Tunisia. (See Jewish exodus from Arab lands.)


          


          History


          


          Antiquity and Ancient Rome


          The most notable nations of antiquity in western North Africa are Carthage and Numidia. The Phoenicians colonized much of North Africa including Carthage and parts of present day Morocco (including Chellah, Mogador and Volubilis). The Carthaginians were of Phoenician origin, with the Roman myth of their origin being that Queen Dido, a Phoenician princess was granted land by a local ruler based on how much land she could cover with a piece of cowhide. She ingeniously devised a method to extend the cowhide to a high proportion, thus gaining a large territory. She was also rejected by the Trojan prince Aeneas according to Virgil, thus creating a historical enmity between Carthage and Rome, as Aeneas would eventually lay the foundations for Rome. The Carthaginians were a commercial power and had a strong navy, but relied on mercenaries for land soldiers. The Carthaginians developed an empire in Spain and Sicily, the latter being the cause of First Punic War with the Romans.


          Over a hundred years and more, all Carthaginian territory was eventually conquered by the Romans, resulting in the Carthaginian North African territories becoming the Roman province of Africa in 146 B.C. This led to tension and eventually conflict between Numidia and Rome. The Numidian wars are notable for launching the careers of both Gaius Marius, and Sulla, and stretching the constitutional burden of the Roman republic, as Marius required a professional army, something previously contrary to Roman values to overcome the talented military leader Jugurtha. North Africa remained a part of the Roman Empire, which produced many notable citizens such as Augustine of Hippo, until incompetent leadership from Roman commanders in the early fifth century allowed the Germanic barbarian tribe, the Vandals, to cross the Strait of Gibraltar, where upon they overcame the fickle Roman defense. The loss of North Africa is considered a pinnacle point in the fall of the Western Roman Empire as Africa had previously been an important grain province that maintained Roman prosperity despite the barbarian incursions, and the wealth required to create new armies. The issue of regaining North Africa became paramount to the Western Empire, but was frustrated by Vandal victories and that the focus of Roman energy had to be on the emerging threat of the Huns. In 468 A.D., the last attempt by the Romans, with Byzantine aid, made a serious attempt to invade North Africa but were repelled. This is placed as the point of no return for the western Roman empire in a historical sense and the last Roman Emperor was deposed in 475 by the Ostrogoth generalissimo Odoacer who saw no purpose in regaining North Africa. Trade routes between Europe and North Africa remained intact until the coming of the Moslems.


          


          Arab Conquest to modern times


          The Arab Islamic conquest reached North Africa in 640 AD. By 670, most of North Africa had fallen to Muslim rule. Indigenous Berbers subsequently started to form their own polities in response in places such as Fez, Morocco, and Sijilimasa. In the eleventh century a reformist movement made up of members that called themselves Almoravids, launched a jihad against the kingdoms to the south in the Savanna. This movement solidified the faith of Islam, and allowed for penetration into Sub-Saharan Africa.


          After the Middle Ages the area was loosely under the control of the Ottoman Empire, except Morocco. After the 19th century, it was colonized by France, the United Kingdom, Spain and Italy.


          In World War II from 1940 to 1943 the area was the setting for the North African Campaign. During the 1950s and 1960s all of the North African states gained independence. There remains a dispute over Western Sahara between Morocco and the Algerian-backed Polisario Front.


          


          Transport and industry


          The economies of Algeria and Libya were transformed by the discovery of oil and natural gas reserves in the deserts. Morocco's major exports are phosphates and agricultural produce, and as in Egypt and Tunisia, the tourist industry is essential to the economy. Egypt has the most varied industrial base, importing technology to develop electronics and engineering industries, and maintaining the reputation of its high-quality cotton textiles.


          Oil rigs are scattered throughout the deserts of Libya and Algeria. Libyan oil is especially prized because of its low sulphur content, which it means it produces much less pollution than other fuel oils.
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                	Area

                	24,709,000km (9,540,000sqmi)
              


              
                	Population

                	523,736,000 (est. July 2007)
              


              
                	Density

                	21.2/km (54.9/sq mi)
              


              
                	Countries

                	23
              


              
                	Dependencies

                	18
              


              
                	Demonym

                	North American
              


              
                	Languages

                	English, Spanish, French, and many others
              


              
                	Time Zones

                	UTC (Danmarkshavn, Greenland) to UTC -10:00 (west Aleutians)
              


              
                	Largest

                urban

                agglomerations

                (2005)

                	Mexico City

                New York City

                Los Angeles

                Chicago

                Miami

                more
              

            

          


          North America is a continent in the Earth's northern hemisphere and (chiefly) western hemisphere. It is bordered on the north by the Arctic Ocean, on the east by the North Atlantic Ocean, on the southeast by the Caribbean Sea, and on the south and west by the North Pacific Ocean; South America lies to the southeast. It covers an area of about 24,709,000 square kilometers (9,540,000 sqmi), about 4.8% of the planet's surface or about 16.5% of its land area. As of July 2007, its population was estimated at nearly 524million people. It is the third-largest continent in area, following Asia and Africa, and is fourth in population after Asia, Africa, and Europe. North America and South America are collectively known as the Americas.


          


          Etymology


          North and South America are generally accepted as having been named after Italian explorer Amerigo Vespucci by the German cartographer Martin Waldseemller. Vespucci, who explored South America between 1497 and 1502, was the first European to suggest that the Americas were not the East Indies, but a different landmass previously unknown by Europeans. In 1507, Waldseemller produced a world map, in which he placed the word "America" on the continent of South America, in the middle of what is today Brazil. He explained the rationale for the name in the accompanying book Cosmographiae Introductio,


          
            	ab Americo inventore ... quasi Americi terram sive Americam (from Americus the discoverer ... as if it were the land of Americus, thus America).

          


          For Waldseemller, no one should object to the naming of the land after its discoverer. He used the Latinized version of Vespucci's name (Americus Vespucius), but in its feminine form "America", following the examples of "Europa" and "Asia".


          Later, when other mapmakers added North America, they extended the original name to it as well: in 1538, Gerard Mercator used the name America to all of the Western Hemisphere on his world map.


          

          Other alternative theories regarding the landmass's naming have been proposed, but none of them has achieved any widespread acceptance.


          Some argue that the convention is to use the surname for naming discoveries except in the case of royalty and so a derivation from "Amerigo Vespucci" could be problematic. Ricardo Palma (1949) proposed a derivation from the "Amerrique" mountains of Central America -- Vespucci was the first to discover South America and the Amerique mountains of Central America, which connected his discoveries to those of Christopher Columbus.


          Alfred E. Hudd proposed a theory in 1910 that the continents are named after a Welsh merchant named Richard Amerike from Bristol, who is believed to have financed John Cabot's voyage of discovery from England to Newfoundland in 1497. A minutely explored belief that has been advanced is that America was named for a Spanish sailor bearing the ancient Visigothic name of 'Amairick'. Another is that the name is rooted in a Native American language.


          


          History
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              The ruins of Chichen Itza.
            

          


          Scientists have several theories as to the origins of the early human population of North America. The indigenous peoples of North America themselves have many creation myths, by which they assert that they have been present on the land since its creation.


          Before contact with Europeans, the natives of North America were divided into many different polities, from small bands of a few families to large empires. They lived in several " culture areas", which roughly correspond to geographic and biological zones and give a good indication of the main lifeway or occupation of the people who lived there (e.g. the Bison hunters of the Great Plains, or the farmers of Mesoamerica). Native groups can also be classified by their language family (e.g. Athapascan or Uto-Aztecan). It is important to note that peoples with similar languages did not always share the same material culture, nor were they always allies.


          Scientists believe that the Inuit people of the high Arctic came to North America much later than other native groups, as evidenced by the disappearance of Dorset culture artifacts from the archaeological record, and their replacement by the Thule people.
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              Place d'Armes in Montreal, historic heart of French Canada.
            

          


          During the thousands of years of native inhabitation on the continent, cultures changed and shifted. Archaeologists often name different cultural groups they discover after the site where they are first found. One of the oldest cultures yet found is the Clovis culture of modern New Mexico. A more recent example is the group of related cultures called the Mound builders (e.g. the Fort Walton Culture), found in the Mississippi river valley. They flourished from 3000 BC to the 1500s AD.


          The more southern cultural groups of North America were responsible for the domestication of many common crops now used around the world, such as tomatoes and squash. Perhaps most importantly they domesticated one of the world's major staples, maize (corn).


          As a result of the development of agriculture in the south, many important cultural advances were made there. For example, the Maya civilization developed a writing system, built huge pyramids, had a complex calendar, and developed the concept of zero around 400 CE, a few hundred years after the Mesopotamians. The Mayan culture was still present when the Spanish arrived in Central America, but political dominance in the area had shifted to the Aztec Empire further north.


          Upon the arrival of the Europeans in the "New World", native peoples found their culture changed drastically. As such, their affiliation with political and cultural groups changed as well, several linguistic groups went extinct, and others changed quite quickly. The names and cultures that Europeans recorded for the natives were not necessarily the same as the ones they had used a few generations before, or the ones in use today.


          


          Geography and extent
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              A satellite composite image of North America. Clickable map
            

          


          North America occupies the northern portion of the landmass generally referred to as the New World, the Western Hemisphere, the Americas, or simply America (which is sometimes considered a single continent and North America a subcontinent). North America's only land connection is to South America at the Colombia-Panama border according to most authorities, or at the Panama Canal by some and even at the Isthmus of Tehuantepec, Mexico by a few who separate Central America which rests mostly on the Caribbean Plate. Before the Central American isthmus was raised, the region had been underwater. The islands of the West Indies delineate a submerged former land bridge, which had connected North America and South America via Florida and Venezuela.


          The continental coastline is long and irregular. The Gulf of Mexico is the largest body of water indenting the continent, followed by Hudson Bay. Others include the Gulf of Saint Lawrence and the Gulf of California.


          There are numerous islands off the continents coasts: principally, the Arctic Archipelago, the Greater and Lesser Antilles, the Alexander Archipelago, and the Aleutian Islands. Greenland, a Danish self-governing island and the world's largest, is on the same tectonic plate (the North American Plate) and is part of North America geographically. Bermuda is not part of the Americas, but is an oceanic island which was formed on the fissure of the Mid-Atlantic Ridge over 100million years ago. The nearest landmass to it is Cape Hatteras, North Carolina, and it is often thought of as part of North America, especially given its historical, political and cultural ties to Virginia and other parts of the continent.


          


          Physical geography
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              Sedimentary, volcanic, plutonic, metamorphic rock types of North America.
            

          


          The vast majority of North America is on the North American Plate. Parts of California and western Mexico form the partial edge of the Pacific Plate, with the two plates meeting along the San Andreas fault. The southern-most portion of the continent and much of the West Indies lie on the Caribbean Plate, while the Juan de Fuca and Cocos Plates border the North American Plate on its western frontier.


          The continent can be divided into four great regions (each of which contains many sub-regions): the Great Plains stretching from the Gulf of Mexico to the Canadian Arctic; the geologically young, mountainous west, including the Rocky Mountains, the Great Basin, California and Alaska; the raised but relatively flat plateau of the Canadian Shield in the northeast; and the varied eastern region, which includes the Appalachian Mountains, the coastal plain along the Atlantic seaboard, and the Florida peninsula. Mexico, with its long plateaus and cordilleras, falls largely in the western region, although the eastern coastal plain does extend south along the Gulf.


          The western mountains are split in the middle, into the main range of the Rockies and the coast ranges in California, Oregon, Washington, and British Columbia with the Great Basina lower area containing smaller ranges and low-lying desertsin between. The highest peak is Denali in Alaska.


          The United States Geographical Survey states that the geographic centre of North America is "6miles west of Balta, Pierce County, North Dakota" at approximately , approximately 15miles (25km) from Rugby, North Dakota. The USGS further states that No marked or monumented point has been established by any government agency as the geographic centre of either the 50 States, the conterminous United States, or the North American continent. Nonetheless, there is a 15-foot (4.5m) field stone obelisk in Rugby claiming to mark the centre.


          


          Human geography
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              Mexico City is the most populous city in North America.
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              New York City, the largest city in the United States and a major world city.
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              Toronto is the most populous city in Canada and is one of the world's most ethnically diverse cities.
            

          


          The prevalent languages in North America are English, Spanish, and French. The term Anglo-America is used to refer to the anglophone countries of the Americas: namely Canada (where English and French are co-official) and the United States, but also sometimes Belize and parts of the Caribbean. Latin America refers to the other areas of the Americas (generally south of the United States) where Romance languages derived from Latin predominate: the other republics of Central America, Mexico, much of the Caribbean, and most of South America.


          The French language has historically played a significant role in North America and retains a distinctive presence in some regions. Canada is officially bilingual; French is the official language of the Canadian province of Quebec and is co-official with English in the province of New Brunswick. Other French-speaking locales include the French West Indies and Saint-Pierre and Miquelon, as well as the U.S. state of Louisiana, where French is also an official language. Haiti is included with this group based on past historical association but Haitians speak Creole and French.


          Socially and culturally, North America presents a well-defined entity. Canada and the United States have a similar culture and similar traditions as a result of both countries being former British colonies. A common cultural and economic market has developed between the two nations because of the strong economic and historical ties. Spanish-speaking North America shares a common past as former Spanish colonies. In Mexico and the Central American countries where civilizations like the Maya developed, indigenous people preserve traditions across modern boundaries. Central American and Spanish-speaking Caribbean nations have historically had more in common due to geographical proximity and the fact that, after winning independence from Spain, Mexico never took part in an effort to build a Central American Union.


          Economically, Canada and the United States are the wealthiest and most developed nations in the continent, followed by Mexico, a newly industrialized country; the countries of Central America and the Caribbean are much less developed. The most important trade blocs are the Caribbean Community and Common Market (CARICOM), the North American Free Trade Agreement (NAFTA), and the recently signed Central American Free Trade Agreement (CAFTA)the last of these being an example of the economic integration sought by the nations of this subregion as a way to improve their financial status.


          Demographically, North America is a racially and ethnically diverse continent. Its three main racial groups are Whites, Mestizos and Blacks (chiefly African-Americans and Afro-Caribbeans). There is a significant minority of Amerindians and Asians among other less numerous groups.


          


          Countries and territories


          North America is often divided into subregions but no universally accepted divisions exist. Central America comprises the southern region of the continent, but its northern terminus varies between sources. Geophysically, the region starts at the Isthmus of Tehuantepec in Mexico (namely the Mexican states of Campeche, Chiapas, Tabasco, Quintana Roo, and Yucatn). The United Nations geoscheme includes Mexico in Central America; conversely, the European Union excludes both Mexico and Belize from the area. Geopolitically, Mexico is frequently not considered a part of Central America.


          Northern America is used to refer to the northern countries and territories of North America: Canada, the United States, Greenland, Bermuda, and St. Pierre and Miquelon. They are often considered distinct from the southern portion of the Americas, which largely comprise Latin America. The term Middle America is sometimes used to collectively refer to Mexico, the nations of Central America, and the Caribbean.
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          Usage


          The term North America may mean different things to different people in the world according to the context. Usage other than that of the entire continent includes:


          
            	In English, North America is sometimes used to refer to the United States and Canada exclusively. Alternatively, usage may include Mexico (as with North American Free Trade Agreement) and other entities.


            	In Latin America, Spain, and some other parts of Europe, North America usually designates a subcontinent (subcontinente in Spanish) of the Americas containing Canada, the United States, and Mexico, and often Greenland, Saint Pierre and Miquelon, and Bermuda.

          


          


          Historical toponymy


          North America, in whole or in part, has been historically referred to by other names:


          
            	Spanish North America ( New Spain) was often referred to as Northern America.


            	The Spanish called North America Florida, which eventually became more focused on its present location.


            	The English called North America Virginia after Queen Elizabeth I (The Virgin Queen); John Dee pushed to call it Atlantis (inspired by Plato).


            	The northern part of North America was often referred to as Norumbega.


            	The northern part of North America was called New England in 1616 in John Smith's book of that year.


            	Western North America was named Nova Albion by Francis Drake as he repaired his boat ( Golden Hind) a short distance north of present day San Francisco.


            	Areas of past British control was called British North America.


            	Regions under control of the Hudson's Bay Company was called Rupert's Land, which eventually made up a large portion of the Dominion of Canada, the modern nation-state of Canada.
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          The North Atlantic oscillation (NAO) is a climatic phenomenon in the North Atlantic Ocean of fluctuations in the difference of sea-level pressure between the Icelandic Low and the Azores high. Through east-west rocking motions of the Icelandic Low and the Azores high, it controls the strength and direction of westerly winds and storm tracks across the North Atlantic. It is highly correlated with the Arctic oscillation, as it is a part of it.


          The NAO was discovered in the 1920s by Sir Gilbert Walker. Similar to the El Nio phenomenon in the Pacific Ocean, the NAO is one of the most important drivers of climate fluctuations in the North Atlantic and surrounding humid climates.


          


          Description
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          Westerly winds blowing across the Atlantic, bring moist air into Europe. In years when westerlies are strong, summers are cool, winters are mild and rain is frequent. If westerlies are suppressed, the temperature is more extreme in summer and winter leading to heatwaves, deep freezes and reduced rainfall.


          A permanent low-pressure system over Iceland (the Icelandic Low) and a permanent high-pressure system over the Azores (the Azores High) control the direction and strength of westerly winds into Europe. The relative strengths and positions of these systems vary from year to year and this variation is known as the NAO. A large difference in the pressure at the two stations (a high index year, denoted NAO+) leads to increased westerlies and, consequently, cool summers and mild and wet winters in Central Europe and its Atlantic faade. In contrast, if the index is low (NAO-), westerlies are suppressed, these areas suffer cold winters and storms track southerly toward the Mediterranean Sea. This brings increased storm activity and rainfall to southern Europe and North Africa.


          Especially during the months of November to April, the NAO is responsible for much of the variability of weather in the North Atlantic region, affecting wind speed and wind direction changes, changes in temperature and moisture distribution and the intensity, number and track of storms.


          Although having a less direct influence than for Western Europe, the NAO is also believed to have an impact on the weather over much of eastern North America. During the winter, when the index is high (NAO+), the Icelandic low draws a stronger southwesterly circulation over the eastern half of the North American continent which prevents Arctic air from plunging southward. In combination with the El Nio, this effect can produce significantly warmer winters over much of the United States and southern Canada.


          


          Related material


          
            	Anticyclone


            	El Nio / Southern Oscillation Index


            	Arctic oscillation


            	Global warming


            	Pacific decadal oscillation


            	North Atlantic Current
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              	Capital

              	Nicosia (Lefkoşa in Turkish)

            


            
              	Official languages

              	Turkish
            


            
              	Government

              	Representative democratic republic1
            


            
              	-

              	President

              	Mehmet Ali Talat
            


            
              	-

              	Prime Minister

              	Ferdi Sabit Soyer
            


            
              	Independence ( de facto)

              	from Cyprus
            


            
              	-

              	Proclaimed

              	November 15, 1983
            


            
              	-

              	Recognition

              	By Turkey only
            


            
              	Area
            


            
              	-

              	Total

              	3,355km( 167th ranked together with Cyprus)

              1,295 sqmi
            


            
              	-

              	Water(%)

              	2.7
            


            
              	Population
            


            
              	-

              	20062census

              	264,172
            


            
              	-

              	Density

              	78/km( 89th)

              203/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$4.54 billion( 90th)
            


            
              	-

              	Per capita

              	$7,135( 93rd)
            


            
              	Currency

              	New Turkish lira ( YTL ( TRY reserved ))
            


            
              	Time zone

              	EET ( UTC+2)
            


            
              	-

              	Summer( DST)

              	EEST( UTC+3)
            


            
              	Internet TLD

              	.nc.tr, or .tr
            


            
              	Calling code

              	+90 spec. +90-392
            


            
              	1

              	Freedomhouse.org Country Report
            


            
              	2

              	The press statement of Prime Minister Ferdi Sabit Soyer on the tentative results of 2006 population and housing census (5 May 2006) PDF(88.8 KiB) Nfus ve Konut Sayimi.
            

          


          The Turkish Republic of Northern Cyprus (TRNC) ( Turkish: Kuzey Kıbrıs Trk Cumhuriyeti, KKTC), commonly called Northern Cyprus ( Turkish: Kuzey Kıbrıs), is a de facto independent republic located in the north of Cyprus. Officially this part of the Republic of Cyprus is under illegal Turkish occupation. The TRNC declared its independence in 1983, nine years after a Greek Cypriot coup attempting to annex the island to Greece triggered an invasion by Turkey. It has received diplomatic recognition only from Turkey, on which it has become dependent for economic, political and military support. The rest of the international community, including the United Nations and European Union, recognises the sovereignty of the Republic of Cyprus over the entire island, including the portion currently under the control of the TRNC.


          The Turkish Army maintains a large force in the TRNC that meets with the approval of much of the Turkish Cypriot population. However, the Republic of Cyprus regards it as an illegal occupation force; its presence has also been denounced in several United Nations Security Council resolutions. Attempts to reach a solution to the dispute have so far been unsuccessful. In a 2004 referendum held simultaneously in both parts of the island, the UN Annan Plan to reunite the island was accepted by a majority of Turkish Cypriots. However, amidst concerns that the plan would eliminate the concept of one-person, one-vote largely in favour of Turkish Cypriots and would not safeguard Greek Cypriot rights in Northern Cyprus, an overwhelming majority of Greek Cypriots rejected the proposal.


          The TRNC extends from the tip of the Karpass Peninsula ( Cape Apostolos Andreas) in the northeast, westward to Morphou Bay and Cape Kormakitis (the Kokkina/Erenky exclave marks the westernmost extent of the TRNC), and southward to the village of Louroujina/Akıncılar. The no man's land or buffer zone stretching between the two areas is under the control of the United Nations.


          


          History


          The Constitution of Cyprus, while establishing an independent and sovereign republic, was, in the words of Stanley Alexander de Smith, an authority on constitutional law, "unique in its tortuous complexity and in the multiplicity of the safeguards that it provides for the principal minority; the Constitution of Cyprus stands alone among the constitutions of the world." Within three years, tensions between the two communities in administrative affairs began to show. In particular, disputes over separate municipalities and taxation created a deadlock in government. In 1963 President Makarios proposed unilateral changes to the constitution via thirteen amendments, which some observers viewed as an unconstitutional attempt to tilt the balance of power in the Republic. Turkey and the Turkish Cypriots rejected the proposed amendments as an attempt to settle constitutional disputes in favour of the Greek Cypriots and as a means of demoting the Turks' status as co-founders of the state to one of minority status, removing their constitutional safeguards in the process. The President defended his amendments as being necessary "to resolve constitutional deadlocks."


          On 21 December 1963, a Turkish Cypriot crowd clashed with the plainclothes special constables of Yorgadjis. Almost immediately, intercommunal violence broke out with a major Greek Cypriot paramilitary attack upon Turkish Cypriots in Nicosia and Larnaca. Though the TMT  a Turkish resistance group created in 1959 to promote a policy of taksim (division or partition of Cyprus), in opposition to the Greek Cypriot nationalist group EOKA and its advocacy of enosis (union of Cyprus with Greece)  committed a number of acts of retaliation, historian of the Cyprus conflict Keith Kyle noted that "there is no doubt that the main victims of the numerous incidents that took place during the next few months were Turks." Seven hundred Turkish hostages, including women and children, were taken from the northern suburbs of Nicosia. Nikos Sampson, a nationalist and future coup leader, led a group of Greek Cypriot irregulars into the mixed suburb of Omorphita and attacked the Turkish Cypriot population. By 1964, 193 Turkish Cypriots and 133 Greek Cypriots had been killed, with a further 209 Turks and 41 Greeks missing and presumed dead.


          Turkish Cypriot members of the government had by now withdrawn, creating an essentially Greek Cypriot administration in control of all institutions of the state. Widespread looting of Turkish Cypriot villages prompted 20,000 refugees to retreat into armed enclaves, where they remained for the next 11 years, relying on food and medical supplies from Turkey to survive. Turkish Cypriots formed paramilitary groups to defend the enclaves, leading to a gradual division of the island's communities into two hostile camps. The violence had also seen thousands of Turkish Cypriots attempt to escape the violence by emigrating to Britain, Australia and Turkey.


          The Republic of Cyprus has argued that the Turkish Cypriots' withdrawal from the government and their retreat into enclaves was a voluntary action, prompted by their desire to form a state of their own. In support of this view, a 1965 statement has been cited in which the then United Nations Secretary General, U Thant, stated that Turkish Cypriots had furthered a policy of "self-segregation" and taken a "rigid stand" against policies which might have involved recognizing the government's authority. Turkish Cypriots, for their part, point to a ruling of Cyprus's Supreme Court which found that Makarios had violated the constitution by failing to fully implement its measures and that Turkish Cypriots had not been allowed to return to their positions in government without first accepting the proposed constitutional amendments.


          On July 15, 1974, the Greek military junta of 1967-1974 backed a Greek Cypriot military coup d'tat in Cyprus. President Makarios was removed from office and Nikos Sampson took his place. Turkey claimed that, under the 1960 Treaty of Guarantee, the coup was sufficient reason for military action to protect the Turkish Cypriot populace, and thus Turkey invaded Cyprus on July 20, 1974. Following Turkey's military intervention, the coup failed and Makarios returned to Cyprus. Turkish forces proceeded to take over the northern third of the island (about 37% of Cyprus's total area), causing large numbers of Greek Cypriots to abandon their homes. Approximately 160,000 Greek Cypriots fled to the south of the island, while 50,000 Turkish Cypriots fled north. Approximately 1,500 Greek Cypriot and 500 Turkish Cypriots remain missing.


          In 1975 the "Turkish Federative State of Cyprus" (Kıbrıs Trk Federe Devleti) was declared as a first step towards a future federated Cypriot state, but was rejected by the Republic of Cyprus, the UN, and the international community. After eight years of failed negotiations with the leadership of the Greek Cypriot community, the north declared its independence on November 15, 1983 under the name of the Turkish Republic of Northern Cyprus. This unilateral declaration of independence was rejected by the UN and the Republic of Cyprus.
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          In recent years the politics of reunification has dominated the island's affairs. It was hoped that Cyprus's planned accession into the European Union would act as a catalyst towards a settlement, and in 2004 a United Nationsbrokered peace settlement was presented in a referendum to both sides. The proposed settlement was opposed by both the president of Cyprus, Tassos Papadopoulos, and Turkish Cypriot president Rauf Denktaş; in the referendum, a majority of Turkish Cypriots accepted the proposal, but Greek Cypriots overwhelmingly rejected it. As a result, Cyprus entered the European Union as a divided island, with the north (TRNC) effectively excluded. Denktaş resigned in the wake of the vote, ushering in the pro-solutionist Mehmet Ali Talat as his successor.


          


          Government and politics


          Politics of the Turkish Republic of Northern Cyprus takes place in a framework of a semi-presidential representative democratic republic, whereby the President is head of state and the Prime Minister head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the Assembly of the Republic. The Judiciary is independent of the executive and the legislature.


          The president is elected for a five-year term. The current president is Mehmet Ali Talat who won the presidential elections on April 17, 2005. The legislature is the Assembly of the Republic, which has 50 members elected by proportional representation from five electoral districts. In the elections of February 2005, the Republican Turkish Party, which favors a peace settlement and the reunification of Cyprus , retained its position as the largest parliamentary party, but failed to win an overall majority.


          


          International status and foreign relations


          The international community, with the exception of Turkey, does not recognise the TRNC as a sovereign state, but recognises the de jure sovereignty of the Republic of Cyprus over the whole island. The United Nations considers the declaration of independence by the TRNC as legally invalid in several of its resolutions.
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          In wake of the April 2004 referendum on the United Nations Annan Plan, and the support of the Turkish Cypriot community for the plan, the European Union made pledges towards ending the isolation of northern Cyprus. These included measures for trade and 259 million euros in aid.


          The Organization of the Islamic Conference gave the TRNC the status of a constituent state, making the "Turkish Cypriot State" an observer member of the organization. A number of high profile formal meetings have also taken place between President Mehmet Ali Talat and various foreign leaders and politicians including US Secretary of State Condoleezza Rice, British foreign minister Jack Straw, Pakistani President Pervez Musharraf.


          The European Union considers the area not under effective control of the Republic of Cyprus as EU territory under Turkish military occupation and thus indefinitely exempt from EU legislation until a settlement has been found. The status of TRNC has become a recurrent issue especially during the recent talks for Turkey's membership of the EU where the division of the island is seen as a major stumbling block in Turkey's long road to membership.


          On February 18, 2008, The TRNC became one of the first nations to acknowledge the Unilateral Declaration of Independence of the Republic of Kosovo, in direct opposition to the stance of the Republic of Cyprus, which rejects the Kosovo UDI. It is argued by the Turkish and TRNC media that the independence of Kosovo could be a good model for the TRNC's recognition. It is to be stressed however that the TRNC's government has not yet formally recognized the government of Kosovo, despite President Talat's message of congratulations to Kosovo.


          


          Military


          The Turkish Republic of Northern Cyprus has an indigenous 5,000-man Turkish Cypriot Security Force (TCSF), which is primarily made up of conscripted Turkish Cypriot males between the ages of 18 and 40. There is also an additional reserve force consisting of about 11,000 first-line, 10,000 second-line and 5,000 third-line troops conscripted up to the age of 50. The TCSF is lightly armed and heavily dependent on its mainland Turkish allies, from which it draws much of its officer corps. It is led by a Brigadier General drawn from the Turkish Army. It acts essentially as a gendarmerie with a self-proclaimed mission of protecting the border of the TRNC from Greek Cypriot incursions and maintaining internal security within the TRNC.


          In addition, the mainland Turkish Armed Forces maintain a Cyprus Turkish Peace Force (CTPF) consisting of around 30-40,000 troops drawn from the 9th Turkish Army Corps and comprising two divisions, the 28th and 39th. It is equipped with a substantial number of United States-made M48 Patton main battle tanks and artillery weapons. The Turkish Air Force, Turkish Navy and Turkish Coast Guard also have a presence in Northern Cyprus. Although formally part of Turkish 4th Army, headquartered in İzmir, the sensitivities of the Cyprus situation means that the commander of the CTPF also reports directly to the Turkish General Staff in Ankara. The CTPF is deployed principally along the Green Line and in locations where hostile amphibious landings might take place.


          The presence of the mainland Turkish military in Cyprus is highly controversial, having been denounced as an illegal occupation force by the Republic of Cyprus government. Several United Nations Security Council resolutions have called on the Turkish forces to withdraw, though failed Annan Plan of 2004 allowed for some troops to remain.


          


          Administrative divisions


          The Turkish Republic of Northern Cyprus is divided into five administrative regions:


          
            	Lefkoşa (Nicosia)


            	Mağusa (Famagusta)


            	Girne (Kyrenia)


            	Gzelyurt (Morphou)


            	İskele (Trikomo)

          


          


          Geography and climate
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          The climate of the island is of an extreme Mediterranean type with very hot dry summers and relatively cold winters. Most of the rainfall is concentrated between December and January.


          The climate of the coastal parts is less extreme than farther inland, due to the fact that the effect of the sea on atmospheric humidities is always present there. The sea temperature itself never falls below 16C. (January and February); in August it can rise to 28 C.


          Spring and autumn are short, typified by changeable weather, with occasional heavy storms battering the coast in spring and a westerly wind, called "meltem" carrying the influence of Atlantic depressions to this far eastern end of the Mediterranean.


          From mid-May to mid-September the sun shines on a daily average of around 11 hours. Temperatures can reach 40C. On the Mesaoria Plain, although lower on the coasts, a north-westerly breeze called "Poyraz" prevails. The skies are cloudless with a low humidity, 40% - 60%, thus the high temperatures are easier to bear. The hot, dry, dust-laden sirocco wind blowing from Africa also finds its way to the island.


          Short-lived stormy conditions resulting from fairly frequent small depressions prevail throughout the winter, with 60% of rain falling between December and February. The Northern Range receives around 550 mm of rain per year, whereas the Mesaoria Plain receives only around 300-400 mm.


          Frost and snow are almost unknown in Northern Cyprus, although night temperatures can fall to very low levels in winter and it will occasionally snow on the peaks of the Kyrenia Range.


          The chief rain-bearing air currents reach the island from the south-west, so that precipitation and atmospheric humidity is at its greatest on the western and south-western sides of the Southern Range. Eastwards, precipitation and humidity are reduced by the partial rain-shadow effect of the Southern Range, a similar effect is also caused by the Northern Range which cut off the humidity associated with proximity to the sea from much of the northern Mesaoria Plain. Eastwards of the Northern Range, towards the bays of the Karpaz Peninsula, where the land narrows and the effect of sea influence increases accordingly, humidity increases progressively towards the end of the peninsula.


          Most of the rivers are simply winter torrents, only flowing after heavy rain, the rivers running out of the Northern and Southern Ranges rarely flowing all the year round.


          During the wet winter months Cyprus is a green island. However, by the time June arrives the landscape at the lower levels assumes the brown, parched aspect which characterises its summer face. The forests and the vineyards in the mountains, plus the strips of irrigated vegetation in the valleys remain green.


          


          Economy
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          The economy of the Turkish Republic of Northern Cyprus is dominated by the services sector including the public sector, trade, tourism and education, with smaller agriculture and light manufacturing sectors. The economy operates on a free-market basis, with a great portion funding of the administration costs offered by Turkey.


          Because of its status and the embargo, the TRNC is heavily dependent on Turkish military and economic support. It uses the New Turkish Lira as its currency; this used to link its economic status to the vagaries of the Turkish economy. All TRNC exports and imports have to take place via Turkey, unless they are produced locally, from materials sourced in the area (or imported via one of the island's recognised ports) when they may be exported via one of the legal ports.


          The continuing Cyprus problem adversely affects the economic development of the TRNC. The Republic of Cyprus, as the internationally recognised authority, has declared airports and ports in the area not under its effective control, closed. All U.N. Member countries and E.U. member countries respect the closure of those ports and airports according to the declaration of the Republic of Cyprus. The Turkish community argues that the Republic of Cyprus has used its international standing to handicap economic relations between TRNC and the rest of the world.


          Despite the constraints imposed by its lack of international recognition, the TRNC economy turned in an impressive performance in the last few years. The GDP growth rates of the TRNC economy in 2001-2005 have been 5.4%, 6.9%, 11.4%, 15.4% and 10.6%. This growth has been buoyed by the relative stability of the Turkish Lira and a boom in the education and construction sectors.


          Studies by the World Bank show that the per capita GDP in TRNC grew to 76% of the per capita GDP in the Republic of Cyprus in PPP-adjusted terms in 2004. (USD 22,300 for the Republic of Cyprus and USD 16,900 for the TRNC).


          Although the TRNC economy has developed in recent years, it is still dependent on monetary transfers from the Turkish government. Under the 2003-06 economic protocol, Ankara plans to provide around $550 million to the TRNC.


          The number of tourists visiting Turkish Republic of Northern Cyprus during January-August 2003 was 286,901.


          The Turkish Cypriot economy has also benefited from an abundance of universities including Near East University, Girne American University, Middle East Technical University, European University of Lefke and Cyprus International University as well as Eastern Mediterranean University which is internationally recognised with more than 1000 faculty members coming from 35 countries. There are 15000 students in the university comprised of 68 different nationalities. EMU has been approved by Higher Education Council of Turkey. It is full individual member of the institutions like the European University Associations, Community of Mediterranean Universities, Federation Universities of Islamic World And International Association of Universities.


          


          Communications and transport
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          International telephone calls are routed via a Cyprus or Turkish dialling code: +90 392, as the TRNC has neither its own country code, nor official ITU prefix. Similarly, the TRNC has no top level domain of its own, and is under the Turkish second-level domain .nc.tr, while mail must be addressed 'via Mersin 10, TURKEY' as the Universal Postal Union does not recognise the TRNC as a separate entity. Amateur radio operators sometimes use callsigns beginning with "1B", but these have no standing for awards or other operating credit.


          Direct flights to Turkish Republic of Northern Cyprus and the trade traffic through the Turkish Cypriot ports are restricted as part of the embargo on Turkish Cypriot ports. The airports of Geitkale and Ercan are only recognised as legal ports of entry by Turkey and Azerbaijan. In addition, the TRNC's seaports in Famagusta and Kyrenia had been declared closed to all shipping by the Republic of Cyprus since 1974. By agreement between northern Cyprus and Syria, despite the protests of the Republic of Cyprus,there is a ship tour between Famagusta and Latakia (Syria). Since the opening of the Green Line, Turkish Cypriot residents are allowed to trade through Greek Cypriot ports.


          Naturalised TRNC citizens or foreigners carrying a passport stamped by the TRNC authorities may be refused entry by the Republic of Cyprus or Greece, although after the accession of the Republic of Cyprus to the EU such restrictions have been eased following confidence-building measures between Athens and Ankara and the partial opening of the UN controlled line by the Turkish Republic of Northern Cyprus authorities. The Republic of Cyprus also allows passage across the Green Line from the part of Nicosia that it controls (as well as a few other selected crossing points), since the TRNC does not leave entry stamps in the passport for such visits. Since May 2004, some tourists have taken to flying to the Republic of Cyprus directly and crossing the green line to holiday in the TRNC.


          


          Demographics


          According to a census carried out by the Turkish Cypriot administration, the TRNC has a population of about 264,172, of which majority is composed of indigenous Turkish Cypriots, with the rest including a large number of settlers from Turkey. Of the 178,000 Turkish Cypriot citizens, 74% are native Cypriots (approximately 140,000). Of the remaining people born to non-Cypriot parentage, approximately 16,000 were born in Cyprus. The figure for non-citizens, including students, guest workers and temporary residents stood at 78,000 people. Estimates by the government of the Republic of Cyprus from 2001 place the population at 200,000, of which 80-89,000 are Turkish Cypriots and 109,000-117,000 Turkish settlers.. An island-wide census in 1960 indicated the number of Turkish Cypriots as 102,000 and Greek Cypriots as 450,000. Estimates state that 36,000 (about 1/3) Turkish Cypriots emigrated in the period 1975-1995, with the consequence that within the occupied area the native Turkish Cypriots have been outnumbered by settlers from Turkey. The TRNC is almost entirely Turkish speaking. English, however, is widely spoken as a second language. Many of the older Turkish Cypriots speak and understand Greek - some may even be considered native speakers of the Greek Cypriot dialect.


          There are small populations of Greek Cypriots and Maronites (about 3,000) living in Rizokarpaso and Kormakitis regions.
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              	Northern Ireland(English)

              Tuaisceart ireann( Irish)

              Norlin Airlann( Ulster Scots)
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                  Location of Northern Ireland(red)

                  in the United Kingdom(light yellow)

                

              
            


            
              	Capital

              (and largest city)

              	Belfast

            


            
              	Official languages

              	English(de facto), Irish and Ulster Scots1
            


            
              	Government

              	Constitutional monarchy

              Consociationalism
            


            
              	-

              	Monarch

              	Queen Elizabeth II
            


            
              	-

              	Prime Minister (of the United Kingdom)

              	Gordon Brown MP
            


            
              	-

              	First Minister

              	Peter Robinson MLA
            


            
              	-

              	Deputy First Minister

              	Martin McGuinness MLA
            


            
              	-

              	Secretary of State

              	Shaun Woodward MP
            


            
              	Establishment
            


            
              	-

              	Government of Ireland Act

              	3 May, 1921
            


            
              	Area
            


            
              	-

              	Total

              	13,843km

              5,345 sqmi
            


            
              	Population
            


            
              	-

              	2006estimate

              	1,741,600
            


            
              	-

              	2001census

              	1,685,267
            


            
              	-

              	Density

              	122/km

              315/sqmi
            


            
              	GDP( PPP)

              	2002estimate
            


            
              	-

              	Total

              	33.2 billion
            


            
              	-

              	Per capita

              	19,603
            


            
              	Currency

              	Pound sterling ( GBP)
            


            
              	Time zone

              	GMT ( UTC+0)
            


            
              	-

              	Summer( DST)

              	BST( UTC+1)
            


            
              	Internet TLD

              	.uk2, .ie2
            


            
              	Calling code

              	+443
            


            
              	Patron saint

              	St Patrick4
            


            
              	1

              	Officially recognised languages: Northern Ireland has no official language; the use of English has been established through precedent. Irish and Ulster Scots are officially recognised minority languages
            


            
              	2

              	Also .eu, as part of the European Union, and .ie shared with Ireland. ISO 3166-1 is GB, but .gb is unused.
            


            
              	3

              	+44 is always followed by 28 when calling landlines. The code is 028 within the UK and 048 from the Republic of Ireland
            


            
              	4

              	In common with Ireland.
            

          


          Northern Ireland ( Irish: Tuaisceart ireann, Ulster Scots: Norlin Airlann) is a constituent country within the United Kingdom, lying in the northeast of the island of Ireland, covering 5,459square miles (14,139km), about a sixth of the island's total area. It shares a border with the Republic of Ireland to the south and west. At the time of the UK Census in April 2001, its population was 1,685,000, constituting between a quarter and a third of the island's total population and about 3% of the population of the United Kingdom. Northern Ireland consists of six of the nine counties of the historic Irish province of Ulster. In the UK, it is generally known as one of the four Home Nations that form the Kingdom.


          Northern Ireland was established as a distinct administrative region of the United Kingdom on 3 May 1921 under the Government of Ireland Act 1920. For over 50 years it was the only part of the UK to have its own form of devolved government until it was suspended in 1972. Northern Ireland's current devolved government bodies, the Northern Ireland Assembly and Executive were established in 1998 but were suspended several times. They were restored on 8 May 2007. Northern Ireland's legal system descends from the pre-1921 Irish legal system (as does the legal system of the Republic of Ireland). It is based on common law. Northern Ireland is a distinct jurisdiction, separate from England and Wales and Scotland.


          Northern Ireland was for many years the site of a violent and bitter ethno-political conflict between those claiming to represent Nationalists, who are predominantly Roman Catholic, and those claiming to represent Unionists, who are predominantly Protestant. In general, Nationalists want Northern Ireland to be unified with the rest of Ireland and Unionists want it to remain part of the United Kingdom. Protestants are in the majority in Northern Ireland, though Roman Catholics represent a significant minority. In general, Protestants consider themselves British and Catholics see themselves as Irish but there are some who see themselves as both British and Irish. People from Northern Ireland are entitled to both British and Irish citizenship (see Citizenship and identity). The campaigns of violence have become known popularly as The Troubles. The majority of both sides of the community have had no direct involvement in the violent campaigns waged. Since the signing of the Belfast Agreement (also known as the Good Friday Agreement or the G.F.A.) in 1998, many of the major paramilitary campaigns have either been on ceasefire or have declared their war to be over.


          


          History


          The area now known as Northern Ireland has had a diverse history. From serving as the bedrock of Irish resistance in the era of the plantations of Queen Elizabeth and James I in other parts of Ireland, it became the subject of major planting of Scottish and English settlers after the Flight of the Earls in 1607 (when the Gaelic aristocracy fled to Catholic Europe).


          The all-island Kingdom of Ireland (15411800) merged into the United Kingdom of Great Britain and Ireland in 1801 under the terms of the Act of Union, under which the kingdoms of Ireland and Great Britain merged under a government and monarchy based in London. In the early 20th century, Unionists, led by Sir Edward Carson (generally regarded as the founder of Northern Ireland), opposed the introduction of Home Rule in Ireland. Unionists were in a minority on the island of Ireland as a whole, but were a majority in the northern province of Ulster, a very large majority in the counties of Antrim and Down, small majorities in the counties of Armagh and Londonderry, with substantial numbers also concentrated in the nationalist-majority counties of Fermanagh and Tyrone. These six counties, containing an overall unionist majority, would later form Northern Ireland.


          The clash between the House of Commons and House of Lords over the controversial budget of Chancellor of the Exchequer David Lloyd-George produced the Parliament Act 1911, which enabled the veto of the Lords to be overturned. Given that the Lords had been the unionists' main guarantee that a home rule act would not be enacted, because of the majority of pro-unionist peers in the House, the Parliament Act made Home Rule a likely prospect in Ireland. Opponents to Home Rule, from Conservative Party leaders like Andrew Bonar Law to militant unionists in Ireland, threatened the use of violence, producing the Larne Gun Running incident in 1914, when they smuggled thousands of rifles and rounds of ammunition from Imperial Germany for the Ulster Volunteers. The prospect of civil war in Ireland loomed.


          
            
              	Prime Ministers

              of Northern Ireland
            


            
              	Lord Craigavon (19221940)
            


            
              	John Miller Andrews (19401943)
            


            
              	Lord Brookeborough (19431963)
            


            
              	Captain Terence O'Neill (19631969)
            


            
              	James Chichester-Clark (19691971)
            


            
              	Brian Faulkner (19711972)
            

          


          In 1914, the Third Home Rule Act, which contained provision for a temporary partition, received the Royal Assent. Its implementation was suspended for the duration of the intervening First World War, which was expected to last only a few weeks, but, in fact, lasted four years.


          By the end of the war, the Act was seen as dead in the water, with public opinion in the majority nationalist community having moved from a demand for home rule to something more substantial: independence. David Lloyd George proposed in 1919 a new bill which would divide Ireland into two Home Rule areas, twenty-six counties being ruled from Dublin, six being ruled from Belfast, with a shared Lord Lieutenant of Ireland appointing both executives and a Council of Ireland, which Lloyd George believed would evolve into an all-Ireland parliament.


          [bookmark: 1920-1925:_Partition_of_Ireland.2C_partition_of_Ulster]


          1920-1925: Partition of Ireland, partition of Ulster


          The island of Ireland was partitioned in 1921 under the terms of the Government of Ireland Act 1920. Six of the nine Ulster counties in the north-east formed Northern Ireland and the remaining three counties (including County Donegal, despite it having a large Protestant minority as well as it being the most northern county in all of Ireland) joined those of Leinster, Munster and Connacht to form Southern Ireland. Whilst Southern Ireland had only a brief existence between 1921 and 1922, a period dominated by the Anglo-Irish War and its aftermath, Northern Ireland was to continue on.


          Northern Ireland provisionally became an autonomous part of the Irish Free State on 6 December 1922. However, as expected, the Parliament of Northern Ireland chose, under the terms of the Anglo-Irish Treaty, to opt out of the Irish Free State the following day. Shortly after Northern Ireland had exercised its opt out of the Irish Free State, a Boundary Commission was established to decide on the territorial boundaries between the Irish Free State and Northern Ireland. Though leaders in Dublin expected a substantial reduction in the territory of Northern Ireland (with nationalist areas like south Armagh, Tyrone, southern County Londonderry and urban territories like Derry and Newry moving to the Free State), the Boundary Commission decided against this. This decision was approved by the Dil in Dublin on 10 December 1925 by a vote of 71 to 20.


          [bookmark: 1926_to_the_present]


          1926 to the present


          In June 1940, to encourage the Irish state to join with the Allies, British Prime Minister Winston Churchill indicated to the Taoiseach amon de Valera that the United Kingdom would push for Irish unity, but believing that Churchill could not deliver, de Valera declined the offer. The British did not inform the Northern Ireland government that they had made the offer to the Dublin government, and De Valera's rejection was not publicized until 1970.


          The Ireland Act 1949 gave the first legal guarantee to the Parliament and Government that Northern Ireland would not cease to be part of the United Kingdom without consent of the majority of its citizens, and this was most recently reaffirmed by the Northern Ireland Act 1998. This status was echoed in the Anglo-Irish Agreement in 1985, which was signed by the governments of the United Kingdom and the Republic of Ireland. Bunreacht na hireann, the constitution of the Irish state, was amended in 1999 to remove a claim of the "Irish nation" to sovereignty over the whole of Ireland (in Article 2), a claim qualified by an acknowledgement that the Republic of Ireland could only exercise legal control over the territory formerly known as the Irish Free State. The new Articles 2 and 3, added to the Constitution to replace the earlier articles, implicitly acknowledge that the status of Northern Ireland, and its relationships within the rest of the United Kingdom and with the Republic of Ireland, would only be changed with the agreement of a majority of voters in both jurisdictions Ireland (voting separately). This acknowledgement was also central to the Belfast Agreement which was signed in 1998 and ratified by referenda held simultaneously in both Northern Ireland and the Republic.


          A plebiscite within Northern Ireland on whether it should remain in the United Kingdom, or form part of a united Ireland, was held in 1973. The vote went heavily in favour (98.9%) of maintaining the status quo with approximately 57.5% of the total electorate voting in support, but most nationalists boycotted the poll. Though legal provision remains for holding another plebiscite, and former Ulster Unionist Party leader David Trimble some years ago advocated the holding of such a vote, no plans for such a vote have been adopted as of 2007.


          By 2005 Northern Ireland had established 100% broadband coverage. This was achieved by a partnership between the Northern Ireland Department of Enterprise, Trade and Investment and BT Northern Ireland.


          On 8 May 2007 local authonomous government returned to Northern Ireland. DUP leader Ian Paisley and Sinn Fin politician Martin McGuinness took office as First Minister and Deputy First Minister, respectively.
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          "The Troubles"


          The Troubles consisted of about thirty years of recurring acts of intense violence between elements of Northern Ireland's nationalist community (principally Roman Catholic) and unionist community (principally Protestant) during which 3,254 people were killed . The conflict was caused by the disputed status of Northern Ireland within the United Kingdom and the domination of the minority nationalist community, and discrimination against them, by the unionist majority. The violence was characterised by the armed campaigns of paramilitary groups, including the Provisional IRA campaign of 1969-1997 which was aimed at the end of British rule in Northern Ireland and the creation of a new "all-Ireland", Irish Republic, and the Ulster Volunteer Force, formed in 1966 in response to the perceived erosion of both the British character and unionist domination of Northern Ireland. The state security forces--the British Army and the police (the Royal Ulster Constabulary)--were also involved in the violence. The British government's point of view is that its forces were neutral in the conflict, trying to uphold law and order in Northern Ireland and the right of the people of Northern Ireland to democratic self-determination. Irish republicans, however, regarded the state forces as " combatants" in the conflict, noting collusion between the state forces and the loyalist paramilitaries as proof of this. The "Ballast" investigation by the Police Ombudsman has confirmed that British forces, and in particular the RUC, did collude with loyalist paramilitaries, were involved in murder, and did obstruct the course of justice when such claims had previously been investigated, although the extent to which such collusion occurred is still hotly disputed, with Unionists claiming that reports of collusion are either false or highly exaggerated and that there were also instances of collusion between the authorities in the Republic of Ireland and Republican paramilitaries. See also the section below on Collusion by Security Forces and loyalist paramilitaries.


          Alongside the violence, there was a political deadlock between the major political parties in Northern Ireland, including those who condemned violence, over the future status of Northern Ireland and the form of government there should be within Northern Ireland.


          The Troubles were brought to an uneasy end by a peace process which included the declaration of ceasefires by most paramilitary organisations and the complete decommissioning of their weapons, the reform of the police, and the corresponding withdrawal of army troops from the streets and from sensitive border areas such as South Armagh and Fermanagh, as agreed by the signatories to the Belfast Agreement (commonly known as the " Good Friday Agreement"). This reiterated the long-held British position, which had never before been fully acknowledged by successive Irish governments, that Northern Ireland will remain within the United Kingdom until a majority votes otherwise. On the other hand, the British Government recognised for the first time, as part of the prospective, the so-called "Irish dimension": the principle that the people of the island of Ireland as a whole have the right, without any outside interference, to solve the issues between North and South by mutual consent. The latter statement was key to winning support for the agreement from nationalists and republicans. It also established a devolved power-sharing government within Northern Ireland (which had been suspended from 14 October 2002 until 8 May 2007), where the government must consist of both unionist and nationalist parties.


          


          Recent History


          On 8 May 2007 local devolved government returned to Northern Ireland. DUP leader Ian Paisley and Sinn Fin deputy leader Martin McGuinness took office as First Minister and Deputy First Minister, respectively.


          


          Demography and politics
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          The population of Northern Ireland was estimated as being 1,710,300 on 30 June 2004. In the 2001 census, 45.6% of the population identified as belonging to Protestant denominations (of which 20.7% Presbyterian, 15.3% Church of Ireland), 40.3% identified as Catholic, 0.3% identified with non-Christian religions and 13.9% identified with no religion. In terms of community background, 53.1% of the Northern Irish population came from a Protestant background, 43.8% came from a Catholic background, 0.4% from non-Christian backgrounds and 2.7% non-religious backgrounds. The population is forecast to pass the 1.8 million mark by 2011.


          A plurality of the present-day population define themselves as Unionist, 22% as Nationalist and 35% define themselves as neither. According to a 2005 opinion poll, 58% express long term preference of the maintenance of Northern Ireland's membership of the United Kingdom, while 23% express a preference for membership of a united Ireland. This discrepancy can be explained by the overwhelming preference among Protestants to remain a part of the UK (85%), while Catholic preferences are spread across a number of solutions to the constitutional question including remaining a part of the UK (25%), a united Ireland (50%), Northern Ireland becoming an independent state (9%), and those who "don't know" (14%). Official voting figures, which reflect views on the "national question" along with issues of candidate, geography, personal loyalty and historic voting patterns, show 54% of Northern Ireland voters vote for Pro-Unionist parties, 42% vote for Pro-Nationalist parties and 4% vote "other". Opinion polls consistently show that the election results are not necessarily an indication of the electorate's stance regarding the constitutional status of Northern Ireland.


          Most of the population of Northern Ireland are at least nominally Christian. The ethno-political loyalties are allied, though not absolutely, to the Roman Catholic and Protestant denominations and these are the labels used to categorise the opposing views. This is, however, becoming increasingly irrelevant as the Irish Question is very complicated. Many voters (regardless of religious affiliation) are attracted to Unionism's conservative policies, while other voters are instead attracted to the traditionally leftist, nationalist Sinn Fin and Social Democratic and Labour Party (SDLP) and their respective party platforms for Democratic Socialism and Social Democracy. For the most part, Protestants feel a strong connection with Great Britain and wish for Northern Ireland to remain part of the United Kingdom. Catholics generally desire a greater connection with the Republic of Ireland, or are less certain about how to solve the constitutional question. In a survey by Northern Ireland Life and Times, a fifth of Northern Irish Catholics were said to support Northern Ireland remaining a part of the United Kingdom (see Catholic Unionist). Despite this 2% Catholics in the survey stated they would vote for Unionist Parties and 3% would vote for the Alliance Party.


          Protestants have a slight majority in Northern Ireland, according to the latest Northern Ireland Census. The make-up of the Northern Ireland Assembly reflects the appeals of the various parties within the population. Of the 108 MLA's, 55 are Unionists and 44 are Nationalists (the remaining nine are classified as "other"). The largest single religious denomination is the Roman Catholic Church, which comprises a plurality, followed by the Presbyterian Church in Ireland, the Church of Ireland (Anglican) and the Methodist Church.


          The two opposing views of British unionism and Irish nationalism are linked to deeper cultural divisions. Unionists are overwhelmingly Protestant, descendants of mainly Scottish, English, Welsh and Huguenot settlers and indigenous Irishmen who had converted to one of the Protestant denominations.


          Nationalists are predominantly Catholic and descend from the population predating the settlement, with a minority from Scottish Highlanders as well as some converts from Protestantism. Discrimination against nationalists under the Stormont government (19211972) gave rise to the nationalist civil rights movement in the 1960s. Some Unionists argue that any discrimination was not just because of religious or political bigotry, but also the result of more complex socio-economic, socio-political and geographical factors. Whatever the cause, the existence of discrimination, and the manner in which Nationalist anger at it was handled, was a major contributing factor which led to the long-running conflict known as the Troubles. The political unrest went through its most violent phase in recent times between 1968 and 1994.


          The main actors have been the Provisional Irish Republican Army and other republican groups who wish to bring about an end of the union with Great Britain, and various loyalist paramilitary groups who wish to maintain the union. The police force (the Royal Ulster Constabulary) and the British army were charged with maintaining law and order, though were frequently attacked by the nationalist community and republican paramilitaries who claimed that they were protagonists in the conflict.


          As a consequence of the worsening security situation autonomous regional government for Northern Ireland was suspended in 1972. Since mid-1997, the main paramilitary group, the Provisional IRA, has observed a ceasefire. Following negotiations, the Belfast Agreement of 1998 provides for an elected Northern Ireland Assembly, and a power-sharing Northern Ireland Executive comprising representatives of all the main parties. These institutions were suspended by the British Government in 2002 after Police Service of Northern Ireland (PSNI) allegations of spying by people working for Sinn Fin at the Assembly ( Stormontgate). The resulting case against the accused Sinn Fin member collapsed and the defendant later admitted to being a British agent. Politicians elected to the Assembly at the 2003 Assembly Election were called together on 15 May 2006 under the Northern Ireland Act 2006 for the purpose of electing a First Minister of Northern Ireland and a deputy First Minister of Northern Ireland and choosing the members of an Executive (before 25 November 2006) as a preliminary step to the restoration of devolved government in Northern Ireland. Another election was held on 7 March 2007 and this Assembly sat following the return of devolved government in May 2007


          On 28 July 2005, the Provisional IRA declared an end to its campaign and has since decommissioned what is thought to be all of its arsenal. This final act of decommissioning was performed in accordance with the Belfast Agreement of 1998, and under the watch of the International Decommissioning Body and two external church witnesses. Many unionists, however, remain sceptical. This IRA decommissioning is in contrast to Loyalist paramilitaries who have so far failed to decommission many weapons. It is not thought that this will have a major effect on further political progress as political parties linked to Loyalist paramilitaries do not attract significant support and will not be in a position to form part of a government in the near future. See Independent International Commission on Decommissioning


          


          Citizenship and identity


          People from Northern Ireland are British citizens on the same basis as people from any other part of the United Kingdom.


          The 1998 Belfast Agreement between the British and Irish governments provides that:


          it is the birthright of all the people of Northern Ireland to identify themselves and be accepted as Irish or British, or both, as they may so choose, and accordingly [the two governments] confirm that their right to hold both British and Irish citizenship is accepted by both Governments and would not be affected by any future change in the status of Northern Ireland.


          As a result of the Agreement, the Constitution of Ireland was amended so that people from Northern Ireland may be regarded as Irish citizens on the same basis as people from any other part of the island of Ireland.


          Neither government, however, extends its citizenship to all persons born in Northern Ireland. Both governments exclude some people born in Northern Ireland (e.g. certain persons born in Northern Ireland neither of whose parents is a UK or Irish national).


          In general, Protestants in Northern Ireland see themselves primarily as being British, while Roman Catholics regard themselves primarily as being Irish. Several studies and surveys performed between 1971 and 2006 show this.


          This does not however, account for the complex identities within Northern Ireland, given that many of the population regard themselves as "Ulster" or "Northern Irish", either primarily, or as a secondary identity. A 1999 survey showed that 51% of Protestants felt "Not at all Irish" and 41% only "weakly Irish"


          


          Symbols
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          Today, Northern Ireland comprises a diverse patchwork of communities, whose national loyalties are represented in some areas by flags flown from lamp posts. The Union Flag and Northern Ireland Flag therefore appear in some loyalist areas, with the Irish national flag of the Republic of Ireland, the tricolour, appearing in some republican areas. Even kerbstones in some areas are painted red-white-blue or green-white-orange (or gold), depending on whether local people express unionist/loyalist or nationalist/republican sympathies.


          The only official flag is the Union Flag. The Northern Ireland flag was officially the former Governmental Northern Ireland banner (also known as the " Ulster Banner" or "Red Hand Flag") and was based on the arms of the former Parliament of Northern Ireland, and was used by the Government of Northern Ireland and its agencies between 1953 and 1972. Since 1972, it has no official status. It remains, however used uniquely to represent Northern Ireland in certain sporting events. The arms from which the Ulster Banner derives were themselves based on the flag of Ulster.


          The Union Flag and the Ulster Banner are typically only used by Unionists. Nationalists generally eschew symbols which uniquely represent Northern Ireland; some instead use the Irish Tricolour, particularly at sporting events. Many people, however, prefer to avoid flags altogether because of their divisive nature. Paramilitary groups on both sides have also developed their own flags. Some unionists also occasionally use the flags of secular and religious organisations to which they belong.


          Some groups, including the Irish Rugby Football Union and the Church of Ireland have used the Flag of St. Patrick as a symbol of Ireland which lacks nationalist or unionist connotations. However, it is felt by some to be a loyalist flag, as it was used to represent Ireland when the whole island was part of the UK and is used by some British army regiments. Foreign flags are also found, such as the Palestinian flags in some Nationalist areas and Israeli flags in some Unionist areas, which represent general comparisons made by both sides with conflicts in the wider world.


          The United Kingdom national anthem God Save the Queen is often played at state events in Northern Ireland. At some cross-community events, however, the Londonderry Air (also known as Danny Boy) may be played as a neutral substitute.


          At the Commonwealth Games, the Northern Ireland team uses the Ulster Banner as its flag and Danny Boy / A Londonderry Air is used as its national anthem. The Northern Ireland football team also uses the Ulster Banner as its flag but uses God Save The Queen as its national anthem. Major Gaelic Athletic Association matches are opened by the Ireland national anthem, Amhrn na bhFiann (The Soldiers Song), which is also used by some other all-Ireland sporting organisations. Since 1995, the Ireland national rugby union team has used a specially commissioned song, Ireland's Call, in place of, or alongside, the Ireland national anthem at international matches.


          Northern Irish murals have become well-known features of Northern Ireland, depicting past and present divisions, both also documenting peace and cultural diversity. Almost 2,000 murals have been documented in Northern Ireland since the 1970s (see Conflict Archive on the Internet/Murals).


          


          Geography and climate
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          Northern Ireland was covered by an ice sheet for most of the last ice age and on numerous previous occasions, the legacy of which can be seen in the extensive coverage of drumlins in Counties Fermanagh, Armagh, Antrim and particularly Down. The centrepiece of Northern Ireland's geography is Lough Neagh, at 151squaremiles (392km) the largest freshwater lake both on the island of Ireland and in the British Isles. A second extensive lake system is centred on Lower and Upper Lough Erne in Fermanagh. The largest island of Northern Ireland is Rathlin, off the Antrim coast. Strangford Lough is the largest inlet in the British Isles, covering 150km (58sqmi).


          There are substantial uplands in the Sperrin Mountains (an extension of the Caledonian fold mountains) with extensive gold deposits, granite Mourne Mountains and basalt Antrim Plateau, as well as smaller ranges in South Armagh and along the FermanaghTyrone border. None of the hills are especially high, with Slieve Donard in the dramatic Mournes reaching 848m (2782ft), Northern Ireland's highest point. Belfast's most prominent peak is Cave Hill. The volcanic activity which created the Antrim Plateau also formed the eerily geometric pillars of the Giant's Causeway on the north Antrim coast. Also in north Antrim are the Carrick-a-Rede Rope Bridge, Mussenden Temple and the Glens of Antrim.


          The Lower and Upper River Bann, River Foyle and River Blackwater form extensive fertile lowlands, with excellent arable land also found in North and East Down, although much of the hill country is marginal and suitable largely for animal husbandry.


          The valley of the River Lagan is dominated by Belfast, whose metropolitan area includes over a third of the population of Northern Ireland, with heavy urbanisation and industrialisation along the Lagan Valley and both shores of Belfast Lough.


          The whole of Northern Ireland has a temperate maritime climate, rather wetter in the west than the east, although cloud cover is persistent across the region. The weather is unpredictable at all times of the year, and although the seasons are distinct, they are considerably less pronounced than in interior Europe or the eastern seaboard of North America. Average daytime maximums in Belfast are 6.5 C (43.7 F) in January and 17.5 C (63.5 F) in July. The damp climate and extensive deforestation in the 16th and 17th centuries resulted in much of the region being covered in rich green grassland.


          Highest maximum temperature: 30.8 C (87.4 F) at Knockarevan, near Garrison, County Fermanagh on 30 June 1976 and at Belfast on 12 July 1983.


          Lowest minimum temperature: -17.5 C (0.5 F) at Magherally, near Banbridge, County Down on 1 January 1979.


          


          Counties


          
            [image: The Giant's Causeway.]

            
              The Giant's Causeway.
            

          


          Northern Ireland consists of six counties:


          
            	County Antrim


            	County Armagh


            	County Down


            	County Fermanagh


            	County Londonderry


            	County Tyrone

          


          These counties are no longer used for local government purposes; instead there are twenty-six districts of Northern Ireland which have different geographical extents, even in the case of those named after the counties from which they derive their name. Fermanagh District Council most closely follows the borders of the county from which it takes its name. Coleraine Borough Council, on the other hand, derives its name from the town of Coleraine in County Londonderry.


          Although counties are no longer used for governmental purpose, they remain a popular means of describing where places are. They are officially used while applying for an Irish Passport, which requires the applicant to state their 'County of Birth' - which then appears in both Irish and English on the Passport's information page, as opposed to the town or city of birth on the United Kingdom Passport.


          The county boundaries still appear on Ordnance Survey of Northern Ireland Maps and the Phillips Street Atlases, among others. With their decline in official use, there is often confusion surrounding towns and cities which lie near county boundaries, such as Belfast and Lisburn, which are split between counties Down and Antrim (the majorities of both cities, however, are in Antrim)


          


          Cities


          There are 5 major settlements with city status in Northern Ireland:


          
            	Armagh


            	Belfast


            	Derry


            	Lisburn


            	Newry

          


          


          Towns and villages


          
            	Ahoghill, Antrim, Annalong, Annaclone


            	Ballycastle, Ballyclare, Ballykelly, Ballymena, Ballymoney, Ballynahinch, Banbridge, Bangor, Bushmills


            	Carnmoney, Carrickfergus, Castledawson, Castlerock, Coalisland, Comber, Coleraine, Cookstown, Craigavon, Crossmaglen, Crumlin,

          


          Corbet, Cushendall


          
            	Donaghadee, Downpatrick, Dromore, Dundonald, Dungannon, Dungiven, Dromore, Donaghcloney


            	Enniskillen


            	Glengormley, Garvagh, Gilford


            	Garrison


            	Hillsborough, Holywood


            	Kilkeel


            	Larne, Limavady, Lurgan, Loughbrickland


            	Magherafelt, Macosquin


            	Newcastle, Newtownards, Newtownstewart


            	Omagh


            	Portrush, Portstewart, Portadown, Portaferry, Poyntzpass, Portballintrae


            	Rasharkin, Rathfriland


            	Strabane, Scarva, Seapatrick


            	Warrenpoint

          


          


          Variations in geographic nomenclature


          Many people inside and outside Northern Ireland use other names for Northern Ireland, depending on their point of view.


          


          Unionist/Loyalist


          
            	Ulster (Ulaidh) is strictly the historic province of Ulster, six of its nine counties are in Northern Ireland. The term "Ulster" is widely used by the Unionist community and the British press as shorthand for Northern Ireland. There have, in the past, been calls for the official name of Northern Ireland to be changed to Ulster.

          


          
            	The Province (an Chige) refers literally the historic Irish province of Ulster but today is used widely, within this community, as shorthand for Northern Ireland. United Kingdom Government documents (when referring to England and Scotland as countries and to Wales as "The Principality", typically refer to Northern Ireland as "the Province"

          


          


          Nationalist/Republican


          
            	North of Ireland (Tuaisceart na hireann) - to link Northern Ireland to the rest of the island, by describing it as being in the 'north of Ireland' and so by implication playing down Northern Ireland's links with Great Britain. (The northernmost point in Ireland, in County Donegal, is in fact in the Republic.)

          


          
            	North-East Ireland (Oirthuaisceart ireann) - used in the same way as the "North of Ireland" is used.

          


          
            	The Six Counties (na S Chontae) - language used by republicans e.g. Republican Sinn Fin, which avoids using the name given by the British-enacted Government of Ireland Act 1920. (The Republic is similarly described as the Twenty-Six Counties.) Some of the users of these terms contend that using the official name of the region would imply acceptance of the legitimacy of the Government of Ireland Act.

          


          
            	The Occupied Six Counties. The Republic, whose legitimacy is not recognised by republicans opposed to the Belfast Agreement, is described as being "The Free State", referring to the Irish Free State, the Republic's old name.

          


          
            	British-Occupied Ireland. Similar in tone to the Occupied Six Counties this term is used by more dogmatic anti- Good Friday Agreement republicans who still hold that the First Dil was the last legitimate government of Ireland and that all governments since have been foreign imposed usurpations of Irish national self-determination.

          


          
            	Fourth Green Field (An Cheathr Gort Glas). From the song Four Green Fields by Tommy Makem which describes Ireland as divided with one of the four green fields (the traditional provinces of Ireland) being In strangers hands, referring to the partition of Ireland.

          


          


          Other


          
            	The North (An Tuaisceart) - used to describe Northern Ireland in the same way that "The South" is used to describe the Republic of Ireland.


            	Norn Iron - is an informal and affectionate local nickname used by both nationalists and unionists to refer to Northern Ireland, derived from the pronunciation of the words "Northern Ireland" in an exaggerated Ulster accent (particularly one from the Greater Belfast area). The phrase is seen as a light-hearted way to refer to the province, based as it is on regional pronunciation. Often refers to the Northern Ireland national football team.

          


          


          Use of language for geography
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          Notwithstanding the ancient realm of Dl Riata which extended into Scotland, disagreement on names, and the reading of political symbolism into the use or non-use of a word, also attaches itself to some urban centres. The most famous example is whether Northern Ireland's second city should be called "Derry" or "Londonderry".


          Choice of language and nomenclature in Northern Ireland often reveals the cultural, ethnic and religious identity of the speaker. The first Deputy First Minister of Northern Ireland, Seamus Mallon, was criticised by unionist politicians for calling the region the "North of Ireland" while Sinn Fin has been criticised in some newspapers in the Republic for still referring to the "Six Counties".


          Those who do not belong to any group but lean towards one side often tend to use the language of that group. Supporters of unionism in the British media (notably the Daily Telegraph and the Daily Express) regularly call Northern Ireland "Ulster". Some nationalist and republican-leaning media outlets in Ireland almost always use "North of Ireland" or the "Six Counties".


          Government and cultural organizations in Northern Ireland, particularly those pre-dating the 1980s, often use the word "Ulster" in their title; for example, the University of Ulster, the Ulster Museum the Ulster Orchestra, and BBC Radio Ulster.


          Many news bulletins since the 1990s have opted to avoid all contentious terms and use the official name, Northern Ireland. The North is still used by some news bulletins in the Republic of Ireland, to the annoyance of some Unionists. Bertie Ahern, the previous Taoiseach, now almost always refers to Northern Ireland in public, having previously only used The North. For Northern Ireland's second largest city, broadcasting outlets which are unaligned to either community and broadcast to both use both names interchangeably, often starting a report with "Londonderry" and then using "Derry" in the rest of the report. However, within Northern Ireland, print media which are aligned to either community (the News Letter is aligned to the unionist community while the Irish News is aligned to the nationalist community) generally use their community's preferred term. British newspapers with unionist leanings, such as the Daily Telegraph, usually use the language of the unionist community, while others, such as The Guardian use the terms interchangeably. The media in the Republic of Ireland use the names preferred by nationalists. Whether this is all an official editorial policy or a personal preference by the writers is unknown.


          The division in nomenclature is seen particularly in sports and religions associated with one of the communities. Gaelic games use Derry, for example. Nor is there clear agreement on how to decide on a name. When the nationalist-controlled local council voted to re-name the city "Derry" unionists objected, stating that as it owed its city status to a Royal Charter, only a charter issued by the Queen could change the name. The Queen has not intervened on the matter and thus the council is now called "Derry City Council" while the city is still officially "Londonderry". Nevertheless, the council has printed two sets of stationery - one for each term - and their policy is to reply to correspondence using whichever term the original sender used.


          At times of high communal tension, each side regularly complains of the use of the nomenclature associated with the other community by a third party such as a media organisation, claiming such usage indicates evident "bias" against their community.


          


          Law


          Northern Ireland's legal and administrative systems were adopted from those in place in pre-partition United Kingdom, and was developed by its devolved government from 1922 until 1972. From 1972 until 1999 (except for brief periods), laws and administration relating to Northern Ireland have been handled directly from Westminster. Between the year 1999 and 2002, and since May 2007 devolution has returned to Northern Ireland.


          


          Economy


          The Northern Ireland economy is the smallest of the four economies making up the United Kingdom. Northern Ireland has traditionally had an industrial economy, most notably in shipbuilding, rope manufacture and textiles, but most heavy industry has since been replaced by services, primarily the public sector. Tourism also plays a big role in the local economy. More recently the economy has benefited from major investment by many large multi-national corporations into high tech industry. These large organisations are attracted by government subsidies and the highly skilled workforce in Northern Ireland.


          East/West Bias For some time there have been allegations that the east of the province (mainly the Belfast area) has been given preferential treatment over the towns and cities in the western region (mainly Derry/Londonderry), the divisionary boundary being seen as the Bann River which divides Northern Ireland into two regions.


          This belief was further advanced when, in 1969, plans were revealed for a second university (Queens University in Belfast being the first). The decision to place this into Coleraine, rather than the second largest city - Derry/Londonderry, was taken against the wishes of many of the unionist leaders in Stormont at the time.


          According to figures obtained from Hansard, and questions raised by Foyle MP Mark Durkan in the House of Commons, the parliamentary area of South Belfast has received more funding from Invest NI than all the council areas in the west of the province combined. Furthermore, in terms of civil service jobs, the vast majority are centred in the greater Belfast area.


          


          Culture


          With its improved international reputation, Northern Ireland has recently witnessed rising numbers of tourists who come to appreciate the area's unique heritage. Attractions include cultural festivals, musical and artistic traditions, countryside and geographical sites of interest, pubs, welcoming hospitality and sports (especially golf and fishing). Since 1987 pubs have been allowed to open on Sundays, despite some limited vocal opposition.


          


          Mythology


          


          Ulster Cycle


          The Ulster Cycle is a large body of prose and verse centring around the traditional heroes of the Ulaid in what is now eastern Ulster. This is one of the four major cycles of Irish Mythology. The cycle centres around the reign of Conchobar mac Nessa, who is said to have been king of Ulster around the time of Christ. He ruled from Emain Macha (now Navan Fort near Armagh), and had a fierce rivalry with queen Medb and king Ailill of Connacht and their ally, Fergus mac Rich, former king of Ulster. The foremost hero of the cycle is Conchobar's nephew Cchulainn.


          


          Languages and Dialects


          


          English language


          The Mid Ulster dialect of English spoken in Northern Ireland shows influence from Scotland, with the use of such Scots words as wee for 'little' and aye for 'yes'. Some jocularly call this dialect phonetically by the name Norn Iron. There are supposedly some minute differences in pronunciation between Protestants and Catholics, the best known of which is the name of the letter h, which Protestants tend to pronounce as "aitch", as in British English, and Catholics tend to pronounce as "haitch", as in Hiberno-English. However, geography is a much more important determinant of dialect than ethnic background. English is spoken as a first language by almost 100% of the Northern Irish population, though under the Good Friday Agreement, Irish and Ulster Scots (one of the dialects of the Scots language), sometimes known as Ullans, have recognition as "part of the cultural wealth of Northern Ireland".


          


          Irish (Irish Gaelic) language


          The Irish language is the native language of the whole island of Ireland. It was spoken predominantly throughout what is now Northern Ireland prior to the settlement of Protestants from Great Britain in the 17th Century. Most placenames throughout Northern Ireland are anglicised versions of their Gaelic originals. These Gaelic placenames include thousands of lanes, roads, townlands, towns, villages and all of its modern cities. Examples include Belfast- derived from Bal Feirste, Shankill- derived from Sean Cill and Lough Neagh- derived from Loch nEathach.


          In Northern Ireland the Irish language has long been associated with Irish nationalism, however this association only developed gradually. The language was seen as a common heritage and indeed the object of affection by many prominent 19th century Protestant republicans and Protestant unionists. Verbally there are 3 main dialects in the island of Ireland - Ulster, Munster and Connaught. Speakers of each dialect often find others difficult to understand. Speakers in Northern Ireland are naturally from the Ulster dialect.


          The early years of the 20th century, the language became a political football throughout Ireland as Republican activists became increasing linked with it. In the 20th century, the language became in Unionist eyes increasingly polarised for political ends and many in that community would blame Sinn Fin in this regard. After Ireland was partitioned, the language was largely rejected in the education system of the new Northern Ireland. It is argued that the predominant use of the English language may have served to exacerbate the Troubles.


          The erection by some Local District Councils of legal bilingual street names (English/Irish), invariably in predominantly Catholic/Nationalist/Republican districts, may be perceived as creating a 'chill factor' by Unionists and as such not conducive to fostering good cross community relationships. However other regions in the United Kingdom, such as Wales and Scotland, enjoy the use of Bilingual signs in Welsh and Scots Gaelic respectively. Because of this, nationalists in Northern Ireland argue for equality in this regard. In responses to the 2001 census in Northern Ireland 10% of the population claimed "some knowledge of Irish", 4.7% to "speak, read, write and understand" Irish. It was not asked as part of the census but in a poll, 1% of respondents said they speak it as their main language at home. Following a public consultation, the decision was taken not to introduce specific legislation for the Irish language at this time, despite 75% of respondants stating that they were in favour of such legislation.


          


          Ulster Gaelic


          Ulster Gaelic/Ulster Irish or Donegal Gaelic/Irish, is the dialect which is nearest to Scots Gaelic. Some aspects of the dialect are more similar to Scots Gaelic than to the Gaelic dialects of Connacht and Munster. The dialects of East Ulster - those of Rathlin Island and the Glens of Antrim - were very similar to the Scots Gaelic dialect formerly spoken in Argyll, the part of Scotland nearest to Rathlin Island. The Ulster Gaelic is the most central dialect of Gaelic, both geographically and linguistically, of the once vast Gaelic speaking world, stretching from the south of Ireland to the north of Scotland. At the beginning of the 20th century, Munster Irish was favoured by many revivalists, with a shift to Connaught Irish in the 1960s, which is now the preferred dialect by many in the Republic. Many younger speakers of Irish experience less confusion with dialects due to the expansion of Irish-language broadcasting (TG4) and the exposure to a variety of dialects. There are fewer problems regarding written Irish as there is a standardised spelling and grammar, created by the government of the Republic, which claimed to reflect a compromise between various dialect forms. However, Ulster Irish speakers find that Ulster forms are generally not favoured by the standard.


          The dialect is often stigmatised in the non Ulster counties of the Republic of Ireland, although all learners of Irish in Northern Ireland use this form of the language. Self-instruction courses in Ulster Irish include Now Youre Talking and Ts maith. The writer Samus  Searcaigh RIP, once warned about the Irish Government's attempts at producing a Caighden or Standard for the Gaelic language in Ireland in 1953, when he wrote that what will emerge will be "Gaedhilg nach mbidh suim againn innt mar nr fhs s go ndrtha as an teangaidh a thug Gaedhil go hirinn" (A Gaelic which is of no interest to us, for it has not developed naturally from the language brought to Ireland by the Gaels). The Ulster Irish dialect is spoken throughout the area of the historical nine county Ulster, in particular the Gaeltacht region of County Donegal and the Gaeltacht Quarter of West Belfast.


          


          Ulster Scots


          Ulster Scots comprises varieties of the Scots language spoken in Northern Ireland. Aodn Mac Poiln states that "While most argue that Ulster-Scots is a dialect or variant of Scots, some have argued or implied that Ulster-Scots is a separate language from Scots. The case for Ulster-Scots being a distinct language, made at a time when the status of Scots itself was insecure, is so bizarre that it is unlikely to have been a linguistic argument." Approximately 2% of the population claim to speak Ulster Scots, however the number speaking it as their main language in their home is negligible. Classes at colleges can now be taken but for a native English speaker "[the language] is comparatively accessible, and even at its most intense can be understood fairly easily with the help of a glossary." The St Andrews Agreement recognises the need to "enhance and develop the Ulster Scots language, heritage and culture".


          


          Ethnic minority languages


          There are an increasing number of ethnic minorities in Northern Ireland. Chinese and Urdu are spoken by Northern Ireland's Asian communities; though the Chinese community is often referred to as the "third largest" community in Northern Ireland, it is tiny by international standards. Since the accession of new member states to the European Union in 2004, Central and Eastern European languages, particularly Polish, are becoming increasingly common.


          


          Sign language


          The most common sign language in Northern Ireland is British Sign Language (BSL), but as Catholics tended to send their deaf children to schools in Dublin (St Joseph's Institute for Deaf Boys and St. Mary's Institute for Deaf Girls), Irish Sign Language (ISL) is commonly used in the Nationalist community. The two languages are not related: BSL is in the British family (which also includes Auslan), and ISL is in the French family (which also includes American Sign Language).


          


          Education


          Education in Northern Ireland differs slightly from systems used elsewhere in the United Kingdom. Unlike most areas of the United Kingdom, in the last year of Primary school, children can sit the eleven plus transfer test, and the results determine whether they attend grammar schools or secondary schools. This system is due to be changed in 2008 amidst some controversy.


          Northern Ireland's state (controlled) schools are open to all children in Northern Ireland, although in practice are mainly attended by those from Protestant or non-religious backgrounds . There is a separate publicly funded school system provided for Roman Catholics, although Roman Catholics are free to attend state schools (and some non-Roman Catholics attend Roman Catholic schools). Integrated schools, which attempt to ensure a balance in enrolment between pupils of Protestant, Roman Catholic and other faiths (or none) are becoming increasingly popular, although Northern Ireland still has a primarily de facto religiously segregated education system. In the Primary School Sector, forty schools (8.9% of the total number) are Integrated Schools and thirty two (7.2% of the total number) are Gaelscoileanna.


          See:


          
            	List of Gaelic medium Primary schools in Northern Ireland


            	List of Primary schools in Northern Ireland


            	List of Grammar schools in Northern Ireland


            	List of Secondary schools in Northern Ireland


            	List of Integrated Schools in Northern Ireland
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          Northern Lights, published in 1995, is the first novel in the His Dark Materials trilogy by British novelist Philip Pullman.


          


          Title


          The superficial resemblance of protagonist Lyra Belacqua's alethiometer (depicted on the book's cover) to a large compass caused the North American publishers of Northern Lights to retitle the book The Golden Compass. The Golden Compasses (note the plural) was an early proposal for the name of the trilogy (instead of His Dark Materials, taken from Milton's Paradise Lost), where it refers to the compasses as the drawing instrument rather than the navigation instrument.


          


          Plot summary


          The story begins when Lyra Belacqua (later Lyra Silvertongue)an orphaned, eleven-year-old girl residing at Jordan College, Oxfordsecretly enters the Retiring Room, despite resistance from her dmon, Pantalaimon; an animal-formed, shape-shifting manifestation of her soul. Inside the room, they see the Master of the college attempt to poison Lord Asriel, Lyra's uncle. Lord Asriel shows the resident scholars a picture of mysterious elementary particles called Dust. Shortly afterwards Lord Asriel goes north, and Lyra continues with her normal life.


          When the Gobblers, who are the subject of a recent urban legend, kidnap her friend Roger, Lyra vows to rescue him, and finds her chance when a visiting woman of great importance, Mrs. Marisa Coulter, offers to take Lyra away from Jordan College to become her apprentice. Lyra assents, but before she leaves, is entrusted with a priceless object by the Master of the College: an alethiometer. Resembling a golden compass, it is a device able to reveal the answer to any question asked by the user. Although initially unable to read or understand its complex meanings, Lyra takes it with her to Mrs. Coulter's flat. Lyra becomes suspicious of Mrs. Coulter's motives when Mrs. Coulter's dmon (a golden monkey) searches Lyra's room for the alethiometer.


          At a party hosted by Mrs. Coulter, Lyra discovers that Mrs. Coulter is the head of an organization known as the "General Oblation Board" and that this board is, in fact, the "Gobblers" who have been kidnapping children. The horror of this discovery causes Lyra to take advantage of the hubbub of the party to flee Mrs. Coulter's flat.


          After fleeing the flat, she is rescued by the Gyptians, a group of nomadic, canal-boat-dwelling people, who afterwards reveal that Lord Asriel and Mrs. Coulter are none other than Lyra's father and mother. She also learns that many children like Roger have been disappearing from among the Gyptians, and that the Gyptians are planning an expedition to the north to rescue the missing children. During her time with the Gyptians, Lyra intuitively learns how to operate the alethiometer.


          Lyra joins the expedition to the north, and on the journey discovers that the children kidnapped by the Gobblers are having their dmons cut away from them, by way of experiment. Shortly after this revelation, the group is attacked, and Lyra is taken to the experimentation facility in Bolvangar.


          Inside it, she locates Roger and devises a plan of escape. Lyra comes across Mrs. Coulter, who tries to take the alethiometer from her. Narrowly escaping her clutches once again, Lyra leads the other children out of the facility, and is rescued by Lee Scoresby (an aeronaut who is an ally of the Gyptians) in his hydrogen balloon. With them go Roger and an armoured bear called Iorek Byrnison. Iorek is an exiled prince of the armoured bears, of whose culture he is a perfect example.


          Now that Lyra has found Roger, she wishes to deliver the alethiometer to Lord Asriel, who is imprisoned at Svalbard, the fortress of the armoured bears, because of his experiments on Dust, which the Church opposes. On their way to Svalbard, the bat-like cliff-ghasts attack the balloon; Lyra is thrown out, but lands safely. The armoured bears then capture her. She manages to trick the usurping bear-king, Iofur Raknison, into allowing Iorek Byrnison to fight to regain his throne. Thereafter she travels to Lord Asriels cabin, accompanied by both Iorek and Roger.


          Despite being imprisoned, Lord Asriel is so influential that he has managed to accumulate the necessary equipment to continue his experiments on Dust. After explaining the nature of Dust, which is an emanation from another world, and the existence of parallel universes to Lyra, he departs, taking Roger and a great deal of scientific equipment. Lyra pursues him, but Roger is killed when he is separated from his dmon. This act releases an enormous amount of energy, which, due to Lord Asriels equipment, tears a hole through the sky into a parallel world. Lord Asriel walks through into the new world. Lyra decides to follow him, on the advice of Pantalaimon. This concludes the first book and goes on to the next book, The Subtle Knife.


          


          Awards


          Northern Lights won the Carnegie Medal for children's fiction in the UK in 1995, and in 2007 it was selected by judges of the Carnegie Medal as one of the ten most important children's novels of the past 70 years. The Observer rates it as one of the 100 best novels of all time.


          


          Film, TV or theatrical adaptations


          A feature film adaptation of the novel, titled, The Golden Compass, produced by New Line Cinema with a budget of $180 million, was released December 5, 2007. The novel was adapted by Chris Weitz, who directed the film. The film stars Dakota Blue Richards, in her film debut, as Lyra. Nicole Kidman, Daniel Craig, Eva Green, Ian McKellen, Sam Elliott and Christopher Lee star. Some organizations have condemned the movie adaptation as well as the trilogy for denigrating the Church and religion, while others have argued that Pullman's works should be included in religious education courses.


          


          Video game adaptation


          A video game adaptation of the movie adaptation of the book, titled, The Golden Compass, published by Sega and developed by Shiny Entertainment, was released December 4, 2007. Players assume the role of Lyra as she travels through the frozen wastes of the North in an attempt to rescue her friend kidnapped by a mysterious organization known as the Gobblers. Travelling with her are an armoured polar bear and her dmon Pantalaimon (Pan). Together, they must use a truth-telling alethiometer and other items to explore the land and fight their way through confrontations in order to help Lyra's friend. The Golden Compass features a mix of fighting and puzzle solving with three characters.
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              	Capital

              	Saipan
            


            
              	Official languages

              	English, Chamorro, Carolinian
            


            
              	Government

              	Presidential representativedemocracy
            


            
              	-

              	Head of State

              	George W. Bush
            


            
              	-

              	Governor

              	Benigno R. Fitial
            


            
              	-

              	Lt. Governor

              	Timothy P. Villagomez
            


            
              	-

              	Resident

              Representative

              	

              Pedro Agulto Tenorio
            


            
              	Commonwealth

              	in union with UnitedStates
            


            
              	-

              	Covenant

              	1975
            


            
              	-

              	Commonwealth status

              	1978
            


            
              	-

              	end of trusteeship

              	1986
            


            
              	Area
            


            
              	-

              	Total

              	477km( 195th)

              184.17 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	84,546( 198th)
            


            
              	-

              	Density

              	168/km( n/a)

              63.8/sqmi
            


            
              	Currency

              	United States dollar ( USD)
            


            
              	Time zone

              	( UTC+10)
            


            
              	Internet TLD

              	.mp
            


            
              	Calling code

              	+1 670
            

          


          The Northern Mariana Islands, officially the Commonwealth of the Northern Mariana Islands (CNMI), is a commonwealth in political union with the United States located at a strategic location in the western Pacific Ocean. It consists of 15 islands about three-quarters of the way from Hawaii to the Philippines, at . The United States Census Bureau reports the total land area of all islands as 179.01 sq mi (463.63 km).


          The Northern Mariana Islands has a population of 80,362 (2005 estimate). The official 2000 census count was 69,221. The Northern Mariana Islands have the lowest male to female sex ratio in the world: an average of 76 men to every 100 women. That is due to the overwhelming female majority of foreign workers, especially in the garment industry.


          


          Geography and climate
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          The Northern Mariana Islands, together with Guam to the south, compose the Mariana Islands.


          The southern islands are limestone with level terraces and fringing coral reefs; the northern islands are volcanic, with active volcanoes on Anatahan, Pagan and Agrihan. The volcano on Agrihan has the highest elevation in the islands at 3,166 feet (965 m). About one-fifth of the land is arable, another tenth is pasture. The primary natural resource is fish, some of which are endangered species, which leads to conflict. Also, development has created landfills which have contaminated groundwater on Saipan, which might contribute to disease.
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          Anatahan Volcano is a small volcanic island 80 miles (130 km) north of Saipan and is about 6 miles (9 km) long and 2 miles (3 km) wide. Anatahan began erupting suddenly from its east crater on May 10, 2003, at about 6 p.m. (0800 UTC). Since then it has continued to alternate between eruptive and calm periods. On April 6, 2005, approximately 50,000 cubic meters of ash and rock were ejected, causing a large, black cloud to drift south over Saipan and Tinian.


          The islands have a tropical marine climate moderated by seasonal northeast trade winds. There is little seasonal temperature variation; the dry season runs from December to June, and the rainy season from July to November and can include typhoons. The Guinness Book of World Records has cited Saipan as having the most equable temperature in the world.


          


          History


          


          European Explorers


          The first European exploration of the area was that led by Ferdinand Magellan in 1521, who landed on nearby Guam and claimed the islands for Spain. After being met offshore and accepting the refreshments offered to them by the native Chamorros, the latter then helped themselves to a small boat belonging to Magellan's fleet. This led to a cultural clash because in the old Chamorro culture there was little if any private property and to take something that one needed, such as a boat for fishing, was not considered thievery.
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          Due to that cultural misunderstanding, around half a dozen locals were killed and a village of 40 homes burned before the boat was retrieved. The archipelago thus acquired the ignominious name Islas de los Ladrones ("Islands of the Thieves").


          Three days after he had arrived, Magellan fled the archipelago under attack--a portentous beginning to its relationship with the Spanish. The islands were then considered by Spain to be annexed, and therefore under their governance, from the Philippines, as part of the Spanish East Indies. The Spanish built a Royal Palace in Guam for the Governor of the Islands. Its remains could still be seen in 2006.


          Guam was an important stop-over from Mexico for galleons carrying gold and other cargo between the Philippines and Spain. There are several lost sunken Spanish galleons off Guam.


          In 1668 the islands were renamed by Padre Diego Luis de Sanvitores as Las Marianas after Mariana of Austria, widow of Spain's Philip IV.


          Most of the islands' native population (90%-95%) died out or intermarried with non-Chamorro settlers under Spanish rule, but new settlers, primarily from the Philippines and the Caroline Islands, were brought in to repopulate the islands. Despite this, the Chamorro population did gradually resurge, and Chamorro, Filipino and Carolinian language and ethnic differences remain basically distinct in the Marianas.


          To facilitate cultural and religious assimilation, Spanish colonists forced the Chamorros to be concentrated on Guam for a period of time. By the time Chamorros were allowed to return to the present-day Northern Marianas, Carolinians (from present-day eastern Yap State and western Chuuk State) had settled in the Marianas. Hence Carolinians and Chamorros are both considered as indigenous to the Northern Marianas and both languages are official in the commonwealth (but not on Guam).


          


          German and Japanese possession


          After the Spanish-American War of 1898, Spain ceded Guam to the United States and sold the rest of the Marianas (along with the Caroline and Marshall Islands) to Germany.


          Japan declared war on Germany during World War I and invaded the Northern Marianas. In 1919, the League of Nations, pre-cursor of the United Nations, awarded the islands to Japan by mandate. During Japan's occupation, sugar cane became the main industry of the islands, and labor was imported from Japan and associated colonies (especially Okinawa and Korea).


          Hours after the Pearl Harbour attack, Japanese forces from the Marianas launched an invasion of Guam on December 8, 1941. Chamorros from the Northern Marianas, then under Japanese rule for more than two decades, were brought to Guam to assist the Japanese administration. This combined with the harsh treatment of Guamanian Chamorros during the brief 31-month occupation created a rift between the two populations that would become the main reason Guamanians rejected reunification referendum approved by the Northern Marianas in the 1960s.


          


          American acquisition


          Near the end of World War II, the United States military invaded the Mariana Islands on June 15, 1944, beginning with the Battle of Saipan, which ended on July 9 with the Japanese commander committing seppuku (a traditional Japanese form of ritual suicide). U.S. forces then recaptured Guam beginning July 21 and invaded Tinian (see Battle of Tinian) on July 24, which provided the take off point for the Enola Gay, the plane dropping the atomic bomb on Hiroshima a year later. Rota was left untouched (and isolated) until the Japanese surrender in August 1945, due to its military insignificance.


          The war did not end for everyone with the signing of the armistice. The last group of Japanese soldiers surrendered on Saipan on December 1, 1945. On Guam, Japanese soldier Shoichi Yokoi hid out in the village of Talofofo until 1972.


          Between the end of the invasion and the Japanese surrender, the Saipan and Tinian populations were kept in concentration camps. Japanese nationals were eventually repatriated, and the indigenous Chamorro and Carolinians returned to the land.


          


          The Commonwealth


          After Japan's defeat, the islands were administered by the United States as part of the United Nations Trust Territory of the Pacific Islands; thus, defense and foreign affairs are the responsibility of the United States. The people of the Northern Mariana Islands decided in the 1970s not to seek independence, but instead to forge closer links with the United States. Negotiations for territorial status began in 1972. A covenant to establish a commonwealth in political union with the U.S. was approved in 1975. A new government and constitution went into effect in 1978. Similar to other U.S. territories, the islands do not have representation in the U.S. Senate, but are represented in the U.S. House of Representatives by a delegate (beginning January 2009 for the CNMI) who may vote in committee but not on the House floor.


          


          Demographics


          The official 2000 census count was 69,221. Asian 56.3%, Pacific Islander 36.3%, Caucasian 1.8%, other 0.8%, mixed 4.8%. The Northern Mariana Islands have the highest female to male ratio in the world with 0.77 males/female (1.30 females/male).


          


          Politics
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          The Northern Mariana Islands have a presidential representative democratic system, in which the Governor is head of government, with a multi-party system. The Northern Mariana Islands are a commonwealth in political union with the United States. Federal funds to the Commonwealth are administered by the Office of Insular Affairs of the U.S. Department of the Interior.


          Repeating the separation of powers in other U.S. territories and state governments, executive power is exercised by the Governor of the Northern Mariana Islands. Legislative power is vested in the bicameral Northern Mariana Islands Commonwealth Legislature. Senate President Joseph Mendiola is a founding member of the Outlying Areas Senate Presidents Caucus. The judiciary is independent of the executive and the legislative branches.


          However, politics in the Northern Mariana Islands is often "more a function of family relationships and personal loyalties" where the size of one's extended family is more important than a candidate's personal qualifications. Some critics, including the author of Saipan Sucks, charge that this is nepotism carried out within the trappings of democracy. Archive copy at the Internet Archive


          The Northern Mariana Islands have also come into the news recently due to their connection to the scandals involving Jack Abramoff and allegedly former House Majority Leader Tom DeLay . As a direct result of lobbying by Abramoff and associates, the Northern Mariana Islands received special federal subsidies. As well, Congressman Bob Ney allegedly received free trips to the Northern Mariana Islands from Abramoff, in violation of federal law.


          The Northern Marianas Islands are also the site of another controversy, one involving Rep. John Doolittle (R-CA), Jack Abramoff, and Rep. Richard Pombo (R-CA) and the alleged links to the Saipan Garment Manufacturers Association and the Northern Mariana Islands role in stopping legislation aimed at cracking down on sweatshops and sex shops on the islands in 2001.


          The Northern Marianas Islands allegedly have the most abusive labor practices of anywhere in the United States. According to the progressive think tank American Progress Action Fund, "Human 'brokers' bring thousands there to work as sex slaves and in cramped sweatshop garment factories where clothes (complete with 'Made in U.S.A.' tag) have been produced for all the major brands."


          


          Political status


          In 1947, the Northern Mariana Islands became part of the post-World War II United Nations Trust Territory of the Pacific Islands (TTPI). The United States became the TTPI's administering authority under the terms of a trusteeship agreement. In 1976, Congress approved the mutually negotiated Covenant to Establish a Commonwealth of the Northern Mariana Islands (CNMI) in Political Union with the United States. The CNMI Government adopted its own constitution in 1977, and the constitutional government took office in January 1978. The Covenant was fully implemented November 3, 1986, pursuant to Presidential Proclamation no. 5564, which conferred United States citizenship on legally qualified CNMI residents.


          On December 22, 1990, the Security Council of the United Nations terminated the TTPI as it applied to the CNMI and five other of the TTPI's original seven districts (the Marshall Islands and the Federated States of Micronesia (Chuuk, Kosrae, Pohnpei and Yap)).


          Under the Covenant, in general, federal law applies to CNMI. However, the CNMI is outside the customs territory of the United States and, although the internal revenue code does apply in the form of a local income tax, the income tax system is largely locally determined. According to the Covenant, the federal minimum wage and federal immigration laws "will not apply to the Northern Mariana Islands except in the manner and to the extent made applicable to them by the Congress by law after termination of the Trusteeship Agreement"


          The CNMI has a United States district court which exercises jurisdiction over the District of the Northern Mariana Islands (DNMI), which is coterminous with the CNMI. The United States District Court for the Northern Mariana Islands was established by act of Congress in 1977 and began operations in January 1978. The court sits on the island of Saipan, but may sit other places within the Commonwealth. The district court has the same jurisdiction as all other United States district courts, including diversity jurisdiction and bankruptcy jurisdiction. Appeals are taken to the Ninth Circuit. The district court's local rules specifically require lawyers to wear shoes to court.


          Since the founding of the CNMI in January 1978 and its qualified residents becoming U.S. citizens in November 1986, the CNMI has been "represented" in the United States (and especially Washington, D.C.) by a Resident Representative, who was elected at-large by CNMI voters and whose office was paid for by the CNMI government. In 2008, Congress enacted Pub.L. 110-229, title VII of which established a CNMI delegate's seat. The first CNMI delegate will be elected in November 2008 and will take office in the 111th Congress.


          


          Economy
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          The Commonwealth of the Northern Mariana Islands benefits from substantial subsidies and development assistance from the federal government of the United States. The economy also relies heavily on tourism, especially from Japan, and the rapidly dwindling garment manufacturing sector. The tourism industry has also been dwindling since late 2005. Since late 2006, tourist arrivals fell 15.23 percent (73,000 potential visitors) from the eleven months prior.


          The Northern Mariana Islands has successfully used its position as a free trade area with the U.S., while at the same time not being subject to the same labor laws. For example, the $3.05 per hour minimum wage in the Commonwealth, which lasted from 1997 to 2007, was lower than in the U.S. and some other worker protections are weaker, leading to lower production costs. That allows garments to be labeled "Made in USA" without having to comply with all U.S. labor laws. However, the U.S. minimum wage law signed by President Bush on May 25, 2007, will result in stepped increases in the Northern Marianas' minimum wage to reach U.S. level by 2015. The first step (to $3.55) became effective July 25, 2007, and a yearly increase of $0.50 will take effect every May thereafter until the CNMI minimum wage equals the nationwide minimum wage.


          In the extreme, the island's exemption from U.S. labor laws has led to many alleged exploitations including recent claims of sweatshops, child labor, child prostitution and even forced abortions.


          A separate immigration system outside of federal U.S. control has resulted in a large number of Chinese migrant workers (about 15,000 during the peak years) employed in the Islands' garment trade. However, the lifting of World Trade Organization restrictions on Chinese imports to the US has put the Commonwealth-based trade under severe pressure, leading to a number of recent factory closures. Adding to the U.S.-imposed scheduled wage increases, the garment industry is expected to become extinct by 2009.


          Agricultural production, primarily of tapioca, cattle, coconuts, breadfruit, tomatoes, and melons exists, but is relatively unimportant in the economy.


          


          Exemptions from some federal regulations


          Although the CNMI is part of the United States, several Republican Party members of Congress have fought hard to keep labor regulation out of the CNMI. However, the lack of labor regulation is not without controversy.


          Some extreme labor practices, not common elsewhere in the United States, have occurred. Some of these labor practices include forcing workers to have abortions, as exposed in the March 18, 1998, episode of ABC News' 20/20, and enslaving women and forcing them into prostitution, as in the U.S. Department of Justice conviction of several CNMI traffickers in 1999 attests. In 2005 and 2006, the issue of these regulatory exemptions in the CNMI was brought up during the American political scandals of Congressman Tom DeLay and lobbyist Jack Abramoff.


          


          Transportation


          The islands have over 220 miles (350 km) of highways, three airports with paved runways (one about 9800 feet [3000 m] long; two around 6600 feet (2000 m), three airports with unpaved runways, and one heliport.


          


          


          Education


          Commonwealth of the Northern Mariana Islands Public School System operates public schools in the commonwealth.


          


          Islands, island groups and municipalities


          The islands total 463.63 square kilometers. The table gives an overview, with the individual islands from north to south:


          
            
              	No.

              	Island

              	Area

              (km2)

              	Population

              (2000

              census)

              	Height

              ( m)

              	Highest peak

              	Location
            


            
              	Northern Islands (Northern Islands Municipality)
            


            
              	1

              	Farallon de Pajaros (Uracas)

              	2.55

              	-

              	319

              	

              	
            


            
              	2

              	Maug Islands

              	2.13

              	1)

              	227

              	(North Island)

              	
            


            
              	3

              	Asuncion

              	7.31

              	-

              	891

              	

              	
            


            
              	4

              	Agrihan (Agrigan)

              	43.51

              	9 2)

              	965

              	Mount Agrihan

              	
            


            
              	5

              	Pagan

              	47.23

              	3)

              	579

              	Mount Pagan

              	
            


            
              	6

              	Alamagan

              	11.12

              	6

              	744

              	Alamagan

              	
            


            
              	7

              	Guguan

              	3.87

              	-

              	301

              	

              	
            


            
              	8

              	Zealandia Bank

              	>0.0

              	-

              	>0

              	

              	
            


            
              	9

              	Sarigan

              	4.97

              	4)

              	549

              	

              	
            


            
              	10

              	Anatahan

              	31.21

              	2)

              	787

              	

              	
            


            
              	11

              	Farallon de Medinilla

              	0.85

              	-

              	81

              	

              	
            


            
              	Southern Islands (3 municipalities)
            


            
              	12

              	Saipan

              	115.39

              	62 392

              	474

              	Mount Tagpochau

              	
            


            
              	13

              	Tinian

              	101.01

              	3 540

              	170

              	Kastiyu (Lasso Hill)

              	
            


            
              	14

              	Aguijan (Agiguan) 5)

              	7.09

              	-

              	157

              	

              	
            


            
              	15

              	Rota

              	85.38

              	3 283

              	491

              	Mt. Manira

              	
            


            
              	

              	Northern Mariana Islands

              	463.63

              	69 221

              	965

              	Mount Agrihan

              	1408' to 2033'N,

              14454 to 14604'E
            


            
              	1) Japanese military occupation 1939 to 1944
            


            
              	2) evacuated 1990 due to volcanic eruptions
            


            
              	3) evacuated 1981 due to volcanic eruptions
            


            
              	4) formerly inhabited (population of 21 in 1935, but only 2 in 1968)
            


            
              	5) part of Tinian Municipality
            

          


          Administratively, the CNMI is divided into four municipalities:


          The Northern Islands (north of Saipan) form the Northern Islands Municipality. The three main islands of the Southern Islands form the municipalities of Saipan, Tinian, and Rota, with uninhabited Aguijan forming part of Tinian municipality.


          Because of volcanic threat, the northern islands have been largely evacuated. Human habitation is limited to Agrihan, Pagan, and Alamagan, but population varies due to various economic factors, including children's education. The Census of April 2000 registered just six people in all of the Northern Islands municipality (then residing on Alamagan), and the Northern Islands' mayor office is located in "exile" on Saipan.


          Saipan, Tinian, and Rota have the only ports and harbors, and are the only permanently populated islands.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Northern_Mariana_Islands"
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        Northern Pacific Railway


        
          

          
            
              	Northern Pacific Railway
            


            
              	Reporting marks

              	NP
            


            
              	Locale

              	Ashland, Wisconsin and St. Paul, Minnesota to Seattle, Washington, Tacoma, Washington and Portland, Oregon
            


            
              	Dates of operation

              	18641970
            


            
              	Successor line

              	Burlington Northern
            


            
              	Track gauge

              	4 ft 8 in (1,435 mm) ( standard gauge)
            


            
              	Headquarters

              	Saint Paul, Minnesota
            

          


          The Northern Pacific Railway ( AAR reporting marks NP) was a railway that operated in the north-central region of the United States. The railroad served a large area, including extensive trackage in the states of Idaho, Minnesota, Montana, North Dakota, Oregon, Washington and Wisconsin. The company was headquartered first in Brainerd, Minnesota, then in St. Paul, Minnesota.


          


          History


          


          Organization and first rail


          The Northern Pacific was chartered on July 2, 1864 as the first northern transcontinental railroad in the United States. It was granted some 47,000,000acres (190,000km) of land in exchange for building rail transportation to an undeveloped territory. Josiah Perham (for whom Perham, Minnesota, is named) was elected its first president on December 7, 1864.


          


          Jay Cooke appears


          For the next six years, backers of the road struggled to find financing. Though John Gregory Smith succeeded Perham as president on January 5, 1866, groundbreaking did not take place until February 15, 1870, at Thompson Junction, Minnesota, 25miles (40km) west of Duluth, Minnesota. The backing and promotions of famed Civil War financier Jay Cooke in the summer of 1870 brought the first real momentum to the company.


          Over the course of 1870, the Northern Pacific pushed westward from Minnesota into present-day North Dakota. It also began reaching from Kalama, Washington Territory, on the Columbia River outside of Portland, Oregon, towards Puget Sound. Four small construction engines were purchased, the Minnetonka, Itaska, Ottertail and St. Cloud, the first of which was shipped to Kalama by ship around Cape Horn. In Minnesota, the Lake Superior and Mississippi Railroad completed construction of its 155mile (250km) line stretching from St. Paul, Minnesota, to Lake Superior at Duluth in 1870. It was leased to the Northern Pacific the following year, and was eventually absorbed by the Northern Pacific.


          In 1871, Northern Pacific completed some 230miles (370km) of railroad on the east end of its system, reaching out to Moorhead, Minnesota, on the North Dakota border. In the west, the track extended 25miles north from Kalama. Surveys were carried out in North Dakota protected by 600 troops from General Winfield Scott Hancock. Headquarters and shops were established in Brainerd, Minnesota, a town named for the President John Gregory Smith's wife Anna Elizabeth Brainerd.


          In 1872, the company put down 164miles (264km) of main line across North Dakota, with an additional 45miles (72km) in Washington. On November 1, General George Washington Cass became the third president of the company. Cass had been a vice-president and director of the Pennsylvania Railroad, and would lead the Northern Pacific through some of its most difficult times.


          Attacks on survey parties and construction crews building into Native American homelands in North Dakota became so prevalent the company appealed for Army protection from President Ulysses S. Grant.


          In 1872 the Northern Pacific also opened colonization offices in Europe, seeking to attract settlers to the sparsely populated and undeveloped region it served. Survey parties accompanied by Federal troops, railroad construction, permanent settlement and development, along with the discovery of gold in nearby South Dakota, all served as a backdrop leading up to the Battle of the Little Bighorn and the defeat of General George Armstrong Custer in 1876.


          


          Panic of 1873 and first bankruptcy


          In 1873, Northern Pacific made impressive strides before a terrible stumble. Rails from the east reached the Missouri River on June 4. After several years of study, Tacoma, Washington, was selected as the road's western terminus on July 14. However, for the past three years the financial house of Jay Cooke and Company had been throwing money into the construction of the Northern Pacific. Like many western transcontinentals, the staggering costs of building a railroad into a vast wilderness were drastically underestimated.


          For a variety of reasons, led by the costs of constructing the railroad itself, Cooke and Company closed its doors on September 18. Soon, the Panic of 1873 engulfed the United States, ushering in a severe recession which would drag on for several years.


          The Northern Pacific, however, survived bankruptcy that year, due to austerity measures put in place by President Cass. In fact, working with last-minute loans from Director John C. Ainsworth of Portland, the Northern Pacific completed the line from Kalama to Tacoma, 110miles (177km), before the end of the year. On December 16, the first steam train arrived in Tacoma. The year of 1874, however, found the company moribund.


          Northern Pacific slipped into its first bankruptcy on June 30, 1875. Cass resigned to become receiver of the company, and Charles Barstow Wright became fourth president of the company. Frederick Billings, namesake of Billings, Montana, formulated a reorganization plan which was put into effect. This same year George Custer was assigned to Fort Rice, Dakota Territory, and charged with protecting the railroad survey and construction crews.


          


          Frederick Billings and first reorganization


          In 1877, construction resumed in a small way. Northern Pacific pushed a branch line southeast from Tacoma to Puyallup, Washington and on to the coal fields around Wilkeson, Washington. Much of the coal was destined for export through Tacoma to San Francisco, California, where it would be thrown into the fireboxes of Central Pacific Railroad steam engines.


          This small amount of construction was one of the largest projects the company would undertake in the years between 1874 and 1880. That same year the company built a large shop complex at South Tacoma, Washington. For many years the shops at Brainerd and South Tacoma would carry out heavy repairs and build equipment for the railroad.


          On May 24, 1879, Vermont lawyer Frederick Billings became the president of the company. Billings' tenure would be short but ferocious. Reorganization, bond sales, and improvement in the U.S. economy allowed Northern Pacific to strike out across the Missouri River by letting a contract to build 100miles (160km) of railroad west of the river. The railroad's new-found strength, however, would be seen as a threat in certain quarters.


          


          Henry Villard, Gold Creek, Gold Spike
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            [image: Oregon and Transcontinental stock owned by Henry Villard.]

            
              Oregon and Transcontinental stock owned by Henry Villard.
            

          


          Ferdinand Heinrich Gustav Hilgard had been born in Bavaria in 1835, emigrating to America in 1853, at the age of 18. Settling in Illinois, the well-educated Hilgard became a journalist and editor, covering the Lincoln-Douglas debates, then the American Civil War for the larger New York papers, changing his name to Henry Villard along the way. He went back to his native Germany in 1871, where he came in contact with European financial interests speculating in American railroads.


          When he returned to the United States after the Panic of 1873, he was the representative of these concerns. In the few short years prior to 1880, Villard intervened on the behalf of these interests in several transportation systems in Oregon. Through Villard's work, most of these lines wound up in the hands of the European creditors' holding company, the Oregon and Transcontinental Company.


          Of the lines held by the Oregon and Transcontinental, the most important was the Oregon Railway and Navigation Company, a line running east from Portland along the south bank of the Columbia River to a connection with the Union Pacific Railroad's Oregon Short Line at the confluence of the Columbia River and the Snake River near Wallula, Washington.


          Within a decade of his return, Henry Villard became the head of a transportation empire in the Pacific Northwest that had but one real competitor, the ever-expanding Northern Pacific. Northern Pacific's completion threatened the holdings of Villard in the Northwest, and especially in Portland. Portland would become a second-class city if the Puget Sound ports at Tacoma and Seattle, Washington, were connected to the East by rail.


          Villard, who had been building a monopoly of river and rail transportation in Oregon for several years, now launched a daring raid. Using his European connections and a reputation for having "bested" Jay Gould in a battle for control of the Kansas Pacific years before, Villard solicited  and raised  $8million from his associates. This was his famous "Blind Pool," Villard's associates were not told what the money would be used for. In this case, the funds were used to purchase control of the Northern Pacific.


          Despite a tough fight, Billings and his backers were forced to capitulate; he resigned the presidency June 9. Ashabel H. Barney was brought in as an interim caretaker of the railroad from June 19 to September 15, when Villard was finally elected president by the stockholders. For the next two years, Villard and the Northern Pacific rode the whirlwind.


          In 1882, 360miles (580km) of main line and 368miles (592km) of branch line were completed, bringing totals to 1,347miles (2,168km) and 731miles (1,176km), respectively. On October 10, 1882, the line from Wadena, Minnesota, to Fergus Falls, Minnesota, opened for service. The Missouri River was bridged with a million-dollar span on October 21, 1882. The Missouri had been handled by a ferry service most of the year. During winters, when ice was thick enough, the rails were laid across the river itself.


          General Herman Haupt another veteran of the Civil War and the Pennsylvania Railroad, set up the Northern Pacific Beneficial Association in 1881. A forerunner of the modern health maintenance organization, the NPBA ultimately established a series of four hospitals across the system in St. Paul, Minnesota, Glendive, Montana, Missoula, Montana, and Tacoma, Washington, to care for employees, retirees, and their families.


          Events reached their climax in 1883. On January 15 the first train reached Livingston, Montana, at the eastern foot of Bozeman Pass. Livingston, like Brainerd and South Tacoma before it, would grow to encompass a large backshop handling heavy repairs for the railroad. It would also mark the east-west dividing line on the Northern Pacific system.


          Villard pushed hard for the completion of the Northern Pacific in 1883. During Villard's presidency, crews were averaging a mile and half (2.4km) of track laying each day. Finally, in September, the line neared completion. To celebrate, Villard chartered four trains to carry visitors from the East to Gold Creek in central Montana. No expense was spared and the list of dignitaries included Frederick Billings, Ulysses S. Grant, and Villard's in-laws, the family of abolitionist William Lloyd Garrison. On September 8, the Gold Spike was driven at Gold Creek.


          


          Direct to Puget Sound


          However, Villard's fall turned out to be even swifter than his ascendancy. Like Jay Cooke, the enormous costs of constructing the railroad now consumed him. Wall Street bears attacked the stock shortly after the Gold Spike, after the realization that the Northern Pacific was a very long road with very little business. Villard himself is said to have suffered a nervous breakdown in the days following the Gold Spike, and he left the presidency of the Northern Pacific and the United States to convalesce in Germany in January, 1884.


          Again, the presidency of the Northern Pacific was handed to a professional railroader, Robert Harris, former head of the Chicago, Burlington and Quincy Railroad. For the next four years, until the return of the Villard clique, Harris worked at improving the property and breaking away from its tangled relationship with the Oregon Railway and Navigation Company.
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          Throughout the middle 1880s, the Northern Pacific pushed to reach Puget Sound directly, rather than a roundabout route following the Columbia River. Surveys of the Cascade Mountains, carried out intermittently since the 1870s, now began anew. Virgil Bogue, a veteran civil engineer, was sent to explore the Cascades again. On March 19, 1881, he discovered Stampede Pass.


          In 1884, after the departure of Villard, the Northern Pacific began building toward Stampede Pass from Wallula in the east and the area of Wilkeson in the west. By the end of the year, rails had reached Yakima, Washington in the east. A 77mile (124km) gap remained in 1886.


          In January of that year, Nelson Bennett was given a contract to construct a 9,850foot (3,002metre) tunnel under Stampede Pass. The contract specified a short amount of time for completion, and a large penalty if the deadline were missed. While crews worked on the tunnel, the railroad built a temporary switchback route across the pass. With numerous timber trestles and grades which approached sixpercent, the temporary line required the two largest locomotives in the world (at that time) to handle a tiny five-car train. On May 3, 1888 crews holed through the tunnel, and on May 27 the first train direct to Puget Sound passed through.


          


          Villard and the Panic of 1893


          Despite this success, the Northern Pacific, like many U.S. roads, was living on borrowed time. From 1887 until 1893 Henry Villard returned to the board of directors. Though offered the presidency, he refused. However, an associate of Villard dating back to his time on the Kansas Pacific, Thomas Fletcher Oakes, assumed the presidency on September 20, 1888.


          In an effort to garner business, the Villard regime pursued an aggressive policy of branch line expansion. In addition, the Northern Pacific experienced the first competition in the form of James Jerome Hill and his Great Northern Railway. The Great Northern, like the Northern Pacific before it, was pushing west from the Twin Cities towards Puget Sound, and would be completed in 1893.


          To combat the Great Northern, in a few instances Villard built branch line mileage simply to occupy a territory, regardless of whether the territory offered the railroad any business. Mismanagement, sparse traffic, and the Panic of 1893 sounded the death knell for the Northern Pacific and Villard's interest in railroading. The company slipped into its second bankruptcy on October 20, 1893. Oakes was named receiver and Brayton C. Ives, a former chairman of the New York Stock Exchange became president.


          


          From Villard to Morganization


          For the next three years, the Villard-Oakes interests and the Ives interest feuded for control of the Northern Pacific. Oakes was eventually forced out as receiver, but not before three separate courts were claiming jurisdiction over the Northern Pacific's bankruptcy. Things came to a head in 1896, when first Edward D. Adams was appointed president, then less than two months later, Edwin Winter.


          Ultimately, the task of straightening out the muddle of the Northern Pacific was turned over to John Pierpont Morgan. Morganization of the Northern Pacific, a process which befell many U.S. roads in the wake of the Panic of 1893, was handed to Morgan lieutenant Charles Henry Coster. The new president, beginning September 1, 1897, was Charles Sanger Mellen.


          Though James J. Hill had purchased an interest in the Northern Pacific during the troubled days of 1896, Coster and Mellen would advocate, and follow, a staunchly independent line for the Northern Pacific for the next four years. Only the early death of Coster from overwork, and the promotion of Mellen to head the Morgan-controlled New York, New Haven and Hartford Railroad in 1903, would bring the Northern Pacific closer to the orbit of James J. Hill.


          


          


          Hill, Harriman and the Northern Pacific Corner


          In the late 1880s, the Villard regime, in another one of its costly missteps, attempted to stretch the Northern Pacific from the Twin Cities to the all-important rail hub of Chicago, Illinois. A costly project was begun in creating a union station and terminal facilities for a Northern Pacific which had yet to arrive.


          Rather than build directly down to Chicago, perhaps following the Mississippi River as the Chicago, Burlington and Quincy had done, Villard chose to lease the Wisconsin Central. Some backers of the Wisconsin Central had long associations with Villard, and an expensive lease was worked out between the two companies which was only undone by the Northern Pacific's second bankruptcy.


          The ultimate result was that the Northern Pacific was left without a direct connection to Chicago, the primary interchange point for most of the large U.S. railroads. Fortunately, the Northern Pacific was not alone. James J. Hill, controller of the Great Northern, which was completed between the Twin Cities and Puget Sound in 1893, also lacked a direct connection to Chicago. Hill went looking for a road with an existing route between the Twin Cities and Chicago which could be rolled into his holdings and give him a stable path to that important interchange. At the same time, Edward Henry Harriman, head of the Union Pacific Railroad, was also looking for a road which could connect his company to Chicago.


          The road both Harriman and Hill looked at was the Chicago, Burlington and Quincy. To Harriman, the Burlington was a road which paralleled much of his own, and offered tantalizing direct access to Chicago. For Hill as well there was the possibility of a high-speed link directly with Chicago. Though the Burlington did not parallel the Great Northern or the Northern Pacific, it would give them a powerful railroad in the central West. Harriman was the first to approach the Burlington's aging chieftain, the irascible Charles Elliott Perkins. The price for control of the Burlington, as set by Perkins, was $200 a share, more than Harriman was willing to pay. Hill, however, met the price, and control of the Burlington was divided equally at about 48.5percent each between the Great Northern and the Northern Pacific.


          Not to be outdone, Harriman now came up with a crafty plan: Buy a controlling interest in the Northern Pacific and use its power on the Burlington to place friendly directors upon its board. On May 3, 1901, Harriman began his stock raid which would become known as the Northern Pacific Corner. By the end of the day he was short just 40,000shares of common stock. Harriman placed an order to cover this, but was overridden by his broker, Jacob Schiff, of Kuhn, Loeb & Co. Hill, on the other hand, reached the vacationing Morgan in Italy and managed to place an order for 150,000shares of common stock. Though Harriman might be able to control the preferred stock, Hill knew the company bylaws allowed for the holders of the common stock to vote to retire the preferred.


          In three days, however, the Harriman-Hill imbroglio managed to wreak havoc on the stock market. Northern Pacific stock was quoted at $150 a share on May 6, and is reported to have traded as much as $1,000 a share behind the scenes. Harriman and Hill now worked to settle the issue for brokers to avoid panic. Hill, for his part, attempted to avoid future stock raids by placing his holdings in the Northern Securities Company, a move which would be undone by the Supreme Court in 1904 under the auspices of the Sherman Anti-Trust Act. Harriman was not immune either; he was forced to break up his holdings in the Union Pacific and the Southern Pacific Railroad a few years later.


          


          From Hill to Howard Elliott


          In 1903, Hill finally got his way with the House of Morgan. Howard Elliott, another veteran of the Chicago, Burlington and Quincy, became president of the Northern Pacific on October 23. Elliott was a relative of the Burlington's crusty chieftain Charles Elliott Perkins, and more distantly the Burlington's great backer, John Murray Forbes. He had spent twenty years in the trenches of Midwest railroading, where rebates, pooling, expansion and rate wars had brought ruinous competition. Having seen the effects of having multiple railroads attempt to serve the same destination, he was very much in tune with James J. Hill's philosophy of "community of interest," a loose affiliation or collusion among roads in an attempt to avoid duplicating routes, rate wars, weak finances and ultimately bankruptcies and reorganizations. Elliott would be left to make peace with the Hill-controlled Great Northern; the Harriman-controlled Union Pacific; and, between 1907 and 1909, the last of the northern transcontinentals, the Chicago, Milwaukee, St. Paul and Pacific Railroad, more commonly known as the Milwaukee Road.
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          Into the Twentieth Century


          After the turn of the century the Northern Pacific had a record of steady improvement. Together with the Great Northern, the Northern Pacific also gained control of the Chicago, Burlington and Quincy Railroad, gaining important access to Chicago, the central Middle West and Texas, as well as the Spokane, Portland and Seattle Railway, an important route through eastern and southern Washington. Its physical plant was upgraded continuously, with double tracking in key areas, and automatic block signaling along its entire main line. This in turn gave way to centralized traffic control, microwave and radio communications as time progressed.


          The Northern Pacific maintained and continuously upgraded its equipment and service. The road helped pioneer the 4-8-4 Northern type steam engine, the 2-8-8-4 Yellowstone, and was among the first railroads in the country to adopt the widespread use of diesel power beginning with General Motors' FTs in 1944.


          The Northern Pacific's premier passenger train, the North Coast Limited was among the safest and finest in the nation, suffering only one passenger fatality in nearly seventy years of operation.


          


          Unification of the Hill Lines


          In later years, consolidation in American railroading brought the Northern Pacific together with the Burlington, the Great Northern, and the Spokane, Portland and Seattle Railway on March 2, 1970 to form the Burlington Northern Railroad. Ironically, the merger was allowed despite a challenge in the Supreme Court, essentially reversing the outcome of the 1904 Northern Securities ruling.


          


          Divisions


          In 1949, the Northern Pacific's headquarters in St. Paul presided over a system of 6,889 miles, which 2,831 miles of main line, 4,057 miles of branch line under seven operating divisions.


          


          Lake Superior


          Headquartered in Duluth, Minnesota, the Lake Superior Division's main routes were from Duluth to Ashland, Wisconsin, Duluth to Staples, Minnesota, and Duluth to White Bear Lake, Minnesota. The division encompassed 631 route miles; 356 in main line and 274 in branches.


          


          St. Paul


          Headquartered in Minneapolis, Minnesota, the St. Paul Division's main routes were from St. Paul to Staples, St. Paul to White Bear Lake, and Staples to Dilworth, Minnesota. The division encompassed 909 route miles; 310 in main line and 599 in branches.


          


          Fargo


          Headquartered in Fargo, North Dakota, the Fargo Division's main routes were from Dilworth to Mandan, North Dakota. The division encompassed 1,167 route miles; 216 in main line and 951 in branches.


          


          Yellowstone


          Headquartered in Glendive, Montana, the Yellowstone Division's main routes were from Mandan, North Dakota, to Billings, Montana, and from Billings to Livingston, Montana. The division encompassed 875 route miles; 546 in main line and 328 in branches.


          


          Rocky Mountain


          Headquartered in Missoula, Montana, the Rocky Mountain Division's main routes were from Livingston to Helena, Montana, Helena to Paradise, Montana, and from Logan, Montana, to Garrison, Montana, via Butte, Montana, and Homestake Pass. The division encompassed 892 route miles; 563 in main line and 330 in branches. It was home to the principal central district repair facility at Livingston, Montana.


          


          Idaho


          Headquartered in Spokane, Washington, the Idaho Division's main routes were from Paradise, Mont., to Yakima, Washington, via Pasco, Washington. The division encompassed 1,123 route miles; 466 in main line and 657 in branches.


          


          Tacoma


          Headquartered in Tacoma, Washington, the Tacoma Division's main routes were from Yakima to Auburn, Washington, Seattle, Washington to Sumas, Washington, on the border with British Columbia, Canada, and from Seattle to Portland, Oregon. The division encompassed 1,034 route miles; 373 in main line and 661 in branches. It was home to the principal west end repair facility at South Tacoma, Washington.


          


          Passenger service


          The North Coast Limited was a famous passenger train operated by the Northern Pacific Railway between Chicago and Seattle via Bismarck, North Dakota. It commenced service on April 29, 1900, served briefly as a Burlington Northern train after the merger on March 2, 1970 and ceased operation the day before Amtrak began service ( April 30, 1971). The Chicago Union Station to St. Paul leg of the train's route was operated by the Chicago, Burlington and Quincy Railroad along its Mississippi River mainline through Wisconsin.


          In June of 1971, the North Coast Limited service was restarted by Amtrak as the North Coast Hiawatha operating via the Milwaukee Road mainline between Chicago and Minneapolis. The train continued running on a 3 day a week schedule (with some periods of daily operation during holidays and summer) until it was again discontinued in 1979.


          The North Coast Limited was the Northern Pacific's flagship train and the Northern Pacific itself was built along the trail first blazed by Lewis and Clark.


          


          Presidents


          Presidents of Northern Pacific Railway were:
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            	Josiah Perham, 1864-1866.


            	John Gregory Smith, 1866-1872.


            	George Washington Cass, 1872-1875.


            	Charles Barstow Wright, 1875-1879.


            	Frederick Billings, 1879-1881.


            	Henry Villard, 1881-1884.


            	Robert Harris, 1884-1888.


            	Thomas Fletcher Oakes, 1888-1893.


            	Brayton C. Ives, 1893-1896.


            	Edward Dean Adams, 1896.


            	Edwin Winter, 1896.


            	Charles Sanger Mellen, 1897-1903.


            	Howard Elliott, 1903-1913.


            	Jule Murat Hannaford, 1913-1920.


            	Charles Donnelly, 1920-1939.


            	Charles Eugene Denney, 1939-1950.


            	Robert Stetson Macfarlane, 1951-1966.


            	Louis W. Menk, 1966-1970.

          


          


          Chief engineers


          
            	Edwin Ferry Johnson (1803-1872), Engineer-in-Chief, 1867. Wrote The Railroad To the Pacific, Northern Route, Its General Characteristics, Relative Merits, Etc. in 1854.

          


          
            	William Milnor Roberts (1810-1881), Engineer-in-Chief, 1869 to 1879. Proposed the general route of the Northern Pacific from Bismarck to Portland. Also, Vice President, American Society of Civil Engineers, 1873 to 1878, and then President, 1878.

          


          
            	General Adna Anderson (1827-1889), Engineer-in-Chief, February 18, 1880, to January, 1888. In October, 1886, he was also named second vice-president of the Northern Pacific. He completed the line between St. Paul, Minnesota, and Wallula (where it connected with the Oregon Railway and Navigation Companys line to Portland), witnessing the driving of the last spike on September 8, 1883. Thereafter, he evaluated possible routes for the Cascade Division, intended to connect the NP at some point near the mouth of the Snake River with Tacoma, Washington on Puget Sound. Preliminary reconnaissance and surveys began in March, 1880, and in autumn, 1883, Anderson concluded that the line should be built through Stampede Pass.

          


          
            	John William Kendrick (1853-1924), Chief Engineer, January, 1888, to July, 1893. From July, 1893, to February 1, 1899, he was general manager of the reorganized Northern Pacific Railway.

          


          
            	Edwin Harrison McHenry (1859- August 21, 1931), Chief Engineer, July, 1893, to September 1, 1901. Subsequently he was chief engineer for the Canadian Pacific Railway and then fourth vice-president of the New York, New Haven and Hartford Railroad.

          


          
            	William Lafayette Darling (1856-1938), Chief Engineer, September 1, 1901, to September, 1903, and January, 1906, to 1916. Between 19051906, he was chief engineer for the Chicago, Milwaukee, St. Paul and Pacific Railroad, returning to the NP in 1906 as chief engineer and also vice-president and engineer in charge of construction of the Spokane, Portland and Seattle Railway.

          


          
            	Edward J. Pearson (1863-1928), Chief Engineer, September, 1903, to December, 1905.

          


          
            	Howard Eveleth Stevens, Chief Engineer, 1916 to 1928.

          


          
            	Bernard Blum, Chief Engineer, 1928 to March, 1953.

          


          
            	Harold Robert Peterson (1896-1963), Chief Engineer, March, 1953, to May, 1962.

          


          
            	Douglas Harlow Shoemaker, Chief Engineer, May, 1962, to March 2, 1970.

          


          


          Notable and preserved equipment


          The Northern Pacific was known for many firsts in locomotive history and was a leader in the development of modern steam locomotives. The NP was one of the first railroads to use Mikado 2-8-2 locomotives in the United States.


          The NP's desire to burn low grade semi-bituminous coal from company-owned mines at Rosebud, Montana, played a part in the development of the 4-8-4 wheel arrangement for steam locomotives. With a BTU fifty percent lower than anthracite coal, the NP's locomotive design called for a much larger firebox, and thus an additional axle on the trailing truck. This led locomotive designers from the 4-8-2 Mountain to the 4-8-4 Northern, first produced by Alco for the NP in 1926 and designated the Class A by the railway.


          The 2-8-8-4, called the Yellowstone, was first built for the NP by Alco in 1928 and numbered 5000, Class Z-5, with more built by Baldwin Locomotive Works in 1930. The large locomotives were designed to handle higher tonnage on freight trains while simultaneously eliminating the need to use more 2-8-2 Mikados and crews. They originally served in the western North Dakota/eastern Montana territory.


          The Northern Pacific purchased Timken 1111 called the "Four Aces," the first locomotive built with roller bearings, in 1933. The Northern Pacific renumbered it 2626 and classified it as the sole member of locomotive Class A-1. It was used in passenger service in Washington, Oregon, Idaho and Montana until 1957 when it was retired from active service and scrapped at South Tacoma, despite attempts to preserve the locomotive. After Timken 1111, the NP bought only roller bearing equipped steam locomotives, with the exception of four 4-6-6-4 Class Z-6 locomotives that were later changed to roller bearings.


          Twenty-one Northern Pacific steam locomotives have been preserved:


          
            	Two 0-4-0 engines (the "Minnetonka" and 8).


            	Five 0-6-0 engines, representing classes L-4 (927), L-5 (924), L-7 (1031) and L-9 (1068 and 1070).


            	One 2-6-2 engine, class T (2435).


            	One 2-8-0 engine, class Y-1 (25).


            	One 2-8-2 engine, class W-3 (1762).


            	Two 4-4-0 engines, classes C-1 (684), and 25 1/2-C (21), the latter was eventually sold to the Canadian Pacific Railway and became the CPR's no. 1, "The Countess of Dufferin."


            	Five 4-6-0 engines, representing classes S-4 (1354, 1356, 1364 & 1382) and S-10 (328).


            	Four 4-6-2 engines, representing class Q-3 (2152, 2153, 2156 & 2164).

          


          
            [image: SP&S #700 under steam at Portland Station in 1991.]

            
              SP&S #700 under steam at Portland Station in 1991.
            

          


          In addition, preserved SP&S 700, a 4-8-4, was derived from Northern Pacific designs.


          The Northern Pacific Rotary 10 steam snowplow, built in November 1907, is currently owned by the Northwest Railway Museum and is on display in Snoqualmie, Washington.


          Eight cars originally built for Northern Pacific by the Pullman Company in the early 1900s are now used in daily service on the Napa Valley Wine Train (NVRR). These cars were sold by NP to Denver and Rio Grande Western Railroad in 1960 and were used for the Ski Train between Denver and Winter Park, Colorado, before the NVRR purchased them in 1987.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Northern_Pacific_Railway"
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              (Powerful and prosperous nation)
            


            
              	Anthem: Aegukka
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              	Capital

              (and largest city)

              	Pyongyang

            


            
              	Official languages

              	Korean
            


            
              	Demonym

              	North Korean, Korean
            


            
              	Government

              	Juche Socialist Republic
            


            
              	-

              	Eternal President of the Republic

              	Kim il-sung

              (deceased) a
            


            
              	-

              	Chairman of the National Defence Commission

              	Kim Jong-ilb
            


            
              	-

              	President of the Supreme People's Assembly

              	Kim Yong-namc
            


            
              	-

              	Premier

              	Kim Yong-il
            


            
              	Establishment
            


            
              	-

              	Independencedeclared

              	March 1, 1919
            


            
              	-

              	Liberation

              	August 15, 1945
            


            
              	-

              	Formal declaration

              	September 9, 1948
            


            
              	Area
            


            
              	-

              	Total

              	120,540km( 98th)

              46,528 sqmi
            


            
              	-

              	Water(%)

              	4.87
            


            
              	Population
            


            
              	-

              	2007estimate

              	23,301,725( 48th)
            


            
              	-

              	Density

              	190/km( 55th)

              492/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$22.85 billion( 85th)
            


            
              	-

              	Per capita

              	$1,007( 149th)
            


            
              	Currency

              	North Korean won (₩) ( KPW)
            


            
              	Time zone

              	Korea Standard Time ( UTC+9)
            


            
              	Internet TLD

              	.kp
            


            
              	Calling code

              	+850
            


            
              	a Died 1994, named "Eternal President" in 1998

              b Kim Jong-il is the nation's most prominent leading figure and government figure head, although he is not the head of state or the head of government; his official title is Chairman of the National Defence Commission of North Korea, a position which he has held since 1994.

              c Kim Yong-nam is the " head of state for foreign affairs".

            

          


          North Korea, officially the Democratic People's Republic of Korea (the DPRK), is a state in East Asia in the northern half of the Korean Peninsula, with its capital in the city of Pyongyang.


          To the south and separated by the Korean Demilitarized Zone is South Korea, with which it formed one nation until division following World War II. At its northern Amnok River border are China and, separated by the Tumen River in the extreme north-east, Russia.


          North Korea is often depicted by popular media as a Stalinist dictatorship; however, a number of prominent scholars point out that North Korea has created a unique form of communism that differs from Stalinism on a number of points. The country's government styles itself as following the Juche ideology of self reliance, developed by Kim Il-sung, the country's first president. The current leader is Kim Jong-il, the late president Kim Il-sung's son. Relations are strong with other officially socialist states, Vietnam, Laos, and especially, China, as well as with Cambodia and Burma. Following a major famine in the early 1990s after the collapse of the Soviet Union (previously a major economic partner), leader Kim Jong-il instigated the "Military-First" policy in 1995, increasing economic concentration and support for the military.


          North Korea's culture is officially promoted and heavily controlled by the government and the Mass Games are government-organized events glorifying its two leaders, involving over 100,000 performers.


          


          History


          


          Birth of North Korea


          In the aftermath of the Japanese occupation of Korea, which ended with Japan's defeat in World War II in 1945, the Soviet Union accepted the surrender of Japanese forces and controlled the area north of the 38th parallel with the United States controlling the area south of this parallel.It was a big part of the war. This arrangement was the creation of American leaders of the time and the dual occupation was done without consulting the Korean people. Virtually all Koreans welcomed liberation from Japanese imperial rule, yet objected to re-imposition of foreign rule upon their country. The Soviets and Americans disagreed on the implementation of Joint Trusteeship over Korea, with each establishing its socio-economic system upon its jurisdiction, leading, in 1948, to the establishment of ideologically opposed governments. The United States and the Soviet Union then withdrew their forces from Korea. Growing tensions and border skirmishes between north and south led to the civil war called the Korean War.


          On June 25, 1950, the (North) Korean People's Army crossed the 38th Parallel with the war aim of peninsular reunification under their political system. The war continued until July 27, 1953, when the United Nations Command, the Korean People's Army, and the Chinese People's Volunteer Army signed the Korean War Armistice Agreement. Since that time the Korean Demilitarized Zone (DMZ) has separated the North and South.


          


          Economic evolution


          In the aftermath of the Korean War and throughout the 1960s the country's state-controlled economy grew at a significant rate. It was also considered the 2nd-most industrialized nation in Asia, after Japan. In the 1970s the expansion of North Korea's economy, with the accompanying rise in living standards, came to an end and a few decades later went into reverse. The country struggled throughout the 1990s, largely due to the loss of strategic trade arrangements with the USSR and strained relations with China following China's normalization with South Korea in 1992. In addition, North Korea experienced record-breaking floods (1995 and 1996) followed by several years of equally severe drought beginning in 1997. This, compounded with only 18 percent arable land and an inability to import the goods necessary to sustain industry, led to an immense famine and left North Korea in economic shambles. Large numbers of North Koreans illegally entered the People's Republic of China in search of food. Faced with a country in decay, Kim Jong-il adopted a "Military-First" policy to reinforce the regime.


          


          Government and politics
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              The Tower of Juche Idea in Pyongyang
            

          


          North Korea is a self-described Chuch'e (self-reliance) state. Government is organized as a dictatorship with a pronounced cult of personality organized around Kim Il-sung (the founder of North Korea and the country's first and only president) and his son and heir, Kim Jong-il. Following Kim Il-sung's death in 1994 he was not replaced but instead received the designation of " Eternal President" and was entombed in the vast Kumsusan Memorial Palace in central Pyongyang.


          Although the active position of president has been abolished in deference to the memory of Kim Il-sung, the de facto head of state is Kim Jong-il, who is Chairman of the National Defence Commission of North Korea. The legislature of North Korea is the Supreme People's Assembly, currently led by President Kim Yong-nam. The other senior government figure is Premier Kim Yong-il.


          North Korea is a single-party state with a Stalinist, totalitarian regime. The governing party is the Democratic Front for the Reunification of the Fatherland, a coalition of the Workers' Party of North Korea and two other smaller parties, the North Korean Social Democratic Party and the Chondoist Chongu Party. These parties nominate all candidates for office and hold all seats in the Supreme People's Assembly.


          


          Human rights


          Multiple international human rights organizations, including Amnesty International and Human Rights Watch, accuse North Korea of having one of the worst human rights records of any nation. North Koreans have been referred to as "some of the world's most brutalized people", regarding their severe restrictions on political and economic freedoms. North Korean defectors have testified to the existence of prison and detention camps with an estimated 150,000 to 200,000 inmates, and have reported torture, starvation, rape, murder, medical experimentation, forced labour, and forced abortions.


          


          Foreign relations
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              Kim Jong-il (left) , with his father Kim Il-sung around 1986
            

          


          Since the ceasefire of the Korean War in 1953, the relations between the North Korean government and South Korea, the United States, and Japan have remained tense. Fighting was halted in the ceasefire but both Koreas are still technically at war. On October 4, 2007 the leaders of North and South Korea pledged to hold summit talks to officially declare the war over and reaffirmed the principle of mutual non-aggression.


          Both North and South Korea signed the June 15th North-South Joint Declaration in 2000, in which both sides made promises to seek out a peaceful reunification.


          In 2002 U.S. President George W. Bush labelled North Korea part of an " axis of evil" and an " outpost of tyranny". The highest-level contact the government has had with the United States was with U. S. Secretary of State Madeleine Albright, who made a visit to Pyongyang in 2000, but the two countries do not have formal diplomatic relations. In 2006, approximately 37,000 American soldiers remained in South Korea, with plans to reduce the number to 25,000 by 2008. Despite the foreign troops, Kim Jong-il has privately stated his acceptance of U.S. troops on the peninsula, even after a possible reunification. It is claimed by US sources that if North Korea and the United States normalize relations, both Koreas would wish to maintain the presence of US troops out of fear of China and Japan but North Korea strongly denies that and demands the removal of American troops (see North Korea-United States relations).


          North Korea has long maintained close relations with the People's Republic of China and Russia. The fall of communism in eastern Europe in 1989 and the disintegration of the Soviet Union in 1991 resulted in a devastating drop in aid to North Korea from Russia, although China continues to provide substantial assistance. North Korea continues to have strong ties with its socialist southeast Asian allies in Vietnam, Laos and Cambodia. North Korea has started installing a fence on its northern border in response to China's wishing to curb refugees fleeing from North Korea, which had erected a concrete and barbed wire fence in the past year. Previously the shared border with China and North Korea had only been lightly patrolled.


          As a result of the North Korean nuclear weapons program, the Six-party talks were established to find a peaceful solution for the growing unrest between the two Korean governments, the Russian Federation, the People's Republic of China, Japan, and the United States.


          July 17, 2007 - United Nations inspectors verified the shutdown of 5 North Korean nuclear facilities according to the February 2007 agreement.


          On October 4, 2007 South Korean President Roh Moo-Hyun and North Korean leader Kim Jong Il signed an 8-point peace agreement on issues of permanent peace, high-level talks, economic cooperation, renewal of train, highway and air travel, and a joint Olympic cheering squad.


          


          Military
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              Military Parade
            

          


          Kim Jong-il is the Supreme Commander of the Korean People's Army and Chairman of the National Defence Commission of North Korea. The Korean People's Army (KPA) is the name for the collective armed personnel of the North Korean military. The army has four branches: Ground Force, Naval Force, Air Force and the Civil Securities Force.


          According to the U.S. Department of State, North Korea has the fourth-largest military in the world, at an estimated 1.21 million armed personnel, with about 20% of men aged 17-54 in the regular armed forces. North Korea has the highest percentage of military personnel per capita of any nation in the world, with approximately 40 enlisted soldiers per 1,000 citizens. Annual military spending is estimated as high as US$5 Billion (20% of GDP), compared with South Korea's $24 Billion (2.7% of GDP) . Military strategy is designed for insertion of agents and sabotage behind enemy lines in wartime, with much of the KPA's forces deployed along the heavily fortified Korean Demilitarized Zone.


          


          Nuclear weapons program


          On October 9, 2006 North Korea conducted its first nuclear test. The blast was smaller than expected and U.S. officials suggested that it may have been an unsuccessful test or a partially successful fizzle. North Korea has previously stated that it has produced nuclear weapons and according to U.S. intelligence and military officials it has produced, or has the capability to produce, up to six or seven such devices.


          On March 17, 2007, North Korea told delegates at international nuclear talks it would begin shut down preparations for its main nuclear facility. This was later confirmed on 14 July 2007 as International Atomic Energy Agency inspectors observed the initial shut-down phases of the currently operating 5MW Yongbyon nuclear reactor, despite there being no official time line declared. In return, the reclusive nation has received 50,000 tons of heavy fuel oil shipped from South Korea. Once the old small nuclear reactor is permanently shut down, North Korea will receive the equivalent of 950,000 tons of fuel oil when the six-nation talks reconvene. Following breakthrough talks held in September 2007, aimed at hastening the end of North Korea's nuclear program, North Korea was to "disable some part of its nuclear facilities" by the end of 2007, according to the US Assistant Secretary of State.


          The details of such an agreement are due to be worked out in a session held in the People's Republic of China which will involve South Korea, China, Russia and Japan. Terms for the agreement have thus far not been disclosed, nor has it been disclosed what offer was made on the United States's part in exchange. The possibility of removing North Korea from the US list of state sponsors of terrorism has been discussed, which imposes a ban on all arms related trade with countries on the list, along with withholding US aid. Should these bans be lifted, the US may help North Koreans following devastating floods in August 2007.


          


          Geography
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              Map of North Korea
            

          


          North Korea is on the northern portion of the Korean Peninsula, covering an area of 120,540 square kilometres (46,541 sqmi). North Korea shares land borders with China and Russia to the north, and borders South Korea along the Korean Demilitarized Zone. To its west are the Yellow Sea and Korea Bay, and to its east lies Japan across the Sea of Japan (East Sea of Korea). The highest point in North Korea is Baekdu Mountain at 2,744metres (9,003ft). The longest river is the Amnok River which flows for 790kilometres (491mi).


          North Korea's climate is relatively temperate, with precipitation heavier in summer during a short rainy season called changma, and winters that can be bitterly cold. For a week from 7 August 2007 the most devastating floods in 40 years caused the North Korean Government to ask for international help. NGOs, such as the Red Cross, asked people to raise funds because they feared a humanitarian catastrophe.


          The capital and largest city is Pyongyang; other major cities include Kaesong in the south, Sinuiju in the northwest, Wonsan and Hamhung in the east and Chongjin in the northeast.


          


          Economy
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              A satellite photo of the Korean Peninsula at night (the largest patch locates Seoul) illustrates large differences in outdoor illumination between North Korea and its neighbours.
            

          


          In the aftermath of the Korean War and throughout the 1960s and '70s, the country's state-controlled economy grew at a significant rate and, until the late 1970s, was considered to be stronger than that of the South. State-owned industry produces nearly all manufactured goods. The government focuses on heavy military industry, following Kim Jong-il's adoption of the Songun "Military-First" policy. Estimates of the North Korea economy cover a broad range, as the country does not release official figures and the secretive nature of the country makes outside estimation difficult. According to accepted estimates, North Korea spends $5 billion out of a gross domestic product (GDP) of $20.9 billion on the military, compared with South Korea's $24 billion out of a GDP of $1.196 trillion. Part of the reason for this is that the military serves a number of roles in addition to national defense. The military assists farmers with crops, local areas with building of infrastrucure, and, as is similar to the National Guard in the United States, assists during natural disasters.


          [bookmark: 1990s_famine]


          1990s famine


          In the 1990s North Korea faced significant economic disruptions, including a series of natural disasters, economic mismanagement, serious fertilizer shortages, and the collapse of the Eastern Bloc. These resulted in a shortfall of staple grain output of more than 1 million tons from what the country needs to meet internationally-accepted minimum dietary requirements. The North Korean famine known as "Arduous March" resulted in the deaths of between 300,000 and 800,000 North Koreans per year during the three year famine, peaking in 1997, with 2.0 million total being "the highest possible estimate." The deaths were most likely caused by famine-related illnesses such as pneumonia, tuberculosis, and diarrhoea rather than starvation.


          In 2006, Amnesty International reported that a national nutrition survey conducted by the North Korean government, the World Food Programme, and UNICEF found that 7 percent of children were severely malnourished; 37 percent were chronically malnourished; 23.4 percent were underweight; and one in three mothers was malnourished and anaemic as the result of the lingering effect of the famine. The inflation caused by some of the 2002 economic reforms, including the Songun or "Military-first" policy, was cited for creating the increased price of basic foods.
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              Collective farm in Hamhung.
            

          


          Beginning in 1997, the U.S. began shipping food aid to North Korea through the United Nations World Food Programme (WFP) to combat the famine. Shipments peaked in 1999 at nearly 700,000 tons making the U.S. the largest foreign aid donor to the country at the time. Under the Bush Administration, aid was drastically reduced year after year from 350,000 tons in 2001 to 40,000 in 2004. The Bush Administration took criticism for using "food as a weapon" during talks over the North's nuclear weapons program, but insisted the U.S. Agency for International Development (USAID) criteria were the same for all countries and the situation in North Korea had "improved significantly since its collapse in the mid-1990s." Agricultural production had increased from about 2.7 million metric tons in 1997 to 4.2 million metric tons in 2004. 


          Foreign commerce


          China and South Korea remain the largest donors of unconditional food aid to North Korea. The U.S. objects to this manner of donating food due to lack of oversight. In 2005, China and South Korea combined to provide 1 million tons of food aid, each contributing half. In addition to food aid, China reportedly provides an estimated 80 to 90 percent of North Korea's oil imports at "friendly prices" that are sharply lower than the world market price.
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              North Korea's high-tech industrial activity has increased in the past decade.
            

          


          On 19 September 2005, North Korea was promised fuel aid and various other non-food incentives from South Korea, the U.S., Japan, Russia, and China in exchange for abandoning its nuclear weapons program and rejoining the Nuclear Non-Proliferation Treaty. Providing food in exchange for abandoning weapons programs has historically been avoided by the U.S. so as not to be perceived as "using food as a weapon". Humanitarian aid from North Korea's neighbors has been cut off at times to provoke North Korea to resume boycotted talks, such as South Korea's "postponed consideration" of 500,000 tons of rice for the North in 2006 but the idea of providing food as a clear incentive (as opposed to resuming "general humanitarian aid") has been avoided. There have also been aid disruptions due to widespread theft of railroad cars used by mainland China to deliver food relief.


          In July 2002, North Korea started experimenting with capitalism in the Kaesong Industrial Region. A small number of other areas have been designated as Special Administrative Regions, including Sinŭiju along the China-North Korea border. China and South Korea are the biggest trade partners of North Korea, with trade with China increasing 15% to US$1.6 billion in 2005, and trade with South Korea increasing 50% to over 1 billion for the first time in 2005. It is reported that the number of mobile phones in Pyongyang rose from only 3,000 in 2002 to approximately 20,000 during 2004. As of June 2004, however, mobile phones became forbidden again. A small number of capitalistic elements are gradually spreading from the trial area, including a number of advertising billboards along certain highways. Recent visitors have reported that the number of open-air farmers' markets has increased in Kaesong and Pyongyang, as well as along the China-North Korea border, bypassing the food rationing system.


          In an event in 2003 dubbed the " Pong Su incident", a North Korean cargo ship allegedly attempting to smuggle heroin into Australia was seized by Australian officials, strengthening Australian and United States' suspicions that Pyongyang engages in international drug smuggling. The North Korean government denied any involvement.


          


          Transport
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              Pyongyang Metro.
            

          


          


          Demographics


          North Korea's population of roughly 23 million is one of the most ethnically and linguistically homogeneous in the world, with very small numbers of Chinese, Japanese, Vietnamese, South Korean and European expatriate minorities.


          


          Religion
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              View of the Taedong River overlooking Pyongyang.
            

          


          Both Koreas share a Buddhist and Confucian heritage and a recent history of Christian and Chondogyo ("Heavenly Way") movements. The North Korean constitution allows freedom of religion. According to Human Rights Watch, free religious activities no longer exist in the DPRK as the government sponsors religious groups only to create an illusion of religious freedom. In practical terms all religion in North Korea is superseded by a cult of personality devoted to the deceased ruler Kim Il-Sung and his heir, Kim Jong-Il.


          Pyongyang was the centre of Christian activity in Korea before the Korean War. Today, two state-sanctioned churches exist, which freedom of religion advocates say are showcases for foreigners. Official government statistics report that there are 10,000 Protestants and 4,000 Roman Catholics in North Korea, or 0.00022 percent of the population.


          According to a ranking published by Open Doors, an organization that supports persecuted Christians, North Korea is currently the country with the most severe persecution of Christians in the world. Human rights groups such as Amnesty International also have expressed concerns about religious persecution in North Korea.


          


          Language


          North Korea shares the Korean language with South Korea. There are dialect differences within both Koreas, but the border between North and South does not represent a major linguistic boundary. The adoption of modern terms from foreign languages has been limited in North Korea, while prevalent in the South. Hanja (Chinese characters) are no longer used in North Korea, although still occasionally used in South Korea. Both Koreas share the Hangul writing system, called Chosongul in North Korea. The official Romanization differs in the two countries, with North Korea using a slightly modified McCune-Reischauer system, and the South using the Revised Romanization of Korean.


          


          Culture
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              Scene from Mass Games in Pyongyang.
            

          


          There is a vast cult of personality around Kim Il-sung and Kim Jong-il and much of North Korea's literature, popular music, theatre, and film glorify the two men.


          A popular event in North Korea is the Mass Games. The most recent and largest Mass Games was called " Arirang". It was performed six nights a week for two months, and involved over 100,000 performers. Attendees to this event report that the anti-West sentiments have been toned down compared to previous performances. The Mass Games involve performances of dance, gymnastic, and choreographic routines which celebrate the history of North Korea and the Workers' Party Revolution. The Mass Games are held in Pyongyang at various venues (varying according to the scale of the Games in a particular year) including the May Day Stadium.
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              Grand People's Palace of Studies
            

          


          Culture is officially protected by the North Korean government. Large buildings committed to culture have been built, such as the People's Palace of Culture or the Grand People's Palace of Studies, both in Yoco. Outside the capital, there's a major theatre in Hamhung and in every city there are State-run theatres and stadiums.
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              Hamhung Theatre, the largest in North Korea.
            

          


          Korean culture came under attack during the Japanese rule from 1910-1945. Japan enforced a cultural assimilation policy. Koreans were forced to learn and speak Japanese, adopt the Japanese family name system and Shinto religion, and forbidden to write or speak the Korean language in schools, businesses, or public places. In addition, the Japanese altered or destroyed various Korean monuments including Gyeongbok Palace and documents which portrayed the Japanese in a negative light were revised. This methodical alteration process was done by the Editing Agency of Korean History.


          In July 2004, the Complex of Goguryeo Tombs became the first site in the country to be included in the UNESCO list of World Heritage Sites.


          


          Administrative divisions


          North Korea is divided into nine provinces, three special regions, and two directly-governed cities (chikhalsi, 직할시, 直轄市):


          


          Provinces


          
            
              	Division

              	Transliteration

              	Hangul

              	Hanja

              	
                
                  [image: Administrative map of North Korea.]
                

              
            


            
              	Province
            


            
              	Chagang

              	Chagang-do

              	자강도

              	慈江道
            


            
              	North Hamgyong

              	Hamgyŏng-pukto

              	함경북도

              	咸鏡北道
            


            
              	South Hamgyong

              	Hamgyŏng-namdo

              	함경남도

              	咸鏡南道
            


            
              	North Hwanghae

              	Hwanghae-pukto

              	황해북도

              	黃海北道
            


            
              	South Hwanghae

              	Hwanghae-namdo

              	황해남도

              	黃海南道
            


            
              	Kangwon

              	Kangwŏndo

              	강원도

              	江原道
            


            
              	North Pyongan

              	P'yŏngan-pukto

              	평안북도

              	平安北道
            


            
              	South Pyongan

              	P'yŏngan-namdo

              	평안남도

              	平安南道
            


            
              	Ryanggang *

              	Ryanggang-do

              	량강도

              	兩江道
            


            
              	Special regions
            


            
              	Kaesŏng Industrial Region

              	Kaesŏng Kong-ŏp Chigu

              	개성공업지구

              	開城工業地區
            


            
              	Kumgangsan Tourist Region

              	Kŭmgangsan Kwangwang Chigu

              	금강산관광지구

              	金剛山觀光地區
            


            
              	Sinuiju Special Administrative Region

              	Sinŭiju T'ŭkpyŏl Haengjŏnggu

              	신의주특별행정구

              	新義州特別行政區
            


            
              	Directly-governed cities
            


            
              	Pyongyang

              	P'yŏngyang Chikhalsi

              	평양직할시

              	平壤直轄市
            


            
              	Rason

              	Rasŏn (Rajin-Sŏnbong) Chikhalsi

              	라선(라진-선봉) 직할시

              	羅先(羅津-先鋒) 直轄市
            

          


          * - Sometimes rendered "Yanggang" (양강도).


          


          Major cities


          
            
              	
                
                  	Sinuiju


                  	Kaesong


                  	Nampho


                  	Chongjin


                  	Wonsan


                  	Sariwon

                

              

              	

              	
                
                  	Hoeryong


                  	Hamhung


                  	Haeju


                  	Kanggye


                  	Hyesan


                  	Kimchaek


                  	Kangso

                

              

              	
                



                


              
            

          


          


          Pictorials


          
            	Christian Kracht, Eva Munz, Lukas Nikol, "The Ministry Of Truth. Kim Jong Ils North Korea", Feral House, Oct 2007, 132 pages, 88 colour photographs, ISBN 978-932595-27-7

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/North_Korea"
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              	Location

              	Atlantic Ocean
            


            
              	Coordinates

              	
            


            
              	Primary sources

              	Forth, Ythan, Elbe, Weser, Ems, Rhine/ Waal, Meuse, Scheldt, Spey, Tay, Thames, Humber, Tees, Wear, Tyne
            


            
              	Basin countries

              	Norway, Denmark, Germany, Netherlands, Belgium, France and the U.K. (England, Scotland)
            


            
              	Max length

              	600mi (970km)
            


            
              	Max width

              	350mi (560km)
            


            
              	Surface area

              	222,000 mi (575,000 km)
            


            
              	Average depth

              	308ft (94m)
            


            
              	Max depth

              	c.2,165ft/660m
            


            
              	Water volume

              	94 000km
            

          


          The North Sea is a marginal, epeiric sea of the Atlantic Ocean on the European continental shelf. It is more than 600miles (970km) long and 350miles (560km) wide, with an area of around 222,000square miles (570,000km). A large part of the European drainage basin empties into the North Sea including water from the Baltic Sea. The North Sea connects with the rest of the Atlantic through the Dover Strait and the English Channel in the south and through the Norwegian Sea in the north.


          The North Sea averages about 100m (325ft) deep, with a maximum depth of 700m (2300ft) and in some areas shallows can be a mere 15m deep. The North Sea lies above what used to be the triple junction between three continental tectonic plates in the early Paleozoic Era. Movement on the faults associated with these tectonic phenomena can still cause earthquakes and small tsunamis. The sea's coastal features are the result of glacial movements rather than tectonics. Deep fjords and sheer cliffs mark the coastline of the northern part of the North Sea, whereas the southern coasts consist of sandy beaches and mudflats. These flatter areas are particularly susceptible to flooding, especially as a result of storm tides. Elaborate systems of dikes have been constructed to protect coastal areas.


          The development of European civilization has been heavily affected by the maritime traffic on the North Sea. The Romans and the Vikings sought to extend their territory across the sea. Both the Hanseatic League and the Netherlands sought to dominate commerce on the North Sea and through it to access the markets of the world. Britain's development as a sea power depended heavily upon its dominance in the North Sea, where some of its rivals sought power, first the Netherlands and finally Germany and to a lesser extent Russia and the Scandinavian nations. Commercial enterprises, growing populations, and limited resources gave the nations on the North Sea the desire to control or access the North Sea for their own commercial, military, and colonial ends.


          Its importance has turned from the military to the economic. Traditional economic activities, such as fishing and shipping, have continued to grow and other resources, such as fossil fuels and wind energy, have been discovered and developed.


          


          Naming


          The name of the North Sea originates from its relationship to the land of the Frisians. Frisia lies directly to the south of the North Sea, to the west of the East Sea (Oostzee, the Baltic Sea), to the north of the former South Sea (Zuiderzee, today's IJsselmeer) and the today- reclaimed Middle Sea (Middelzee). The name North Sea is attested in Middle High German and probably harks back to the name given by the Frisians, who settled on its south coast. Even the early Spanish name was Mar del Norte.


          From the point of view of the German Hanseatic towns of the Middle Ages, the sea to the east was the East Sea (Baltic Sea in German is literally the Ostsee), and the sea to the north, the North Sea. The spread of maps used by Hanseatic merchants popularized this name throughout Europe. Other common names in use for long periods were Mare Frisia, and Mare Frisicum, Oceanum- or Mare Germanicum as well as their English equivalents, Frisian Sea and German Ocean or Sea.


          "German Sea" or "Germanic Sea" (from the Latin Mare Germanicum) was commonly used in English and other languages along with "North Sea", until the early eighteenth century. By the late nineteenth century, both "German-" and "Germanic Sea" were rare, scholarly usages.


          


          History


          


          Early history


          The first records of marine traffic on the North Sea come from the Roman Empire, which began exploring the sea in 12 BC. Great Britain was formally invaded in 43 AD and its southern areas incorporated into the Empire, beginning sustained trade across the North Sea and the English Channel. The Romans abandoned Britain in 410 and in the power vacuum they left, the Germanic Angles, Saxons, and Jutes began the next great migration across the North Sea during the Migration Period, conquering and displacing the native Celtic populations.
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          The Viking Age began in 793 with the attack on Lindisfarne and for the next quarter-millennium the Vikings ruled the North Sea. In their superior longships, they raided, traded, and established colonies and outposts on the Sea's coasts.


          As Viking dominance waned, trade on the North Sea came to be controlled by the Hanseatic League. The League, though centred on the Baltic Sea, had important outposts on the North Sea. Goods from all over the world flowed through the North Sea on their way to and from the Hanseatic cities.


          By 1441, the Netherlands had risen as an economic and shipping power to rival the League. By the 16th Century, the Netherlands were the leading economic power. The North Sea was a hotbed of commerce and shipping connecting far-flung colonies with markets all over Europe.


          


          Early modern history
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          Dutch power during her Golden Age was a concern for growing England, which saw its future in the merchant marine and overseas colonies. This conflict was at the root of the first three Anglo-Dutch Wars between 1652 and 1673. By the end of the War of Spanish Succession in 1714, the Dutch were no longer a major player in European politics.


          Britain's naval supremacy faced its only real challenge before the 20th Century from Napoleonic France and her continental allies. In 1800, a union of lesser naval powers, called the League of Armed Neutrality, formed to protect neutral trade during Britain's conflict with France. The British Navy defeated the combined forces of the League of Armed Neutrality in the Battle of Copenhagen in 1801 in the Kattegat. Britain later defeated the French Navy in the Battle of Trafalgar off the coast of Spain.


          [bookmark: 20th_Century]


          20th Century
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          Tensions in the North Sea were again heightened in 1904 by the Dogger Bank incident, in which Russian naval vessels mistook British fishing boats for Japanese ships and fired on them, and then upon each other. The incident, combined with Britain's alliance with Japan and the Russo-Japanese War led to an intense diplomatic crisis. The crisis was defused when Russia was defeated by the Japanese and agreed to pay compensation to the fishermen.


          During the First World War, Great Britain's Grand Fleet and Germany's Kaiserliche Marine faced each other on the North Sea, which became the main theatre of the war for surface action. Britain's larger fleet was able to establish an effective blockade for most of the war that restricted the Central Powers' access to many crucial resources. Major battles included the Battle of Heligoland Bight, the Battle of the Dogger Bank, the Battle of Jutland, and the Second Battle of Heligoland Bight. Britain, though not always tactically successful, maintained the blockade and thus kept the High Seas Fleet in port. Conversely, the German navy remained a threat that kept the vast majority of Britain's capital ships in the North Sea.


          The Second World War also saw action in the North Sea, though it was restricted more to submarines and smaller vessels such as minesweepers, and Fast Attack Craft. On April 9, 1940, the Germans initiated Operation Weserbung in which almost the entire German fleet was focused north toward Scandinavia in the North Sea as well as in the Skagerrak and Kattegat. Throughout the German occupation of Norway, the Shetland Bus operation ran secretly across the North Sea from Great Britain to Norway. First, Norwegian fishing boats were used, and then three 100 foot (30m) submarine chasers. (see also: HNoMS Hitra).


          In the last years of the war and the first years thereafter, huge volumes of weapons were disposed-of by being sunk in the North Sea. These comprised mainly grenades, land mines, naval mines, bazookas, cartridges, and some chemical weapons. Though estimates vary widely, hundreds of thousand tons of munitions were sunk.


          After the war, the North Sea lost much of its military significance because it is bordered only by NATO member-states. The North Sea gained significant economic meaning in the 1960s as the states on the North Sea began to exploit its oil and gas resources.


          


          Political status
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          The countries bordering the North Sea all claim the twelve nautical miles of territorial waters within which they have exclusive fishing rights. Iceland, however, as a result of the Cod Wars has exclusive fishing rights for 200mi (320km) from its coast, into parts of the North Sea. The Common Fisheries Policy of the EU exists to coordinate fishing rights and assist with disputes between EU states and the EU border state of Norway.


          After the discovery of mineral resources in the North Sea, Norway claimed its rights under the Continental Shelf Convention. The other countries on the sea followed suit. These rights are largely divided along the median line. The median line is defined as the line "every point of which is equidistant from the nearest points of the baselines from which the breadth of the territorial sea of each State is measured." The ocean floor border between Germany, the Netherlands, and Denmark was only reapportioned after protracted negotiations and a judgment of the International Court of Justice.


          Environmental concerns led to the MARPOL 73/78 Accords, which created 25mi (40km) and 50mi (40 and 80km) zones of protection. The Convention for the Protection of the Marine Environment of the North-East Atlantic is established for the preservation of the ocean in the region. Germany, Denmark, and the Netherlands have a trilateral agreement for the protection of the Wadden Sea, or mudflats, which run along the coasts of the three countries on the southern edge of the North Sea.


          


          Geography
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          For the most part, the sea lies on the European continental shelf. The only exception is a narrow area of the northern North Sea off Norway. The North Sea is bounded by Great Britain to the west and the northern and central European mainland to the east and south, including Norway, Denmark, Germany, the Netherlands, Belgium, and France.


          In the south-west, the North Sea becomes the English Channel beyond the Straits of Dover. In the east, it connects to the Baltic Sea via the Skagerrak and Kattegat. In the north, it opens in a widening funnel shape to the Norwegian Sea, which lies in the very north-eastern part of the Atlantic.


          Apart from the obvious boundaries formed by the coasts of the countries which border it, the North Sea is generally considered to be bounded by an imaginary line from Lindesnes, Norway to Hanstholm, Denmark running towards the Skagerrak. However, for statistical purposes, the Skagerrak and the Kattegat are sometimes included as part of the North Sea. The northern limit is less well-defined. Traditionally, an imaginary line is taken to run from northern Scotland, by way of Shetland, to lesund in Norway. According to the Convention for the Protection of the Marine Environment of the North-East Atlanticof 1962 it runs further to the west and north from longitude 5 West and latitude 62 North, at the latitude of Geirangerfjord in Norway.


          The surface area of the North Sea is approx. 575,000 square kilometres (222,000sqmi) with a volume of around 54,000 cubic kilometres (13,000cumi). This places the North Sea at the 13th largest sea on the planet.


          


          Geology


          


          Geological history
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          The bed of the North Sea forms two basins. The main northern one lies to the north of a ridge between Norfolk and Frisia, and had its origin in the Devonian. The southern basin, if not flooded, would drain towards the Strait of Dover and thence to the English Channel. This basin dates from the Carboniferous.


          During the most recent glaciation, the Devensian much of the northern basin was covered by the ice sheet, and the remainder, including the southern basin, was tundra. However, during the Cromerian interglacial, there was a natural dam of chalk, the Weald-Artois Anticline." Although the ridge probably collapsed during the Kansan glaciation it still formed the highest part of the land bridge between continental Europe and Great Britain.


          The Storegga Slides were a series of underwater landslides, in which a piece of the Norwegian continental shelf slid into the Norwegian Sea. The immense landslips occurred between 8150 BC and 6000 BC, and caused a tsunami up to 20m (65ft) high that swept through the North Sea, having the greatest effect on Scotland and the Faeroe Islands.


          


          Plate tectonics
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          The North Sea lies above what used to be the triple junction between three continental tectonic plates in the early Paleozoic Era. Later, in the Mesozoic Era, a North-South trending rift valley or graben formed down the middle of the North Sea. Fault lines along the English Channel cause occasional earthquakes, which can result in damage to structures on land. The axial grabens of the North Sea also form a tectonically active area. Northwestern Europe's continental slope is subject to landslides from earthquakes. Although not a site of major earthquakes or tsunamis, there are intraplate earthquakes which result in the uplifting of the continental crust causing landslides. The Dover Straits earthquake of 1580 is among the first recorded in the North Sea and caused extensive damage in both France and England both through its tremors and a tsunami. The largest earthquake ever recorded in the United Kingdom was the 1931 Dogger Bank earthquake, which measured 6.1 on the Richter Scale and caused a tsunami that flooded parts of the British coast.


          The North Sea is located at a triple junction of three continental plates formed during the Palaeozoic: Avalonia, Laurentia and Baltica. Baltica is now the eastern coastline and the Scandinavian countries; Avalonia consists of the southern and western North Sea coast along England, northern Germany and France; and Laurentia marks the northern perimeter of the North Sea with the Atlantic Ocean.


          


          Geological features
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          The Norwegian trench reaches from the Stad peninsula in Sogn og Fjordane to the Oslofjord. The trench is between 50 and 95km (30-60mi) wide and hundreds of meters deep. Off the Rogaland coast, it is 250 - 300m (820-980ft) deep, and at its deepest point, off Arendal, it reaches 700m (2300ft) deep as compared to the average depth of the North Sea, about 100m (325ft). The trench is not a subduction-related oceanic trench. It is mainly a deep erosional scour, while the Western part follows the North-South line of an old Rift Valley formed during the Jurassic and Cretaceous periods, also known as the Viking Graben.


          To the East of Great Britain, the vast morainic plate of the Dogger Bank rises up to 15 to 30m deep.


          The Silver Pit is a valley-like depression 45km (27mi) east of Spurn Head in England that has been recognized for hundreds of years by fishermen. Nearby is the Silverpit crater, a controversial structure, which may be a geological structure or may be an impact crater.


          "The Long Forties" denotes an area of the northern North Sea that is fairly consistently forty fathoms (73m) deep (thus, on a nautical chart with depth shown in fathoms, a long area with many "40" notations). It is located between the northeast coast of Scotland and the southwest coast of Norway, centred about 57N 030E.


          The Broad Fourteens are an area of the southern North Sea that is fairly consistently fourteen fathoms (26m) deep (thus a broad area with many "14" notations). It is located off the coast of the Netherlands and south of the Dogger Bank, roughly between longitude 3E and 430E and latitude 5230N and 5330N.


          Around the edges of the North Sea are a number of sizable islands and archipelagos, including the Shetland, Orkney, and Frisian islands.


          


          Biology and the environment


          


          Fish


          Copepods and other zooplankton are plentiful in the North Sea. These tiny organisms are crucial elements of the food chain supporting many species of fish. The North Sea is home to about 230 species of fish. Cod, haddock, whiting, saithe, plaice, sole, mackerel, herring, pouting, sprat, and sandeel are all very common and the target of commercial fishing. Due to the various depths of the North Sea trenches and differences in salinity, temperature, and water movement some fish reside only in small areas of the North Sea. The blue-mouth redfish and rabbitfish are a few examples of these.


          Crustaceans are also commonly found throughout the sea. Norway lobster, deep-water prawns, and brown shrimp are all commercially fished, but other species of lobster, shrimp, oyster, mussels and clams are all found.


          


          Birds


          The coasts of the North Sea are home to nature reserves including the Ythan Estuary, Fowlsheugh Nature Preserve, and Farne Islands in the UK and The Wadden Sea National Parks in Germany. These locations provide breeding habitat for dozens of bird species. Tens of millions of birds make use of the North Sea for breeding, feeding, or migratory stopovers every year. Populations of Northern fulmars, Black-legged Kittiwakes, Atlantic puffins, razorbills, and a variety of species of petrels, gannets, seaducks, loons (divers), cormorants, gulls, auks, and terns, and many other seabirds make these coasts popular for birdwatching.


          


          Marine mammals


          The North Sea is also home to a variety of marine mammals. Common seals, grey seals can be found along the coasts and at marine installations and islands. The very northern North Sea islands like the Shetlands are occasionally home to a larger variety of pinnipeds including bearded, harp, hooded and ringed seals, and even walrus. North Sea cetaceans include Harbour porpoises, common dolphins, bottlenose dolphins, Risso's dolphins, long-finned pilot whales and white-beaked dolphins, minke whales, killer whales, and sperm whales


          


          Environmental health


          Historically, flamingos, pelicans, and Great Auk could be found along the southern shores of the North Sea. Gray whale also resided in the North Sea but were driven to extinction in the Atlantic in the 1600s. Other species have seen dramatic declines in population, though they are still to be found; right whales, sturgeon, shad, rays, skates and salmon among other species were common in the North Sea into the 20th Century, when numbers declined.


          A variety of factors have contributed to decreasing populations of North Sea fauna. The introduction of non-indigenous species, industrial and agricultural pollution, overfishing and trawling, dredging, human-induced eutrophication, construction on coastal breeding and feeding grounds, sand and gravel extraction, offshore construction, and heavy shipping traffic all threaten marine life in the North Sea.


          In recent decades action has been taken by the border countries to address many of these threats. The OSPAR convention was created in 1992 as and expansion of the 1972 Oslo Convention. It is managed by the OSPAR commission and has taken action to counteract the harmful effects of human activity on wildlife in the North Sea and preserve many endangered species.


          


          Hydrology


          


          Basic data


          The salinity of the water is dependent on place and time of year but is generally in the range of 15 to 25 parts per thousand (ppt) around river mouths and up to 32 to 35 ppt in the northern North Sea, still generally lower than North Atlantic salinity, which averages around 35 ppt.


          The water temperature varies depending on the influence of the Atlantic currents, water depth, and time of year, reaching 21C (77F) in summer and 6C (50F) in winter, though Arctic currents can be colder. The eastern side is both the warmest in summer and the coldest in winter. In the deeper northern North Sea, the water remains a nearly constant 10C (50F) year round because of water exchange with the Atlantic. The greatest temperature variations are found on the very shallow Wadden Sea coast, where ice can form in very cold winters.


          The exchange of salt water between the North Sea and Atlantic occurs through the English Channel, as well as in the northern North Sea along the Scottish coast and through the Norwegian Sea. The North Sea receives fresh water not only from inflow of rivers but also from the low salinity Baltic Sea which drains into the North Sea via the Skagerrak. The North Sea rivers drain a land area of 841,500km (324,905sqmi) and supply 296-354km (71-85cumi) of fresh water annually. The Baltic rivers drain almost twice as large an area (1,650,000km, 637,068sqmi) and contribute 470km (113cumi) of fresh water annually.


          Around 185 million people live in the catchment area of the rivers that flow into the North Sea. These rivers drain a large part of Western Europe: a quarter of France, three quarters of Germany, nearly all of Switzerland, half of Jutland, the whole of the Netherlands and Belgium, the southern part of Norway, the Rhine basin of western Austria and the eastern side of Great Britain. This area contains one of the world's greatest concentrations of industry.


          


          Water circulation


          The main pattern to the flow of water in the North Sea is a counter-clockwise rotation along the edges. Water from the Gulf Stream flows in both through the English Channel towards Norway, and around the north of Britain, moving south along the British coast. From the south-moving current smaller currents are pulled off eastwards into the central North Sea. Another significant current sweeps south in the eastern part of the Sea. This is cold North Atlantic water and is strongest in late spring and early summer when the British offshore waters remain cool while the sea off the Netherlands and Germany starts warming up. Water from the Channel, and water flowing out of the Baltic Sea eventually move north along the Norwegian coast back into the Atlantic in what is called the Norwegian Current. The current moves at a depth of some 50 to 100m (165-330ft). It has a relatively low salinity due to the brackish water of the Baltic and the fresh water contributed by the rivers and the fjords. Though the current is, on average, cooler than the North Sea water as a whole, warmer water flowing in from the Channel mixed with the cooler waters of the Baltic and North Atlantic result in streams of widely varying temperatures within the current.


          The mean residence time of water in the North sea is between 1 and two years. Water in the north is exchanged most quickly while water in the German Bight can flow in circles for years before being pulled northwards.


          Fronts based on temperature, salinity, nutrients, and pollution can be clearly identified; they are more clearly defined in summer than in winter. Large fronts are the Frisian Front, which divides water coming from the North Atlantic from water originating in the English Channel, and the Danish Front, which divides southern coastal waters from water in the central North Sea. The inflow of water from large rivers mixes very slowly with North Sea water. Water from the Rhine and Elbe, for example, can still be clearly differentiated from sea water off the northwest coast of Denmark.
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              Influent Rivers of the North Sea
            

            
              	River

              	Country

              	Discharge in m/s

              	in cu ft/s
            


            
              	Rhine / Meuse

              	Netherlands

              	2,524

              	89,134
            


            
              	Elbe

              	Germany

              	856

              	30,229
            


            
              	Glomma

              	Norway

              	603

              	21,295
            


            
              	IJsselmeer

              	Netherlands

              	555

              	19600
            


            
              	Weser

              	Germany

              	358

              	12,643
            


            
              	Skjern 

              	Denmark

              	206

              	7275
            


            
              	Firth of Tay (includes River Tay and River Earn)

              	Scotland

              	203

              	7169
            


            
              	Moray Firth (includes River Spey and River Ness)

              	Scotland

              	168

              	5933
            


            
              	Scheldt

              	Belgium/Netherlands

              	126

              	4450
            


            
              	Humber

              	England

              	125

              	4415
            


            
              	Forth

              	Scotland

              	112

              	3955
            


            
              	Ems

              	Germany

              	88

              	3108
            


            
              	Tweed

              	England

              	85

              	3002
            


            
              	Thames

              	England

              	76

              	2684
            

          


          


          Tides


          The tides are caused by the tide wave from the North Atlantic, as the North Sea itself is too small and too flat to have its own tides. Ebb and flow alternate in a cycle of 12.5 hours. The tide wave, owing to the Coriolis effect, flows around Scotland and then counter-clockwise along the English coast, reaching the German Bight some 12 hours after arriving in Scotland. In so doing, it runs around three amphidromic points: a central point lies shortly before the Straits of Dover. It is formed by the tide wave which is transported through the English Channel. It influences the tides in the narrow area in the Southern Bight between southern England and the Netherlands. The other amphidromic system consists of two points close to each other, which form a tide wave. The two other points just off the coast of southern Norway and lying on a line between southern Denmark and the West Frisian Islands form one single area around which the tides flow. Its central point lies off the coast of Denmark at 55 25' N, 5 15' E.


          As a result, the tidal range in southern Norway is less than half a metre (1.5ft), but increases the further any given coast lies from the amphidromic point. Shallow coasts and the funnel effect of narrow straits increase the tidal range. The tidal range is at its greatest at The Wash on the English coast, where it reaches 6.80m (22ft). In shallow water areas, the real tidal range is strongly influenced by other factors, such as the position of the coast and the wind at any given moment or the action of storms. In river estuaries, high water levels can considerably amplify the effect of high tide.


          


          Coasts


          The western coasts of the North Sea are jagged, as they were stripped by glaciers during the ice ages. The coastlines along the southernmost part are soft, covered with the remains of deposited glacials which were left directly by the ice or have been redeposited by the sea. The Norwegian mountains plunge into the sea, giving birth, north of Stavanger, to deep fjords and archipelagos. South of Stavanger, the coast softens, the islands become fewer. The Eastern Scottish coast is similar, though less marked than Norway. Starting from Flamborough Head in the northeast of England, the cliffs become lower and are composed of less resistant moraine, which erodes more easily, so that the coasts have more rounded contours. In Holland, Belgium and in the East of England (East Anglia) the littoral is low and marshy. The East coast and south-east of the North Sea ( Wadden Sea) have coastlines that are mainly sandy and straight owing to longshore currents, particularly along Belgium and Denmark.


          


          Northern fjords, skerries, and cliffs
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          The northern North Sea coasts bear the impression of the enormous glaciers which covered them during the Ice Ages and created a split, craggy coastal landscape. Fjords arose by the action of glaciers, which dragged their way through them from the highlands, cutting and scraping deep trenches in the land. During the subsequent rise in sea level, they filled with water. They very often display steep coastlines and are extremely deep for the North Sea. Fjords are particularly common on the coast of Norway.


          Firths are similar to fjords, but are generally shallower with broader bays in which small islands may be found. The glaciers that formed them influenced the land over a wider area and scraped away larger areas. Firths are to be found mostly on the Scottish and northern English coasts. Individual islands in the firths, or islands and the coast, are often joined up by sandbars or spits made up of sand deposits known as  tombolos.


          Towards the south the firths give way to a cliff coast, which was formed by the moraines of Ice Age glaciers. The horizontal impact of waves on the North Sea coast gives rise to eroded coasts. The eroded material is an important source of sediment for the mudflats on the other side of the North Sea. The cliff landscape is interrupted by large estuaries with their corresponding mud and marshy flats disrupt, notably the Humber and the Thames, in southern England.


          In southern Norway, as well as on the Swedish Skagerrak coast, skerries are to be found. Formed by similar action to that which created the fjords and firths, the glaciers in these places affected the land to an even greater extent, so that large areas were carried away. The coastal brim (Strandflaten), which is found especially in southern Norway, is a gently sloping lowland area between the sea and the mountains. It consists of plates of bedrock, and often extends for kilometres, reaching under the sea, at a depth of only a few meters.


          


          Southern shoals and mudflats
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          The shallow-water coasts of the southern and eastern coast up to Denmark were formed by Ice Age activity, but their particular shape is determined for the most part by the sea and sediment deposits. The Wadden Sea stretches between Esbjerg, Denmark in the north and Den Helder, Netherlands in the west. This landscape is heavily influenced by the tides and important sections of it have been declared a National Park. The whole of the coastal zone is shallow; the tides flood large areas and uncover them again, constantly depositing sediments. The Southern Bight has been especially changed by land reclamation, as the Dutch have been especially active. The largest project of this type was the diking and reclamation of the IJsselmeer.In the micro tidal area, (a tidal range of up to 1.35m (4.43ft)), such as on the Dutch or Danish coasts, barrier beaches with dunes are formed. In the mesotidal area (a tidal range of between 1.35 and 2.90m (4.43-9.5ft)), barrier islands are formed; in the macrotidal area (above 2.90m (9.5ft) tidal range), such as at the mouth of the Elbe, underwater sandbanks form.


          The Dutch West Frisian and the German East Frisian Islands are barrier islands. They arose along the breakers edge where the water surge piled up sediment, and behind which sediment was carried away by the breaking waves. Over time, sandplates arose, which finally were only covered by infrequent storm floods. Once plants began to colonize the sandbanks the land began to stabilise.


          The North Frisian Islands, on the other hand, arose from the remains of old Geestland islands, where the land was partially removed by storm floods and water action and then separated from the mainland. They are, therefore, often higher and their cores are less exposed to changes than the islands to the south. Beyond the core, however, the same processes are at work, particularly evident on Sylt, where in the south of the island, a break threatens, whilst the harbour at List silts up. The Danish Islands, the next in the chain to the north, arose from sandbanks. Right up into the twentieth century, the silting up of the islands was a serious problem. To protect the islands, small woods were planted.


          The island of Helgoland was not formed by sediment deposition; in fact, it is considerably older and is composed of Early Triassic sandstone.


          


          Storm tides
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          Storm tides threaten, in particular, the coasts of the Netherlands, Belgium, Germany, and Denmark. These coasts are quite flat, so even a relatively small increase in the water levels is sufficient to put large stretches of land under water. Storms from the west are especially strong, so the most dangerous places are on the south-east coast. Over the years, floods caused by storm tides have cost hundreds of thousands of lives and have significantly helped to shape the coast. Until early modern times, the number of victims from a single storm tide could be in the tens of thousands, even exceeding a hundred thousand, though to what extent these historically-reported casualties are accurate can only be estimated with difficulty.


          The first recorded storm tide flood was the Julianenflut, on February 17, 1164. In its wake the Jadebusen began to form. Ancient records tell also of the First Marcellus Flood, which struck West Frieslandin 1219. A storm tide in 1228 is recorded to have killed more than 100,000 people. The Second Marcellus Flood also known as the Grote Mandrenke in 1362 hit the entire southern coast of the North Sea. Chronicles of the time again record more than 100,000 deaths as large parts of the coast were lost permanently to the sea, including the now legendary town of Rungholt (see Lost city).


          In the twentieth century the North Sea flood of 1953 flooded several nations' coasts and cost more than 2000 lives. 315 citizens of Hamburg died in the North Sea flood of 1962. The "Century Flood" of 1976 and the "North Frisian Flood" of 1981 brought the highest water levels measured to date on the North Sea coast, but because of the dikes built and improved after the flood of 1962, these led only to property damage. A storm surge occurred on November 9, 2007, causing some flooding. The conditions were likened to those that had caused the damage and large loss of life in 1953. Fortunately, in 2007, nowhere near as much damage was caused although the Thames Barrier was closed twice to protect London.


          


          Coastal preservation
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          The southern coastal areas were originally amphibious. The land included countless islands and islets which had been divided by rivers, streams, and wetlands and areas of dry land were regularly flooded. In areas especially vulnerable to storm tides, people settled first on natural areas of high ground such as spits and Geestland. As early as 500 BC, people were constructing artificial dwelling hills several meters high. It was only around the beginning of the High Middle Ages in 1200 AD that inhabitants began to connect single ring dikes into a dike line along the entire coast, thereby turning amphibious regions between the land and the sea into permanent solid ground.


          The modern form of the dikes began to take form in the 17th and 18th centuries, built by private enterprises in the Netherlands. The Dutch dike builders exported their designs to other North Sea regions. The North Sea Floods of 1953 and 1962 were impetus for further raising of the dikes as well as the shortening of the dike line through land reclamation and river weirs so as to present as little surface area as possible to the punishment of the sea and the storms. Currently, 27% of the Netherlands is below sea level protected by dikes, dunes, and beach flats.


          Coastal preservation today consists of several levels. The dike slope reduces the energy of the incoming sea, so that the dike itself does not receive the full impact. Dikes that lie directly on the sea are especially reinforced. The dikes have, over the years, been repeatedly raised, sometimes up to 10m (32ft) and have become flatter in order to better reduce the erosion of the waves. Modern dikes are up to 100m (328ft) across. Behind the dike, there runs an access road and generally a thinly inhabited area. In many places, another dike follows after several kilometers.


          Where the dunes are sufficient to protect the land behind them from the sea, these dunes are planted with beach grass to protect them from erosion by wind, water, and foot traffic. See also:


          
            	Flood control in the Netherlands


            	Zuiderzee Works


            	Delta Works


            	Thames barrier


            	Afsluitdijk

          


          


          Economy


          


          Oil and gas
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          In 1958, geologists discovered a natural gas field in Slochteren in the Dutch province of Groningen and it was suspected that more fields lay under the North Sea. However, at this point, the rights to natural resource exploitation on the high seas were still under dispute.


          Test drilling began in 1966 and, then in 1969, Phillips Petroleum Company discovered the Ekofisk oil field (now Norwegian), which at that point was one of the 20 largest in the world and turned out to be distinguished by valuable low-sulfur oil. Commercial exploitation began in 1971 with tankers and after 1975 by a pipeline first to Cleveland, England and then after 1977 also to Emden, Germany. Since the discovery of North Sea oil in the 1970s, nicknames of Aberdeen have been the Oil Capital of Europe or the Energy Capital of Europe.


          The exploitation of the North Sea oil reserves began just before the 1973 oil crisis, and the climb of international oil prices made the large investments needed for extraction much more attractive. In the 1980s and 1990s, further discoveries of large oil fields followed. Although the production costs are relatively high, the quality of the oil, the political stability of the region, and the nearness of important markets in western Europe has made the North Sea an important oil producing region. The largest single environmental catastrophe in the North Sea was the destruction of the offshore oil platform Piper Alpha in 1988 in which 167 people lost their lives.


          With more than 450 oil platforms, the North Sea is the most important region in the world for offshore drilling. The British section of North Sea has the most platforms, followed by the Norwegian, Dutch, and Danish sections. Besides the Ekofisk oil field, the Statfjord oil field is also notable as it was the cause of the first pipeline to span the Norwegian trench. The largest natural gas field in the North Sea, Troll Field, lies in the Norwegian trench at a depth of 345meters (1100ft). A giant platform was required to access it. The German section has only two oil platforms, the larger of the two being the Mittelplate, and is the least developed North Sea border-country in this respect.


          In 1999, extraction reached an all time high with nearly 6 million barrels (950,000m) of crude oil and 280,000,000m (999,000,000cuft)of natural gas per day being taken. Today, the North Sea is a well-developed natural resource area, in which few new large discoveries are likely to be made. All the large oil companies have been involved in the extraction. But in the last few years, large companies like Shell and BP have discontinued extraction and, since 1999, the amount extracted has continually fallen due to depleted reserves.


          The price of Brent Crude, one of the first types of oil extracted from the North Sea, is used today as a standard price for comparison for crude oil from the rest of the world.


          


          Fishing
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          Fishing in the North Sea is concentrated in the southern part of the coastal waters. The main method of fishing is trawling.


          Annual catches grew each year until the 1980s, when a high point of more than 3 million metric tons (3.3millionS/T) was reached. Since then, the numbers have fallen back to around 2.3 million tons (2.5millionS/T) annually with considerable differences between years. Besides the fish caught, it is estimated that 150,000metrictons (165,000S/T) of unmarketable by-catch are caught and around 85,000metrictons (94,000S/T) of dead and injured invertebrates.


          In recent decades, overfishing has left many fisheries unproductive, disturbing the marine food chain dynamics and costing jobs in the fishing industry. Herring, cod and plaice fisheries may soon face the same plight as mackerel fishing which ceased in the 1970s due to overfishing. Since the 1960s, various regulations have attempted to protect the stocks of fish such as limited fishing times and limited numbers of fishing boats, among other regulations. However, these rules were never systematically enforced and did not bring much relief. Since then, the United Kingdom and Denmark, two important fishing nations, became members of the EU, and have attempted, with the help of the Common Fisheries Policy, to bring the problem under control.


          


          Renewable energy
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          Due to the strong prevailing winds, countries on the North Sea, specifically England and Denmark, have used the areas near the coast of the sea for wind driven electricity production since the 1990s. The first wind turbines appeared off the English coast near Blyth in the year 2000 and then off the Danish coast in 2002 near Horns Rev. Others have been commissioned, including OWEZ and Scroby Sands and more are in the planning phase. Offshore wind farms have met some resistance, for instance in Germany. Concerns have arisen about shipping collisions and damage to the ocean ecology, particularly by the construction of the foundations. Furthermore, the distance from consumers leads to considerable energy losses in transmission. Nonetheless, the first deep water turbines in Scotland are under commissioning for Talisman Energy, who are installing two large machines 25km (15mi) offshore adjacent to the Beatrice oilfield. These turbines are 88m (290ft) high with the blades 63m (210ft) long and will have a capacity of 5 MW each, making them the largest in the world.


          Energy production from the sea is still in its early stages. The southern parts of the North Sea, do not have tides, waves or currents strong enough to harness energy usefully. The Norwegian coast and the intersection with the Irish Sea could be found suitable for waves or ocean currents to provide power. First attempts for a power plant deriving electricity from the waves from 2003-2005 in Denmark were given up. The European Marine Energy Centre (EMEC) based at Stromness in Orkney is a Scottish Government-backed research facility. They have installed a wave testing system at Billia Croo on the Orkney mainland and a tidal power testing station on the nearby island of Eday. A small pilot-facility for the production of blue energy exists in the Norwegian city of Trondheim.


          


          Tourism


          The beaches and coastal waters of the North Sea are popular destinations for tourists. The Belgian, Dutch, German and Danish coasts are especially developed for tourism. While many of the busiest British beach resorts are on the South Coast, the British East Coast also has several important beach resorts.


          Windsurfing and sailing are popular sports because of the winds. Because of the strong tides and areas of still water, the North Sea is more difficult to sail than the Baltic or the Mediterranean. Mudflat hiking, recreational fishing, and diving, including wreck diving, are all possible.


          The climatic conditions on the North Sea coast are thought to be especially healthful. As early as the 19th century travellers used their stays on the North Sea coast as curative and restorative vacations (German:Kur-Urlaub). The sea air, temperature, wind, water, and sunshine are counted among the beneficial conditions that are said to activate the body's defences, improve circulation, strengthen the immune system, and have healing effects on the skin and the respiratory system. Besides the climate, thalassotherapy spas often use sea waters, mud, brine, algae, and sea salt for curative and restorative purposes.


          One peculiarity of the North Sea tourism until the 1990s was the Butterfahrten. These were trips past the German tariff barriers onto the high seas for the purpose of purchasing items much more cheaply than they could be bought in Germany itself. The name comes from the time when butter was an expensive commodity and could be purchased more cheaply from Denmark. Other important wares were the heavily taxed goods like tobacco, spirits, and perfume.


          


          Marine traffic
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          The North Sea is very important for marine traffic and experiences some of the densest concentrations of ships in the world. Great ports of the world are located along its coasts: Rotterdam, the third busiest port in the world by tonnage, Antwerp and Hamburg, both in the top 25, as well as Bremen/ Bremerhaven and Felixstowe, both in the top 30 busiest container seaports.


          All major ports have easy access to the various sea lanes of the North Sea, which are monitored, well-regulated and regularly dredged. Traffic in the North Sea is especially difficult. Fishing boats, oil and gas platforms as well as merchant traffic from Baltic ports share routes on the North Sea surface area. The possibility of bottlenecks at the English Channel, which sees 400 vessels a day and the Kiel Canal, which averages more than 100 per day plus sport traffic (2003 figure) can add to the difficulty. The North Sea coasts are home to numerous canals and canal systems to facilitate traffic between and among rivers, artificial harbours, and the sea. Notable canals include the North Sea Canal, which shortened the connection between the port of Amsterdam to the North Sea,and the Kiel Canal, the world's busiest artificial waterway, which connects the North Sea and the Baltic.
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        North Sea flood of 1953


        
          

          The North Sea flood of 1953 and the associated storm combined to create a major natural disaster which affected the coastlines of the Netherlands and England on the night of 31 January  1 February 1953. Belgium, Denmark and France were also affected by flooding and storm damage.


          A combination of a high spring tide and a severe European windstorm caused a storm tide. In combination with a tidal surge of the North Sea the water level locally exceeded 5.6 metres above mean sea level. The flood and waves overwhelmed sea defences and caused extensive flooding.


          Officially, 1,835 people were killed in the Netherlands, mostly in the south-western province of Zeeland. 307 were killed in the United Kingdom, in the counties of Lincolnshire, Norfolk, Suffolk and Essex. 28 were killed in West Flanders, Belgium.


          Further loss of life exceeding 230 occurred on watercraft along Northern European coasts as well as in deeper waters of the North Sea; the ferry MV Princess Victoria was lost at sea in the North Channel east of Belfast with 133 fatalities, and many fishing trawlers sank.


          


          North Sea flood in the Netherlands


          In the night of 31 January  1 February 1953 many dykes in the provinces of Zeeland, Zuid-Holland and Noord-Brabant proved not to be resistant to the combination of spring tide and a northwesterly storm. On both the islands and the mainland large areas of country were completely flooded with water. Many people still commemorate the dead on 1 February.


          


          Warnings


          At the time of the disaster, none of the local radio stations broadcast at night, and many of the smaller weather stations operated only during the day, as a result of which the warnings of the KNMI did not penetrate the flood threatened area in time. People did not receive warning and were consequently unable to prepare for the impending flood. Telephone and telegraph networks were disrupted, and within hours amateur radio operators went in to the affected areas with their home-made radio equipment to form a voluntary emergency radio network. These well-organised radio amateurs worked tirelessly, providing radio communications for ten days and nights, and were the only people maintaining contact with the outside world. In addition to the disaster happening during the night, it was Saturday night. As a result, many offices in the disaster area were unstaffed.


          


          Resulting damage


          The floods put large parts of Zuid-Holland, Zeeland and Noord-Brabant under water. In Noord-Holland only one polder was flooded. The largest floodings occurred on the islands of Schouwen-Duiveland, Tholen, Sint Philipsland, Goeree-Overflakkee, the Hoeksche Waard, Voorne-Putten and Alblasserwaard. Parts of the islands of Zuid-Beveland, Noord-Beveland, IJsselmonde, Pernis, Rozenburg, Walcheren and Land van Altena were flooded, as well as parts of the areas around Willemstad, Nieuw-Vossemeer and parts of Zeeuws-Vlaanderen. The heaviest death toll was recorded at the islands of Schouwen-Duiveland and Goeree-Overflakkee. The government started the Delta-commission to study the causes and effects of the floodings. They estimated that flooding killed 1,835 people and forced the emergency evacuation of 70,000 more. Floods covered 9% of Dutch farmland, and sea water inundated 1,365 km of land. An estimated 30,000 animals drowned, and 47,300 buildings were damaged of which 10,000 were destroyed. Total damage was estimated at that time at 895 million Dutch guilders.


          
            [image: "Een dubbeltje op zijn kant" ("A dime on its side" meaning "A narrow escape"), a sculpture by Roel Bendijk of de Twee Gebroeders in the Groenedijk]

            
              "Een dubbeltje op zijn kant" ("A dime on its side" meaning "A narrow escape"), a sculpture by Roel Bendijk of de Twee Gebroeders in the Groenedijk
            

          


          


          A near catastrophe prevented


          The Schielandse Hoge Zeedijk dyke along the river Hollandse IJssel was all that protected three million people in the provinces of South and Noord Holland from flooding. A section of this dyke, known as the Groenendijk, was not reinforced with stone revetments. The waterlevel was just below the crest and the seaside slope was weak. Volunteers worked to reinforce this stretch. Nevertheless, the Groenendijk collapsed under the pressure around 5:30 am on 1 February. The seawater moved into the deep polder. In desperation, the mayor of Nieuwerkerk commandeered the river ship de Twee Gebroeders (The Two Brothers) and ordered the owner to plug the hole in the dyke by navigating the ship into it. Fearing that the ship might break through and dive into the polder, captain Arie Evegroen took a row boat with him. The mayor's plan turned out to be successful, as the ship lodged itself firmly into the dyke, saving many lives.


          


          Reaction


          Several neighbouring countries sent soldiers to assist in the search and rescue. The U.S. Army sent helicopters from Germany to rescue people from the rooftops. Queen Juliana and Princess Beatrix visited the flooded area only a few days after. A large aid program came on apace, supported by the radio. A national donation program was started and there was a large amount of international aid. Politically, the disaster prompted discussions concerning the protection and strengthening of the dykes, eventually leading to the Delta Works, an elaborate project involving the closing off of most estuary-mouths.


          


          North Sea flood in the United Kingdom
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          The North Sea flood of 1953 was one of the most devastating natural disasters ever recorded in the UK. Over 1,600 km of coastline was damaged, and sea walls were breached, inundating 1,000 km. Flooding forced 30,000 people to be evacuated from their homes, and 24,000 properties were seriously damaged.


          In individual incidents, 38 died at Felixstowe in Suffolk when wooden prefabricated homes in the West End area of the town were flooded. In Essex, Canvey Island was inundated with the loss of 58 lives and another 37 died when the seafront village of Jaywick near Clacton was flooded.


          The total death toll on land in the UK is estimated at 307. The total death toll at sea for the UK, including the MV Princess Victoria, is estimated at 224.


          


          North Sea Flood in Flanders (Belgium)


          The coastal defence of Flanders was also severely damaged. Near Oostende, Knokke and Antwerp heavy damage was done to the seadefence with local breaches. 28 people died.


          


          Response


          In the Netherlands, an ambitious flood defence system was conceived and deployed, called the Delta Works (Dutch: Deltawerken), designed to protect the estuary of Rhine and Meuse. The works were completed in 1998, upon completion of the storm surge barrier, Maeslantkering, in the Nieuwe waterweg, near Rotterdam.


          In the UK, major investments were made in new sea defences, and the Thames Barrier programme was started to secure central London against a future storm surge.


          


          The future


          The threat of another flood on the scale of 1953 remains potent, since the combination of events generating a massive storm surge could recur in normal climatic timescales. In addition, two risk factors could increase the likelihood, or the severity, of another incident. Firstly, the western part of the Netherlands and the south-eastern part of the UK are gradually settling lower as other parts lift higher due to isostatic rebound after the disappearance of the glacial sheet from the last ice age. Secondly, sea levels are rising as a result of climate change, which may also cause more frequent and more severe storms.


          Flood barriers, improved weather forecasting, modern communications and sophisticated emergency services may help to reduce the potential loss of life from a future flood. However, this must be balanced by the impact of higher population densities, intensive building in coastal areas and, for the UK, by the decay of coastal defences since the 1950s improvements.


          


          Films & Music


          
            	BBC Timewatch made a documentary about The North Sea flood of 1953, called The Greatest Storm.


            	An episode of the ITV series Savage Planet also featured the flood.


            	In January 2008 the Brighton-based band British Sea Power released their 3rd album entitled " Do You Like Rock Music?" which includes the song "Canvey Island", about the 1953 North Sea floods.


            	The Dutch public broadcasting foundation has made numerous documentaries featuring the North Sea flood of 1953. They have also made 2 English versions of what where originally Dutch documentaries. The titles of these documentaries are "The Greatest Storm" and "1953, the year of the beast".


            	The 1953 Floods were mentioned in detail in the 2007 Film 'Flood'.
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        North Sea oil


        
          

          North Sea oil refers to oil and natural gas ( hydrocarbons) produced from oil reservoirs beneath the North Sea. In the oil industry, "North Sea" often refers to a larger geographical set, including areas such as the Norwegian Sea and the UK "Atlantic Margin" (west of Shetland) not, strictly speaking, part of the North Sea.


          


          History


          North Sea oil was discovered in the early 1960s, with the first well coming on line in 1971 and being piped ashore at Teesside, England, from 1975, but the fields were not intensively exploited until rising oil prices in the 1980s made exploitation economically feasible. Volatile weather conditions in Europe's North Sea have made drilling particularly hazardous, claiming many lives. The conditions also make extraction a costly process, by the 1980s costs for developing new methods and technologies to make the process both efficient and safe, far exceeded NASAs budget to land a man on the moon. In reality, oil seeps had been known from coal beds on either side of the North Sea, but only a limited amount of development had occurred ( Eakring oil field, Nottinghamshire, England; Edinburgh Oil Shales (which seem unrelated to later discoveries); and small discoveries in the Netherlands and Northern Germany). A "demonstration well" was sunk in 1938 in association with the World Petroleum Congress at The Hague. After the Second World War a small number of onshore gas and oil fields were found in 1959, an academic well drilled at Ten Boer near Groningen, Netherlands was deepened and discovered a significant gas deposit. Appraisal and development wells over the next few years brought the realisation in 1963 that the Groningen field was not just "economic", nor even "big", or "large", or "giant", but was an "elephant" field of huge potential. Given that, extending exploration into adjacent areas was an obvious decision.


          The exploration of the North Sea has been a story of continually pushing the edges of the technology of exploitation (in terms of what can be produced) and later the technologies of discovery and evaluation ( 2-D seismic, followed by 3-D and 4-D seismic; sub-salt seismic; immersive display and analysis suites and supercomputing to handle the flood of computation required).


          


          Licensing


          There are five countries with North Sea Production. All operate a tax and Royalty licensing regime. The respective sectors are divided by median lines agreed in the late 1960s:


          
            	United Kingdom - licences are administered by the DTI ( Department of Trade and Industry- Website). The UKCS (United Kingdom Continental Shelf) is divided into quadrants of 1 degree latitude and one degree longitude. Each quadrant is divided into 30 blocks measuring 10 minutes of latitude and 12 minutes of longitude. Some blocks are divided further into part blocks where some areas are relinquished by previous licensees. For example block 13/24a is located in quad 13 and is the 24th block and is the a part block of this block. The UK government has traditionally issued licences via periodic (now annual) licensing rounds. Blocks are awarded on the basis of the work programme bid by the participants. The UK DTI has been very active in attracting new entrants to the UKCS via Promote licensing rounds (less demanding terms) and the fallow acarage initiative where non-active licences have had to be relinquished.


            	Norway - licences are administered by the NPD (Norwegian Petroleum Directorate Website in English ). The NCS is also divided into quads of 1 degree by 1 degree. Norwegian licence blocks are larger than British blocks, being 15 minutes of latitude by 20 minutes of longitude (12 blocks in a quad). Like Britain there are numerous part blocks formed by relicensing relinquished land.


            	Denmark - The Danish sector is administered by the Danish Energy Authority ( website in English). The Danes also divide their sector of the North Sea into 1 degree by 1 degree quadrants, their blocks however are 10 minutes latitude by 15 minutes longitude. Part blocks exist where partial relinquishments have taken place.


            	Germany - Germany and the Netherlands share a quadrant and block grid - quadrants are given letters rather than numbers. The blocks are 10 minutes latitude by 20 minutes longitude. Germany has the smallest sector in the North Sea.


            	Netherlands - The Dutch sector is located in the Southern Gas Basin and shares a grid pattern with Germany.

          


          


          Reserves and production


          The British and Norwegian sections hold most of the remainder of the large oil reserves. Estimates say that in the Norwegian section alone lie 54% of the sea's oil reserves and 45% of its gas reserves. About half of the North Sea oil reserves have been extracted, although exact figures are debatable due to the nature of estimating oil reserves.


          Most oil companies have investments in the North Sea. Peaking in 1999, production of North Sea oil was nearly 6 million barrels (950,000 m) per day. Natural gas production was nearly 10 trillion cubic feet (280,000,000,000 m) in 2001 and continues to increase.


          Brent crude (one of the earliest crude oils produced in the North Sea) is still used today as a standard reference for pricing oil.


          North Sea oil production fell ten percent (230,000 barrels) in 2004, and fell an additional 12.8% in 2005. This was the largest decrease of any other oil exporting nation in the world, and has led to Britain becoming a net importer of crude for the first time in decades, as recognized by the energy policy of the United Kingdom. . The production is expected to fall to one-third of its peak by 2020.


          In Spring 1999, a prospected oil field, later named Buzzard, came in as the largest discovered in the past 25 years, with producible reserves of almost 500 million barrels. While significant, this is less than the amount of oil consumed globally in a single week.
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        Northwest Africa


        
          

          Northwest Africa or Northwestern Africa is a variably defined region of the African continent. The term is commonly used in various disciplines: geopolitics, archaeology, anthropology, and genetics. Incorporating cardinal directions, the term is preferred over use of Maghreb and similar terms possibly due to the cultural underpinnings of those terms.


          The countries and territories in Northwestern Africa include:


          
            	Algeria


            	Libya


            	Morocco


            	Mauritania


            	Tunisia


            	Western Sahara

          


          Maghreb, Barbary, and Tamazgha are more or less synonymous with Northwestern Africa.


          
            
              	
                
Regions of the world
              
            


            
              	
                
                  
                    	
                      [image: ]

                    

                    	Africa

                    	
                      Maghreb Northern Central Southern Western Eastern

                    
                  


                  
                    	
                      [image: ]

                    

                    	Americas

                    	
                      North ( Northern  Middle  Central  Caribbean)  South ( Southern Cone)  Anglo  Latin

                    
                  


                  
                    	
                      [image: ]

                    

                    	Asia

                    	
                      Central Eastern ( Far East Asia-Pacific) Northern ( Siberia) Southern ( Indian subcontinent) Southeastern Southwestern/Western

                    
                  


                  
                    	
                      [image: ]

                    

                    	Europe

                    	
                      Western Central Eastern Northern Southern

                    
                  

                

              

              	
                
                  
                    	
                      [image: ]

                    

                    	Middle East

                    	Arabian Peninsula Caucasus Levant Mesopotamia Persian Plateau
                  


                  
                    	
                      [image: ]

                    

                    	Oceania

                    	
                      Australasia Melanesia Micronesia Polynesia

                    
                  


                  
                    	
                      [image: ]

                    

                    	Polar

                    	
                      Arctic Antarctica

                    
                  


                  
                    	
                      [image: ]

                    

                    	Oceans

                    	World Arctic Atlantic Indian Pacific Southern
                  


                  
                    	See also Continents of the world
                  

                

              
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Northwest_Africa"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Norway


        
          

          
            
              	
                Kongeriket Norge

                Kongeriket Noreg

                
                  Kingdom of Norway
                

              
            


            
              	
                
                  
                    	[image: Flag of Norway]

                    	[image: Coat of arms of Norway]
                  


                  
                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	
                Motto:

                
                  Royal: Alt for Norge / Alt for Noreg

                  (All for Norway)

                  

                  1814 Eidsvoll oath:

                  Enig og tro til Dovre faller

                  (United and loyal until the mountains of Dovre crumble)
                

              
            


            
              	Anthem: Ja, vi elsker dette landet

              Royal anthem: Kongesangen
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              	Capital

              (and largest city)

              	Oslo

            


            
              	Official languages

              	Norwegian ( Bokml and Nynorsk)1
            


            
              	Demonym

              	Norwegian
            


            
              	Government

              	Parliamentary democracy and Constitutional monarchy
            


            
              	-

              	Monarch

              	Harald V
            


            
              	-

              	Prime Minister

              	Jens Stoltenberg ( Ap)
            


            
              	Establishment

              	
            


            
              	-

              	Unification

              	872
            


            
              	-

              	Constitution

              	17 May, 1814
            


            
              	-

              	Independence from union with Sweden

              	

              declared 7 June, 1905
            


            
              	Area
            


            
              	-

              	Total

              	385,252km( 61st2)

              148,746 sqmi
            


            
              	-

              	Water(%)

              	7.0
            


            
              	Population
            


            
              	-

              	2008estimate

              	4,752,735( 114th)
            


            
              	-

              	Density

              	12/km( 202nd)

              31/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$257.4 billion( 40th)
            


            
              	-

              	Per capita

              	$55,600( 3rd)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$391.3 billion( 25th)
            


            
              	-

              	Per capita

              	$83.922 (486.335 NOK)( 2nd)
            


            
              	Gini(2000)

              	25.8(low)( 6th)
            


            
              	HDI(2007)

              	▲ 0.968(high)( 2nd)
            


            
              	Currency

              	Norwegian krone ( NOK)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.no5 .sj and .bv
            


            
              	Calling code

              	+47
            


            
              	1

              	Northern Sami is used in the municipal administration of six municipalities, Lule Sami in one, and Finnish/ Kven in one.
            


            
              	2

              	Includes Svalbard and Jan Mayen.
            


            
              	3

              	This percentage is for the mainland and also includes glaciers
            


            
              	4

              	Statistics Norway estimation ( September 5, 2006) using variant MMMM from Table 10
            


            
              	5

              	Two more TLDs have been assigned, but to date not used: .sj for Svalbard and Jan Mayen; .bv for Bouvet Island.
            

          


          Norway ( Norwegian: Norge ( bokml) or Noreg ( nynorsk)), officially the Kingdom of Norway, is a constitutional monarchy in Northern Europe that occupies the western portion of the Scandinavian Peninsula. It is bordered by Sweden, Finland, and Russia, while the United Kingdom and the Faroe Islands lie to its west across the North Sea. The country's extensive coastline along the North Atlantic Ocean is home to its famous fjords.


          Norway also includes the Arctic island territories of Svalbard and Jan Mayen. Norwegian sovereignty over Svalbard is based upon the Svalbard Treaty, but that treaty does not apply to Jan Mayen. Bouvet Island in the South Atlantic Ocean and Peter I Island and Queen Maud Land in Antarctica are external dependencies, but those three entities do not form part of the kingdom.


          Since World War II, Norway has experienced rapid economic growth, and is now amongst the wealthiest countries in the world. Norway is the world's third largest oil exporter after Russia and Saudi Arabia and the petroleum industry accounts for around a quarter of GDP. It has also rich resources of gas fields, hydropower, fish, forests, and minerals. Norway was the second largest exporter of seafood (in value, after China) in 2006. Other main industries include food processing, shipbuilding, metals, chemicals, mining, fishing and pulp and paper products. Norway has a Scandinavian welfare system and the largest capital reserve per capita of any nation.


          Norway was ranked highest of all countries in human development from 2001 to 2006, and came second in 2007 (to fellow Nordic country Iceland). It also rated the most peaceful country in the world in a 2007 survey by Global Peace Index. It is a founding member of NATO.


          


          Name


          Norway is officially called Kongeriket Norge in the bokml written norm, and Kongeriket Noreg in the nynorsk written norm. In other languages spoken in Norway the country is known as


          
            	Northern Sami: Norga, or Norgga gonagasriika


            	Lule Sami: Vuodna or Vuona gngisrijkka


            	Southern Sami: Nrje or Nrjen gnkarijhke


            	Finnish/ Kven: Norja or Norjan kuningaskunta

          


          Many etymologists believe the country's name comes from the North Germanic languages and that it means "the northern route" (the way to the north), which in Old Norse would be nord veg or *nor vegri. The Old Norse name for Norway was Nreegr, in Anglo-Saxon Nor weg, and in Medieval Latin Nhorvegia.


          The Old Norse and nynorsk forms are quite similar to an ancient Sami word that means "along the coast" or "along the sea"  realized as nuorrek in contemporary Lule Sami. The presence of the archaic prosecutive case marker (sometimes also called prolative in Finno-Ugric language research) supports the claim that the Sami word is indigenous and not a borrowing from North Germanic languages.


          The earliest known written occurrence of the name "Norway" is in the late 9th century, Old English translation of Orosius' Seven Books of History Against The Pagans, written by King Alfred the Great of Wessex, and adapted by him to include an account of the travels of Ohthere of Hlogaland.


          


          History


          Archaeological findings indicate that Norway was inhabited at least since early 10th millennium BC. Most historians agree that the core of the populations colonizing Scandinavia came from the present-day Germany. In the first centuries AD, Norway consisted of a number of petty kingdoms. According to tradition, Harald Fairhair unified them into one, in 872 AD after the Battle of Hafrsfjord, thus becoming the first king of a united Norway.
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          The Viking age, 8-11th centuries AD, was characterized by expansion and immigration. Many Norwegians left the country to live in Iceland, the Faroe Islands, Greenland and parts of Britain and Ireland. The modern-day Irish cities of Limerick, Dublin, and Waterford were founded by Norwegian settlers. Norse traditions were slowly replaced by Christianity in the 9th and 10th centuries, and this is largely attributed to the missionary kings Olav Tryggvasson and St. Olav. Haakon the Good was Norway's first Christian king, in the mid tenth century, though his attempt to introduce the religion was rejected.


          In 1349, the Black Death killed between 40% and 50% of the population, resulting in a period of decline, both socially and economically. Ostensibly, royal politics at the time resulted in several personal unions between the Nordic countries, eventually bringing the thrones of Norway, Denmark, and Sweden under the control of Queen Margrethe I of Denmark when the country entered into the Kalmar Union. Although Sweden broke out of the union in 1523, Norway remained till 1814, a total of 434 years. The National romanticism of the 19th century, the centralization of the kingdom's royal, intellectual, and administrative powers in Copenhagen, Denmark, the dissolution of the archbishopric in Trondheim with the introduction of Protestantism in 1537, as well as the distribution of the church's incomes to the court in Copenhagen meant that Norway lost the steady stream of pilgrims to the relics of St. Olav at the Nidaros shrine, and with them, much of the contact with cultural and economic life in the rest of Europe. The steady decline was highlighted by the loss of the provinces Bhuslen, Jemtland, and Herjedalen to Sweden, as a result of wars.


          After DenmarkNorway was attacked by Great Britain, it entered into an alliance with Napoleon, with the war leading to dire conditions and mass starvation in 1812. As the kingdom found itself on the losing side in 1814 it was forced to cede Norway to the kingdom of Sweden, while the old Norwegian provinces of Iceland, Greenland and the Faroe Islands remained with the Danish crown. Norway took this opportunity to declare independence, adopted a constitution based on American and French models, and elected the Danish crown prince Christian Fredrik as king on May 17, 1814. This caused the Norwegian-Swedish War to break out between Sweden and Norway but as Sweden's military was not strong enough to defeat the Norwegian forces outright, Norway agreed to enter a personal union with Sweden. Under this arrangement, Norway kept its liberal constitution and independent institutions, except for the foreign service.
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          This period also saw the rise of the Norwegian romantic nationalism cultural movement, as Norwegians sought to define and express a distinct national character. The movement covered all branches of culture, including literature ( Henrik Wergeland, Bjrnstjerne Bjrnson, Peter Christen Asbjrnsen, Jrgen Moe, Henrik Ibsen), painting ( Hans Gude, Adolph Tidemand), music ( Edvard Grieg), and even language policy, where attempts to define a native written language for Norway led to today's two official written forms for Norwegian: Bokml and Nynorsk.


          Christian Michelsen, a Norwegian shipping magnate and statesman, Prime Minister of Norway from 1905 to 1907 played a central role in the peaceful separation of Norway from Sweden on June 7, 1905. After a national referendum confirmed the people's preference for a monarchy over a republic, the Norwegian government offered the throne of Norway to the Danish Prince Carl and Parliament unanimously elected him king. He took the name of Haakon VII, after the medieval kings of independent Norway. In 1898, all men were granted universal suffrage, followed by all women in 1913.


          During both World wars Norway claimed neutrality but during World War II it was invaded by German forces on April 9, 1940 while the allies also had plans in mind for an invasion of the country. In April 1940, the British fleet mined Norwegian territorial waters. Norway was unprepared for the German surprise attack, but military resistance continued for two months. During the Norwegian Campaign, the Kriegsmarine lost many ships including the cruiser Blcher. The battles of Vinjesvingen and Hegra eventually became the last strongholds of Norwegian resistance in southern Norway in May, while the armed forces in the north launched an offensive against the German forces in the Battles of Narvik, until they were forced to surrender on June 10. On the day of the invasion, the collaborative leader of the small National-Socialist party Nasjonal Samling  Vidkun Quisling  tried to seize power, but was forced by the German occupiers to step aside. Real power was wielded by the leader of the German occupation authority, Reichskommissar Josef Terboven. Quisling, as minister president, later formed a collaborationist government under German control. At the time of the invasion, Norway had the fourth largest merchant marine in the world led by the shipping company Nortraship, which under the Allies took part in every war operation from the evacuation of Dunkirk to the Normandy landings.


          Following the war, the Social Democrats came to power and ruled the country for much of the cold war. Norway joined NATO in 1949, and became a close ally of the United States. Two plebiscites to join the European Union failed by narrow margins in 1972 and 1994. Large reserves of petroleum and natural gas were discovered in the 1960s, which led to a continuing boom in the economy.


          


          Geography, climate and environment
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          Norway comprises the western part of Scandinavia in Northern Europe. The rugged coastline, broken by huge fjords and thousands of islands, stretches over 2,500 km as the crow flies and over 83,000 km including the fjords and islands. Norway shares a 2,542 km land border with Sweden, Finland, and Russia to the east. To the west and south, Norway is bordered by the Norwegian Sea, the North Sea, and Skagerak. The Barents Sea washes on Norway's northern coasts.


          At 385,252 km (including Jan Mayen, Svalbard), Norway is slightly larger than Germany, but much of the country is dominated by mountainous or high terrain, with a great variety of natural features caused by prehistoric glaciers and varied topography. The most noticeable of these are the fjords: deep grooves cut into the land flooded by the sea following the end of the Ice Age. The longest is Sognefjorden. Norway also contains many glaciers and waterfalls.


          
            [image: Typical Western Norwegian landscape with village (Geiranger)]

            
              Typical Western Norwegian landscape with village (Geiranger)
            

          


          The land is mostly made of hard granite and gneiss rock, but slate, sandstone and limestone are also common, and the lowest elevations have marine deposits. Due to the Gulf Stream and prevailing westerlies, Norway experiences warmer temperatures and more precipitation than expected at such northern latitudes, especially along the coast. The mainland experiences four distinct seasons, with colder winters and less precipitation inland. The northernmost part has a mostly maritime Subarctic climate, while Svalbard has an Arctic tundra climate.


          Due to Norway's high latitude, there are large seasonal variations in daylight. From late May to late July, the sun never completely descends beneath the horizon in areas north of the Arctic Circle (hence Norway's description as the "Land of the Midnight Sun") and the rest of the country experiences up to 20 hours of daylight per day. Conversely, from late November to late January, the sun never rises above the horizon in the north, and daylight hours are very short in the rest of the country. Throughout Norway, one will find stunning and dramatic scenery and landscape. The west coast of southern Norway + the coast of North Norway are among the most impressive coastlines anywhere in the world.


          The 2008 Environmental Performance Index put Norway in second place, after Switzerland, based on the environmental performance of the country's policies.


          


          Politics


          Norway is a constitutional monarchy with a parliamentary system of government.


          The Norwegian monarchy Norwegian Royal Family is a branch of the princely family of Glcksburg, originally from Schleswig-Holstein in Germany. Since 1991 the king had been Harald V.


          The Constitution of Norway was adopted in 1814. It grants important executive powers to the King, but these are effectively always exercised by the Norwegian Council of State (the cabinet) in the name of the King. The king does act as cermonial head of state and a symbol of national unity and retains some reserve powers, which were used in World War II during the German occupation, when Haakon VII said he would abdicate rather than appoint a collaborationist government led by Vidkun Quisling. The King also opens the Parliament every October, receives ambassadors to the Norwegian court, and acts as the symbolic supreme commander of the Norwegian Defence Force and the High Protector of the Church of Norway, the established church.


          The Council of State consists of a Prime Minister (the head of government) and other ministers, formally appointed by the King. Parliamentarism has evolved since 1884 and entails that the cabinet must not have the parliament against it, and that the appointment by the King is a formality when there is a clear majority in Parliament for a party or a coalition of parties. After elections resulting in no clear majority to any party or coalition, the leader of the party most likely to be able to form a government is appointed Prime Minister by the King. Norway has often been ruled by minority governments.


          The King has government meetings every Friday at the Royal Palace (Council of State), but the government decisions are decided in advance in government conferences headed by the Prime Minister every Tuesday and Thursday. In order to form a government, more than half the membership of the Council of State is required to belong to the Church of Norway. Currently, this means at least ten out of 19 members. After the negotiations of looser ties between the church and the state, it was decided that this requirement will be abolished in the near future.
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          The Norwegian parliament is the Storting (Stortinget). It current has 169 members (an increased from 165 effective in the September 2005 elections). The members are elected from the 19 counties for four-year terms according to a system of proportional representation. An additional 19 seats ("levelling seats") are allocated on a nationwide basis to make the representation in parliament correspond better with the popular vote. There is a 4 percent election threshold to gain levelling seats.


          The Storting is a qualified unicameral body. After elections it elects a quarter of its membership to form the Lagting, a sort of upper house, with the remaining three quarters forming the Odelsting, a lower house. When voting the two chambers divide, and this division of chambers is also used on very rare occasions such as impeachment. The original idea in 1814 was probably to have the Lagting act as an actual upper house, and the senior and more experienced members of the Storting were placed here. Laws are in most cases proposed by the government through a Member of the Council of State, or in some cases by a member of the Odelsting in case of repeated disagreement in the joint Storting. In modern times the Lagting rarely disagrees, effectively rubber-stamping the Odelsting's decisions.


          Impeachment cases are very rare and may be brought against Members of the Council of State, of the Supreme Court (Hyesterett), or of the Storting for criminal offenses which they may have committed in their official capacity. The last case was in 1927, when Prime Minister Abraham Berge was acquitted.


          Constitutional amendments of February 20, 2007 provide for:


          
            	The abolition of division after the 2009 general election (making the Storting fully unicameral). Legislation will go through two readings, or three in case of dissent, before being passed and sent to the King for assent.


            	Changes in impeachment procedures. The current system ( indictments raised by the Odelsting and judged by the Lagting and the Supreme Court justices as part of the High Court of the Realm) will be replaced by new system (indictments raised by the Storting in plenary session; impeachment cases will be heard by the five highest-ranking Supreme Court justices and six lay members in one of the Supreme Court courtrooms, instead of the Lagting chamber; Storting representatives no longer perform as lay judges).

          


          The judiciary is referred to as the Courts of Justice of Norway. It consists of a Supreme Court of 18 permanent judges and a chief justice, appellate courts, city and district courts, and conciliation councils. Judges attached to regular courts are appointed by the king-in-council.


          Each December Norway gives a Christmas tree to the United Kingdom in thanks for the UK's assistance during World War II. A ceremony takes place to erect the tree in Trafalgar Square.


          In its 2007 Worldwide Press Freedom Index, Reporters Without Borders ranked Norway at a shared 1st place (with Iceland) out of 169 countries.


          Corporal punishment of children has been illegal in Norway since 1983.


          


          Foreign relations
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          Norway maintains embassies in 86 countries around the world. Norway has diplomatic relations with many countries without maintaining an embassy in the country. 60 countries maintain an embassy in Norway, all of them in the capital, Oslo.


          Norway was a founding member of the United Nations, NATO, the Council of Europe, the European Free Trade Association, the OECD and the OSCE, and maintains membership in several other international organisations. Norway has twice rejected proposed membership of the European Union although Norway has access to the European single market through membership in the European Economic Area.


          Norway has also assisted in international negotiations, such as in facilitating the Oslo Accords.


          


          Cities and municipalities
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          Norway is divided into nineteen first-level administrative regions known as fylker (" counties", singular fylke) and 430 second-level kommuner (" municipalities", singular kommune). The fylke is the intermediate administration between state and municipality. The King is represented in every county by a Fylkesmann.


          There is ongoing debate as to whether the nineteen "fylker" should be replaced with five to nine larger regions. Some expect this to happen by 2010, whereas others expect the intermediate administration to disappear entirely. Another option would probably require consolidating the municipalities into larger entities and delegating greater responsibility to them.


          The counties of Norway are:


          
            
              	Akershus


              	Aust-Agder


              	Buskerud


              	Finnmark


              	Hedmark


              	Hordaland


              	Mre og Romsdal


              	Nordland


              	Nord-Trndelag


              	Oppland


              	Oslo


              	stfold


              	Rogaland


              	Sogn og Fjordane


              	Sr-Trndelag


              	Telemark


              	Troms


              	Vest-Agder


              	Vestfold

            

          


          


          Economy
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          Norwegians enjoy the second highest GDP per-capita (after Luxembourg) and third highest GDP (PPP) per-capita in the world, and has maintained first place in the world in the UNDP Human Development Index (HDI) for six consecutive years (2001-2006). However, in 2007 Iceland very narrowly beat Norway as the #1 place according to the Human Development Index.


          The Norwegian economy is an example of mixed economy, featuring a combination of free market activity and large government ownership. The government controls key areas, such as the strategic petroleum sector ( StatoilHydro), hydroelectric energy production ( Statkraft), aluminium production ( Norsk Hydro), the largest Norwegian bank ( DnB NOR) and telecommunication provider ( Telenor). The government controls 31.6% of publicly listed companies. When non-listed companies are included the state has even higher share in ownership (mainly from direct oil license ownership).


          Referendums in 1972 and 1994 indicated that the Norwegian people wished to remain outside the European Union (EU). However, Norway, together with Iceland and Liechtenstein, participates in the European Union's single market via the European Economic Area (EEA) agreement. The EEA Treaty between the European Union countries and the EFTA countries  transposed into Norwegian law via "ES-loven"  describes the procedures for implementing European Union rules in Norway and the other EFTA countries. This makes Norway a highly integrated member of most sectors of the EU internal market. However, some sectors, such as agriculture, oil and fish, are not wholly covered by the EEA Treaty. Norway has also acceded to the Schengen Agreement and several other intergovernmental agreements between the EU member states.


          The country is richly endowed with natural resources including petroleum, hydropower, fish, forests, and minerals. Norway has obtained one of the highest standards of living in the world in part by having a large amount of natural resources compared to the size of the population. The income from natural resources include a significant contribution from petroleum production and the substantial and well-managed income related to this sector. Norway also has a very low unemployment rate, currently below 2% (June 2007). The hourly productivity levels, as well as average hourly wages in Norway are among the highest in the world. The egalitarian values of the Norwegian society ensure that the wage difference between the lowest paid worker and the CEO of most companies is much smaller than in comparable western economies. This is also evident in Norway's low Gini coefficient.


          Cost of living is about 30% higher in Norway than in the United States and 25% higher than the United Kingdom. The standard of living in Norway is high, and the continuing increase in oil prices ensure that Norway will remain one of the richest countries in the world over the foreseeable future.


          


          Education


          Higher education in Norway is offered by a range of seven universities, five specialised colleges, 25 university colleges as well as a range of private colleges. Education follows the Bologna process involving Bachelor (3 years), Master (2 years) and Doctor (4 years) degrees. Acceptance is offered after finishing upper secondary school with general study competence.


          Public education is free, with an academic year with two semesters, from August to December and from January to June. The ultimate responsibility for the education lies with the Norwegian Ministry of Education and Research.


          


          Demography
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          As of 2007, Norway's population numbered 4.7 million. Most Norwegians are ethnic Norwegians, a North Germanic people. The Sami people traditionally inhabit central and northern parts of Norway and Sweden, as well as in northern Finland and in Russia on the Kola Peninsula. Another national minority are the Kven people who are the descended of Finnish speaking people that moved to northern Norway in the 18th up to 20th century. Both the Sami and the Kven were subjected to a strong assimilation policy by the Norwegian government from the 19th century up to the 1970s. Because of this "Norwegianisation process", many families of Sami or Kven ancestry now self-identify as ethnic Norwegian . This, combined with a long history of co-habitation of the Sami and North Germanic peoples on the Scandinavian peninsula, makes claims about ethnic population statistics less straightforward than is often suggested  particularly in central and northern Norway. Other groups recognized as national minorities of Norway are Jews, Forest Finns, Roma/Gypsies and Romani people/Travellers.


          In recent years, immigration has accounted for more than half of Norway's population growth. According to Statistics Norway (SSB), record 61,200 immigrants arrived in the country in 2007  35% higher than 2006. At the beginning of 2008, there were 459,600 persons in Norway with an immigrant background (i.e. immigrants, or born of immigrant parents), comprising 9.7% of the total population. 350,000 of these were from a non-Western background, which includes the formerly Communist countries according to the definition used by Statistics Norway. The largest immigrant groups by country of origin, in order of size, are Poles, Pakistanis, Swedish, Iraqis, Somalis , Vietnamese, Danes, and Germans.The Iraqi immigrant population has shown a large increase in recent years. After the enlargement of the EU in 2004, there has also been an influx of immigrants from Central and Eastern Europe, particularly Poland. The largest increase in 2007 was of immigrants from Poland, Germany, Sweden and Lithuania .


          


          Religion


          In common with other Scandinavian countries, the Norse followed a form of native Germanic paganism known as Norse paganism. By the end of the eleventh century, when Norway had been Christianized, the indigenous Norse religion and practices were prohibited. Anti- heathenry laws, however, were removed early in the twentieth century. Many remnants of the native religion and beliefs of Norway exist today, including names, referential names of cities and locations, the days of the week, and other parts of the everyday language.


          Parts of the Sami minority retained their shamanistic religion well into the 18th century when they were converted to Christianity by Dano-Norwegian missionaries.


          Nearly 83% of Norwegians are members of the state Church of Norway, to which they are registered at birth. Many remain in the state church to be able to use services such as baptism, confirmation, marriage and burial, rites which have strong cultural standing in Norway. Up to 40% of the membership attends church or religious meetings during a year, with fewer attending regularly.


          According to the most recent Eurobarometer Poll 2005, 32% of Norwegian citizens responded that "they believe there is a god," whereas 47% answered that "they believe there is some sort of spirit or life force" and 17% that "they do not believe there is any sort of spirit, god, or life force."


          Other Christian denominations total about 4.5% of the population. These include the Evangelical Lutheran Free Church, the Roman Catholic Church, Pentecostal congregations, the Methodist Church, Adventists, the Church of Jesus Christ of Latter-day Saints, and Jehovah's Witnesses and others. Among non-Christian religions, Islam is the largest, representing about 1.5% of the population: It is practiced mainly by the Somalian, Arab, Albanian, Pakistani and Turkish communities. Other religions comprise less than 1% each, including Judaism (see Jews in Norway). Indian immigrants introduced Hinduism to Norway, but account for fewer than 5,000 people, or 1% of non-Lutheran Norwegians. There are eleven Buddhist organizations, grouped under the Buddhistforbundet organisation, which make up 0.42% of the population. Around 1.5% of Norwegians adhere to the secular Norwegian Humanist Association. About 5% of the population is unaffiliated.


          


          Languages
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          The North Germanic Norwegian language has two official written forms, Bokml and Nynorsk. They have officially equal status, i.e. they are both used in public administration, in schools, churches, radio and television, but Bokml is used by the vast majority, about 85-90%. Around 95% of the population speak Norwegian as their native tongue, although many speak dialects that may differ significantly from the written language. In general Norwegian dialects are inter-intelligible, though some may require significant effort. Several Finno-Ugric Sami languages are spoken and written throughout the country, especially in the north, by the Sami people. The state recognises these languages as official, and speakers have a right to get education in Sami language no matter where they are living, and receive communications from government in various Sami languages. The Kven minority speak the Finno-Ugric Kven language/Finnish.


          Norwegian is highly similar to the other languages in Scandinavia, Swedish and Danish. All three languages are mutually intelligible and can be, and commonly are, employed in communication between inhabitants of the Scandinavian countries. As a result of the cooperation within the Nordic Council, inhabitants of all Nordic countries, including Iceland and Finland, have the right to communicate with the Norwegian authorities in their own language.


          Any Norwegian student who is a child of immigrant parents is encouraged to learn the Norwegian language. The Norwegian government offers language instructional courses for immigrants wishing to obtain Norwegian citizenship.


          The main foreign languages taught in Norwegian elementary school are English, German and French. Spanish, Russian, Japanese and Italian are available in some schools, mostly in the cities.


          


          Literature


          The history of Norwegian literature starts with the pagan Eddaic poems and skaldic verse of the 9th and 10th centuries with poets such as Bragi Boddason and Eyvindr Skldaspillir. The arrival of Christianity around the year 1000 brought Norway into contact with European medieval learning, hagiography and history writing. Merged with native oral tradition and Icelandic influence this was to flower into an active period of literature production in the late 12th and early 13th centuries. Major works of that period include Historia Norwegie, Thidreks saga and Konungs skuggsj.


          Little Norwegian literature came out of the period of the Scandinavian Union and the subsequent Dano-Norwegian union (13871814), with some notable exceptions such as Petter Dass and Ludvig Holberg. In his play Peer Gynt, Ibsen characterized this period as "Twice two hundred years of darkness/brooded o'er the race of monkeys", although the latter line is not as frequently quoted as the former. During the union with Denmark, written Norwegian was replaced by Danish.


          Two major events precipitated a major resurgence in Norwegian literature. In 1811 a Norwegian university was established in Christiania Seized by the spirit of revolution following the American and French Revolutions, the Norwegians signed their first constitution in 1814. Soon, the cultural backwater that was Norway brought forth a series of strong authors recognized first in Scandinavia, and then worldwide; among them were Henrik Wergeland, Peter Asbjrnsen, Jrgen Moe and Camilla Collett.


          By the late 19th century, in the Golden Age of Norwegian literature, the so-called Great Four emerged: Henrik Ibsen, Bjrnstjerne Bjrnson, Alexander Kielland, and Jonas Lie. Bjrnson's "peasant novels", such as "En glad gutt" (A Happy Boy) and "Synnve Solbakken" are typical of the national romanticism of their day, whereas Kielland's novels and short stories are mostly realistic. Although an important contributor to early Norwegian romanticism (especially the ironic Peer Gynt), Henrik Ibsen's fame rests primarily on his pioneering realistic dramas such The Wild Duck and A Doll's House, many of which caused moral uproar because of their candid portrayals of the middle classes.


          In the twentieth century three Norwegian novelists were awarded the Nobel prize in literature: Bjrnstjerne Bjrnson in 1903, Knut Hamsun for the book " Markens grde" ("Growth of the Soil") in 1920, and Sigrid Undset in 1928. In the 20th century writers like Dag Solstad, Jostein Gaarder, Erik Fosnes Hansen, Jens Bjrneboe, Kjartan Flgstad, Lars Saabye Christensen, Johan Borgen, Herbjrg Wassmo, Jan Erik Vold, Rolf Jacobsen, Olaf Bull, Jan Kjrstad, Georg Johannesen, Tarjei Vesaas, Sigurd Hoel, Arnulf verland and Johan Falkberget have made important contributions to Norwegian literature.
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              	Geography
            


            
              	Status:

              	City ( Time Immemorial)
            


            
              	Government Region:

              	East of England
            


            
              	Administrative County:

              	Norfolk
            


            
              	Area:

              - Total

              	Ranked 322nd

              39.02 km
            


            
              	Admin. HQ:

              	Norwich
            


            
              	Grid reference:

              	TG 232 085
            


            
              	ONS code:

              	33UG
            


            
              	Demographics
            


            
              	Population:

              - Total (2006est.)

              - Density

              	Ranked 147th

              129,500

              3319 / km
            


            
              	Ethnicity:

              	96.8% White

              1.08% Mixed race

              0.85% South Asian

              0.38% Chinese

              0.35% Black.
            


            
              	Heraldry
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              Arms of the City of Norwich

              Gules a Castle triple-towered and domed Argent in base a Lion passant guardant Or.
            


            
              	Politics
            


            
              	Leadership:

              	Leader & Cabinet
            


            
              	Executive:

              	TBA (council NOC)
            


            
              	MPs:

              	Charles Clarke, Ian Gibson
            


            
              	Post Office and Telephone
            


            
              	Postcode:

              	NR
            


            
              	Dialling Code:

              	01603
            

          


          Norwich ( pronunciation; IPA: /ˈnɒrɪdʒ/), is a city in East Anglia, in Eastern England, UK. It is the regional administrative centre and county city of Norfolk. During the 11th century Norwich became the second largest city in England, after London, and one of the most important places in the kingdom.


          The suburban area expands far beyond its boundary, with extensive suburban areas outside the city on the western, northern and eastern sides, including Thorpe St. Andrew on the eastern side. The Parliamentary seats cross over into adjacent local government districts. 121,600 (2006 est) people live in the Norwich City Council area and the population of the Norwich Travel to Work Area (i.e. the area of Norwich in which most people both live and work) is 367,035 (the 1991 figure was 351,340). Norwich is the fourth most densely populated Local Authority District within the East of England with 3,319 people per square kilometre (8,592 per square mile).


          The Department for Communities and Local Government recently considered whether Norwich should become a unitary authority, separate from Norfolk County Council. It was not selected as one of the new creations in July 2007 as its proposals did not meet the strict criteria.


          


          History


          


          Roman


          The Romans had their regional capital at Venta Icenorum on the river to the south which is near modern-day Caistor St Edmund.


          


          Early English/Norman Conquest


          There are two suggested models of development for Norwich. It is possible that three separate early Anglo-Saxon settlements, one on the north of the river and two either side on the south, joined together as they grew or that one Anglo-Saxon settlement, on the north of the river, emerged in the mid 7th century after the abandonment of the previous three. The ancient city was a thriving centre for trade and commerce in East Anglia in 1004 AD when it was raided and burnt by Swein Forkbeard the Viking. Mercian coins and shards of pottery from the Rhineland dating to the 8th century suggest that long distance trade was happening long before this. Between 924-939 AD Norwich became fully established as a town due to the fact that it had its own mint. The word Norvic appears on coins across Europe minted during this period, in the reign of King Athelstan. The Vikings were a strong cultural influence in Norwich for 40-50 years at the end of the 9th century, setting up an Anglo-Scandinavian district towards the north end of present day King Street.


          At the time of the Norman Conquest the city was one of the largest in England. The Domesday Book states that it had approximately twenty-five churches and a population of between five and ten thousand. It also records the site of an Anglo-Saxon church in Tombland, the site of the Saxon market place and the later Norman cathedral. Norwich continued to be a major centre for trade, the River Wensum being a convenient export route to the sea. Quern stones, and other artifacts, from Scandinavia and the Rhineland have been found during excavations in Norwich city centre which date from the 11th century onwards.


          The main area of Saxon settlement south of the Wensum was destroyed by the construction of the Norman castle (see Norwich Castle) during the 1070s. The Normans established a new focus of settlement around the Castle and the area to the west of it: this became known as the "New" or "French" borough, centred on the Norman's own Market Place which survives to the present day as the City's Provision Market.


          In 1096, Herbert de Losinga, the Bishop of Thetford, began construction of Norwich Cathedral. The chief building material for the Cathedral was limestone, imported from Caen in Normandy. To transport the building stone to the cathedral site, a canal was cut from the river (from the site of present-day Pulls Ferry), all the way up to the east wall. Herbert de Losinga then moved his See there to what became the cathedral church for the Diocese of Norwich. The bishop of Norwich still signs himself Norvic.


          Norwich received a royal charter from Henry II in 1158, and another one from Richard the Lionheart in 1194.


          


          Middle Ages


          By the middle of the 14th century the city walls, about two and a half miles (4 km) long, had been completed. These, along with the river, enclosed a larger area than that of the City of London. However, when the city walls were constructed it was made illegal to build outside them, inhibiting expansion of the city.


          In 1144, the Jews of Norwich were accused of ritual murder after a boy ( William of Norwich) was found dead with stab wounds. This was the first incidence of blood libel in England. The story was turned into a cult, William acquiring the status of martyr and William was subsequently canonized. The cult of St. William attracted large numbers of pilgrims, bringing wealth to the local church. On February 6, 1190, all the Jews of Norwich were massacred except for a few who found refuge in the castle.


          The wealth generated by the wool trade throughout the Middle Ages financed the construction of many fine churches and Norwich still has more medieval churches than any other city in Western Europe north of the Alps. Throughout this period Norwich established wide-ranging trading links with other parts of Europe, its markets stretching from Scandinavia to Spain. Around this time, the city was made a county corporate and became capital of one of the most densely populated and prosperous counties of England.


          The great immigration of 1567 brought a substantial Walloon community of weavers to Norwich. Norwich has been the home of various dissident minorities, notably the French Huguenot and the Belgian Walloon communities in the sixteenth and seventeenth centuries. These immigrants were known locally as 'Strangers'. The merchant's house - now a museum - which was their earliest base in the city is still known as 'Strangers' Hall'. It seems that the Strangers were integrated into the local community without a great deal of animosity, at least among the business fraternity who had the most to gain from their skills. The arrival of the Strangers in Norwich bolstered trade with mainland Europe, fostering a movement toward religious reform and radical politics in the city. During this time Norwich became the second largest city in the country second only to London


          


          English Civil Wars to Victorian Era


          The eastern counties were profoundly Parliamentarian in nature and Norwich followed suit, at the cost of some discomfort to the Lord Mayor, a Royalist, and the bishop, Joseph Hall, a moderate but targeted because of his position.


          The Norwich Canary was first introduced into England by Flemish refugees fleeing from Spanish persecution in the 1500s. They brought with them not only advanced techniques in textile working but also their pet canaries, which they began to breed locally. The canary is the emblem of the city's football team, Norwich City F.C., nicknamed "The Canaries".


          In 1797 Thomas Bignold, a 36-year-old wine merchant and banker, founded the first Norwich Union Society. Some years earlier, when he moved from Kent to Norwich, Bignold had been unable to find anyone willing to insure him against the threat from highwaymen. With the entrepreneurial thought that nothing was impossible, and aware that in a city built largely of wood the threat of fire was uppermost in people's minds, Bignold formed the "Norwich Union Society for the Insurance of Houses, Stock and Merchandise from Fire". The new business, which became known as the Norwich Union Fire Insurance Office, was a "mutual" enterprise. Norwich Union was later to become the country's largest insurance giant.


          Until the industrial revolution, as the capital of England's most populous and prosperous county, Norwich vied with Bristol as England's second city.


          Norwich's geographical isolation was such that until 1845 when a railway connection was established, it was often quicker to travel to Amsterdam by boat than to London. The railway was introduced to Norwich by Morton Peto, who also built the line to Great Yarmouth.


          From 1808 to 1814 Norwich hosted a station in the shutter telegraph chain which connected the Admiralty in London to its naval ships in the port of Great Yarmouth.


          [bookmark: 20th_century]


          20th century


          In the early part of the 20th century Norwich still had several major manufacturing industries. Among these were the manufacture of shoes (for example the Start-rite brand), clothing, joinery, and structural engineering as well as aircraft design and manufacture. Important employers included Boulton & Paul, Barnards (inventors of machine produced wire netting), and electrical engineers Laurence Scott and Electromotors.


          Norwich also has a long association with chocolate manufacture, primarily through the local firm of Caley's, which began as a manufacturer and bottler of mineral water and later diversified into making chocolate and Christmas crackers. Caley's was acquired by Mackintosh in the 1930s. It merged with Rowntree's in 1969 to become Rowntree-Mackintosh; it finally was bought by Nestl and closed down in 1996 with all operations moved to York, ending a 120-year association with Norwich. The factory existed on the site of what is now the Chapelfield development. Caley's chocolate has since made a reappearance as a brand, and is still produced in Norwich.


          HMSO, once the official publishing and stationery arm of the British government and one of the largest print buyers, printers and suppliers of office equipment in the UK, moved most of its operations from London to Norwich in the 1970s.


          Jarrolds, established in 1810, was a well-known printer and publisher.


          Norwich suffered extensive bomb damage during World War II, affecting large parts of the old city centre and Victorian terrace housing around the centre. Industry and the rail infrastructure also suffered. The heaviest raids occurred on the nights of 27/28th and 29/ 30 April 1942; as part of the Baedeker raids (so called because Baedeker's series of tourist guides to the British Isles were used to select propaganda rich targets of cultural and historic significance rather than strategic importance). Lord Haw-Haw made reference to the imminent destruction of Norwich's new City Hall (completed in 1938), although in the event it survived unscathed. Significant targets hit included the Morgan's Brewery building, Colman's Wincarnis works, City Station, the Mackintosh chocolate factory, and shopping areas including St. Stephen's Street, St. Benedict's Street, the site of Bonds department store and Curls department store (now Debenhams).


          


          Economy


          


          Shopping
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          Norwich was the eighth most prosperous shopping destination in the UK in 2006. Norwich has an ancient market place, established by the Normans between 1071 and 1074, which is today the largest six-days-a-week open-air market in England. The market has recently been downsized and undergone redevelopment, and the new market stalls have proved controversial: with 20% less floorspace than the original stalls, higher rental and other charges, and inadequate rainwater handling, they have been unpopular with many stallholders and customers alike. Indeed, the local Norwich Evening News characterises Norwich Market as an ongoing conflict between the market traders and Norwich City Council, which operates the market.


          The Mall Norwich (Castle Mall until 2007), a shopping mall designed by local practice Lambert, Scott & Innes and opened in 1993, presents an ingenious solution to the problem of sensitively accommodating new retail space in a historic city-centre environment - the building is largely concealed underground and built into the side of a hill, with a public park created on its roof in the area south of the Castle.


          The new Chapelfield shopping mall has been built on the site where the Caleys (later Rowntree Mackintosh and Nestl) chocolate factory once stood. Chapelfield opened in September 2005, and is described as 'a major new shopping experience', featuring a new flagship department store House of Fraser. Detractors have criticised Chapelfield as unnecessary and damaging to local businesses; its presence has prompted smaller retailers to band together to promote the virtues of independent shops. Despite this in August 2006 it was reported by the Javelin Group that Norwich was one of the top five retail destinations in the UK, and in October 2006 the city centre was voted the best in the UK, in a shopping satisfaction survey run by Goldfish Credit Card.


          


          Business
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          The city's economy, originally chiefly industrial with shoemaking a large sector, has changed throughout the eighties and nineties to a service-based economy. Norwich Union, an Aviva company, still dominates these, but has been joined by other insurance and financial services companies.


          New developments on the former Boulton and Paul site include the Riverside entertainment complex with nightclubs and other venues featuring the usual national leisure brands. Nearby, the football stadium is being upgraded with more residential property development alongside the river Wensum.


          Archant, formerly known as Eastern Counties Newspapers (ECN) is a national publishing group that has grown out of the city's local newspaper, the Norwich Evening News and the regional Eastern Daily Press (EDP).


          Norwich has long been associated with the manufacture of mustard. The world famous Colman's brand, with its yellow packaging, was founded in 1814 and continues to operate from its factory at Carrow. Colman's is now being exported world wide by its parent company Unilever (Unilever UK Export) putting Norwich on the map of British heritage brands. You also can find the Colman's gift shop in the centre of Norwich which sells all kind of Colman's related products.


          


          Culture


          The University of East Anglia on the outskirts of Norwich was one of the so-called plate glass universities founded in 1963, following the Robbins Report. UEA adopted the city's motto of independence Do different and is especially well-known for its creative writing programme; established by Malcolm Bradbury and Angus Wilson, its graduates including Kazuo Ishiguro and Ian McEwan. The university campus houses the Sainsbury Centre for Visual Arts. The city also has an art college, the Norwich School of Art & Design, located in the city centre. Additionally, the Norfolk and Norwich University Hospital on the city's periphery at Colney was opened in 2001.
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          Norwich Theatre Royal has been on its present site for nearly 250 years, the Act of Parliament in the tenth year of the reign of George II having been rescinded in 1761. The 1300-seat theatre hosts a mix of national touring productions including musicals, dance, drama, family shows, stand-up comedians, opera and pop.


          The Forum, designed by Michael Hopkins and Partners and opened in 2002 is a building designed to house the Millennium Library, a replacement for the Norwich Central Library building which burned down in 1994, and the regional headquarters and television centre for BBC East. The building provides a venue for exhibitions, concerts and events, although the city still lacks a dedicated concert venue.
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          The Millennium Library contains the 2nd Air Division Memorial Library, a collection of material about American culture and the American relationship with East Anglia, especially the role of the United States Air Force on UK air bases throughout the Second World War and Cold War. Much of the collection was lost in the 1994 fire, but the collection has been restored by contributions from many veterans of the war, both European and American.


          Recent attempts to shed the backwater image of Norwich and market it as a popular tourist destination, as well as a centre for science, commerce, culture and the arts, have included the refurbishment of the Norwich Castle Museum and the opening of the Forum. The proposed new slogan for Norwich, England's Other City, has been the subject of much discussion and controversy - and it remains to be seen whether it will be finally adopted. A number of signs at the approaches to the city still display the traditional phrase - "Norwich - a fine city."


          As part of ambitious aims to promote Norwich's heritage internationally, Norwich 12 has been launched - the UK's finest collection of individually outstanding heritage buildings spanning the Norman, medieval, Georgian, Victorian and modern eras. The group consists of: Norwich Castle, Norwich Cathedral, The Great Hospital, The Halls - St Andrew's and Blackfriars', The Guildhall, Dragon Hall, The Assembly House, St James Mill, St John's Roman Catholic Cathedral, Surrey House, City Hall and The Forum. Seen as a group they form an internationally important showcase of English urban and cultural development over the last millennium. In 2006 Norwich Heritage Economic and Regeneration Trust (HEART) secured almost 1 million from HM Treasury's Invest to Save budget to launch the Norwich 12 initiative.


          


          Art & Music


          Each year the Norfolk and Norwich Festival celebrates the arts, drawing many visitors into the city from all over eastern England. The Norwich Twenty Group, founded in 1944, presents exhibitions of its members to promote awareness of modern art. Norwich Arts Centre is a notable live music venue, concert hall and theatre located in St. Benedict's Street.


          Sport
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          The principal local football team is Norwich City, also known as the Canaries, who play in the Football League Championship. Majority-owned by celebrity chef Delia Smith and her husband Michael Wynn-Jones, their ground is at Carrow Road. They have a strong East Anglian rivalry with Ipswich Town.


          The city's second club, Norwich United (who are based in Blofield some 5 miles east of the city) play in the Eastern Counties league, whilst Norwich Union play in the Anglian Combination. The now-defunct Gothic F.C. were also based in Norwich.


          Norwich also has an athletics club, City of Norwich AC (CoNAC), a rugby club, the Norwich Lions, an ice hockey team, the Norwich North Stars, and five field hockey clubs, University of East Anglia Hockey Club, Norwich City Hockey Club, Norwich Union Hockey Club, Norfolk Nomads Hockey Club and the Veterans only side Norwich Exiles. Outside the city boundary, the Norfolk Ski and Snowboarding club is located at Whitlingham Lane in Trowse.


          Speedway racing was staged in Norwich both before and after WWII at The Firs Stadium in Holt Road, Hellesdon. The Norwich Stars raced in the Northern League of 1946 and the National League Division Two between 1947 and 1951, winning it in 1951. They were subsequently elevated to the Speedway National League and raced at the top flight until the stadium was closed at the end of the 1964 season. One meeting was staged at a venue at Hevingham but the event, staged without an official permit, did not lead to a revival of the sport in the Norwich area.


          


          Perception


          Norwich is sometimes portrayed in the UK media as a place which is remote, unsophisticated, gauche, and out-of-step with national trends (see Alan Partridge). This is perhaps primarily due to its geographical isolation, and an identification of Norwich as the epitome of Norfolk, a largely rural county.


          


          Reality


          However, Norwich was the second city of England (after London) for several centuries before industrialisation, which came late to Norwich due to its isolation.


          Norwich also has a long history of political radicalism and is by no means a conservative city. With 13 seats, Green Party councillors make up the official opposition on Norwich City Council. The largest number of seats, however, is held by the Labour Party with 15; the Liberal Democrats are in third place with 6. The Conservative Party is currently in fourth place with 5 councillors.


          In November 2006 the city was voted the greenest in the UK. There is currently an initiative taking place to make it a transition town. Norwich has recently been the scene of open discussions in public spaces, known as ' meet in the street', that cover social and political issues.


          According to the 2001 census, 27.8% of respondents in Norwich stated that they were of "no religion", the highest percentage in England.


          There are good rail links from Norwich railway station to Peterborough and London, and direct services to Cambridge were added in 2004. It is a commuter city, with packed services running on the train route between Norwich and London. Travelling by train to London from Norwich, travellers arrive in at Liverpool Street Station, in the heart of the 'city of London', the central financial district.


          A large proportion of the population of Norwich are users of the Internet. A recent article has suggested that, compared with other UK cities, it is top of the league for the percentage of population who use the popular Internet auction site eBay. The city has also unveiled the biggest free Wi-Fi network in the UK, which opened in July 2006. Open Link will be undergoing essential work during august


          In August 2007 Norwich was shortlisted as one of nine finalists its population group for the International Awards for Liveable Communities LivCom Awards The city eventually won a silver award in the small city category."
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          Road


          Norwich sits astride the A47 (bypassed to the south of the city) which connects it with Great Yarmouth to the east and with Kings Lynn to the west, which ultimately connects to Peterborough. At present the A47 is in the planning stages of upgrades, largely to sections which are still single-carriageway and with much focus on improving the road network in conjunction with the in-construction Great Yarmouth Harbour. Norwich is linked to Cambridge via the A11, which leads to the M11 motorway for London and the M25. It is linked to Ipswich (to the south) by the A140 and to Lowestoft (to the south-east) by the A146. Norwich is currently the largest population centre in the UK not to be connected to any other centre by an unbroken dual carriageway.


          


          Rail


          Rail links to the rest of the country are via London Liverpool Street Station and Peterborough. Local lines also run to destinations including Great Yarmouth, Lowestoft and Sheringham and Cambridge. Norwich formerly had three stations running to a number of other local destinations, but now the rail terminus is at Thorpe Station.


          Current Station


          
            	Norwich Thorpe railway station

          


          Closed Stations


          
            	Norwich City railway station


            	Norwich Victoria railway station

          


          


          Bus and coach


          Norwich is served by many bus operators. The main bus operator is First Eastern Counties with their Overground network served by low floor buses and other routes served with a mixture of low floor and standard floor vehicles. Destinations throughout Norfolk are served and some beyond including Peterborough, Lowestoft and Thetford. National Express also run ten coaches a day to Stansted Airport, five a day to London, and one a day to Birmingham. Most bus and coach services, run from Norwich bus station in Surrey Street.


          


          Park and Ride


          As of 2005, Norwich had the biggest Park and Ride operation in the UK. Run by Norfolk County Council it runs from six purpose-built sites into Norwich bus station using colour-coded buses:


          
            	Norwich Airport (off the A140) to the north via Aylsham Road; 620 spaces, yellow buses.


            	Sprowston (off the A1151) to the northeast via Wroxham Road; 788 spaces, purple buses.


            	Postwick (off the A47) to the east via Thorpe Road; 525 spaces, red buses.


            	Harford (off the A140) to the south via Ipswich Road; 1088 spaces, blue buses.


            	Thickthorn (of the A11) to the southwest via Newmarket Road; 786 spaces, pink buses.


            	Costessey (off the A47) to the west via Dereham Road; 110 spaces, green buses.

          


          Altogether nearly 5000 parking spaces are provided and in 2006 3.4 million passengers used the service. Services begin running into the city at 06:40 Monday to Friday, with the last buses returning from 19:25 (20:30 on Thursday).


          


          Air


          Norwich International Airport is a feeder to KLM's Schiphol hub. FlyBe, Air Southwest, Eastern Airways, and Bristow Helicopters all serve Norwich, in addition to a strong holiday charter flight business. The airport was originally the airfield part of the former RAF Horsham St Faith. One of the former RAF hangars was once the home of Air UK, which grew out of Air Anglia and was then absorbed by the Dutch airline KLM.


          


          Bicycle


          National Cycle Route 1 passes through Norwich, linking Beccles and Fakenham (and eventually Dover and the Shetland Islands). A map of cycle routes in and around Norwich is available here


          


          Water


          The River Yare is navigable from the sea at Great Yarmouth all the way to Trowse, south of the city. From there the River Wensum is navigable into Norwich, and is crossed by the Novi Sad Friendship Bridge. Scheduled trips through the city and out to the nearby The Broads are run by City Boats from outside Norwich Station and also Elm Hill.


          


          Tourism
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          Norwich is a popular destination for a city break; attractions include Norwich Cathedral, the cobbled streets and museums of old Norwich, The Castle, Cow Tower, Colman's Shop, Dragon Hall and The Forum. Norwich is also one of the UK's top ten shopping destinations, with a mix of chain retailers and independent stores as well as one of the largest outdoor markets in England. It is currently ranked the 147th biggest city in Europe.


          


          Travellers' comments


          In 1507 the poet John Skelton (14601529) wrote of two destructive fires in his Lament for the City of Norwich.


          
            	All life is brief, and frail all man's estate. City, farewell: I mourn thy cruel fate.

          


          Thomas Fuller in his The Worthies of England described the City in 1662 as -


          
            	Either a city in an orchard or an orchard in a city, so equally are houses and trees blended in it, so that the pleasure of the country and the populousness of the city meet here together. Yet in this mixture, the inhabitants participate nothing of the rusticalness of the one, but altogether the urbanity and civility of the other.

          


          Celia Fiennes (16621741) visited Norwich in 1698 and described it as


          
            	a city walled full round of towers, except on the river side which serves as a wall; they seem the best in repair of any walled city I know.

          


          She also records that held in the City three times a year were-


          
            	great fairs...to which resort a vast concourse of people and wares a full trade.

          


          Norwich being a rich, thriving industrious place full of weaving, knitting and dyeing.


          Daniel Defoe in his Tour of the whole Island of Great Britain (1724) wrote of the City-


          
            	the inhabitants being all busy at their manufactures, dwell in their garrets at their looms, in their combing-shops, so they all them, twisting-mills, and other work-houses; almost all the works they are employed in being done within doors.

          


          John Evelyn (16201706) Royalist, Traveller and Diarist wrote to Sir Thomas Browne-


          
            	I hear Norwich is a place very much addicted to the flowery part.

          


          He visited the City as a courtier to King Charles II in 1671 and described it thus -


          
            	The suburbs are large, the prospect sweet, and other amenities, not omitting the flower-garden, which all the Inhabitants excel in of this City, the fabric of stuffs, which affords the Merchants, and brings a vast trade to this populous Town.

          


          George Borrow in his semi-autobiographical novel Lavengro (1851) wrote of Norwich as-


          
            	A fine old city, perhaps the most curious specimen at present extant of the genuine old English Town. ..There it spreads from north to south, with its venerable houses, its numerous gardens, its thrice twelve churches, its mighty mound....There is an old grey castle on top of that mighty mound: and yonder rising three hundred feet above the soil, from amongst those noble forest trees, behold that old Norman master-work, that cloud-enriched cathedral spire ...Now who can wonder that the children of that fine old city are proud, and offer up prayers for her prosperity?

          


          Borrow wrote far less favourably of the City in his translation of Faust-


          
            	They found the people of the place modelled after so unsightly a pattern, with such ugly figures and flat features that the devil owned he had never seen them equalled, except by the inhabitants of an English town, called Norwich, when dressed in their Sunday's best.

          


          In 1812, Andrew Robertson wrote to the painter Constable-


          
            	I arrived here a week ago and find it a place where the arts are very much cultivated....some branches of knowledge, chemistry, botany, etc. are carried to a great length. General literature seems to be pursued with an ardour which is astonishing when we consider that it does not contain a university, as is merely a manufacturing town.

          


          In 1962, Sir Nikolaus Pevsner stated in his North-West Norfolk and Norwich volume of The Buildings of England that


          
            	Norwich is distinguished by a prouder sense of civic responsibility than any other town of about the same size in Britain.

          


          


          Notable residents


          Throughout its history, Norwich has been associated with radical politics, nonconformist religion, political dissent and liberalism. Between 1790 and 1840, many of the famous names associated with the City flourished. These include:


          
            	Michael Andrews (artist) (19281995)


            	Elizabeth Bentley 1767-1839, author of "Tales for Children in Verse", lived at 45 St Stephen's Square.


            	Billy Bluelight (1859/1863?1949). Pseudonym of William Cullum. Legendary folk-hero, well known for his races against steam pleasure boats.


            	George Borrow (18031881), writer and traveller. In his youth Borrow was resident at Willow Lane. He attended the Norwich King Edward school. Borrow recollects his youth in the city and conversations with the philologist and translator of German Romantic literature, William Taylor in his semi-autobiographical novel Lavengro.


            	Sir Thomas Browne (16051682). medical doctor, polymath scholar, encyclopedist and philosopher with interests in Biblical scholarship and the esoteric. The stylistic purity and stupendous learning displayed in Browne's varied prose in the spheres of religion, science and art are minor classics of World literature.


            	Edith Cavell (18651915) was born in Swardeston, 4 miles south of Norwich. She was a World War I nurse who was executed by firing squad by the Germans for helping allied prisoners escape in violation of military law. She is buried on Life's Green, on the east side of Norwich Cathedral.


            	William Calthorpe who purchased in, 1447, as a town house, Erpingham manor in St.Martin's at the Palace, Norwich.


            	John Crome and Joseph Stannard, along with John Sell Cotman, established the first art movement outside of London. The Norwich school of painters were influenced by the achievements of Dutch landscape painting and the beauty of the rural hinterland surrounding Norwich.


            	William Crotch (17751847). Composer, artist and teacher. Norwich's Mozart. He gave daily public organ recitals aged two and a half. Crotch played God Save the King before the King aged three. He had performed at every major town in England and Scotland by the age of seven. Crotch became Organist of Christ Church, Oxford and for fifty years he was Oxford's Professor of Music. Unlike Mozart, however, his precocious musical talents failed to mature to genius.


            	Pablo Fanque (17961871). The first Black Circus Proprietor in Britain was born in the city.


            	Elizabeth Fry (17801845). The prison reformer and leading Quaker was born in Gurney Court in Magdalen Street and was one of several philanthropists associated with the city. Her portrait is upon the Series E (2005) Bank of England 5 note.


            	Charles Suckling Gilman (18071888). Businessman, philanthropist. Founder, General Hailstorm Insurance Society, Norwich Mutual Marine Assurance Society, founder (with Joseph John Gurney) Norwich District Visiting Society.


            	Sir Charles Rackham Gilman (1833 - ). Businessman, politician, philanthropist. Son of Charles Suckling Gilman. Mayor of Norwich, 1882, founder of the Norwich and London Accident Insurance Association, chairman of the conservators of Mousehold Heath. (Norwich's Gilman Road named for this family.)


            	Joseph John Gurney (17881847) was a banker and philanthropist who worked with his sister Elizabeth Fry (see above) in prison reform. He was also active in the movement to abolish the slave trade and a member of the temperance movement.


            	Robert William Bilton Hornby (18211884) was a noted local antiquarian, priest and lord of the manor from the City of York. He was ordained a deacon at Norwich in 1844.


            	Julian of Norwich. Medieval Christian mystic and contemporary of Chaucer. Julian is the author of The revelations of Divine Love the first book written by a woman in the English language. Julian's writings are well-represented by the scholarly website www.umilta.net.


            	Robert Kett. Norwich's very own Robin Hood or Wat Tyler. Kett was a Norfolk landowner from Wymondham who lead the peasant's revolt in 1549 in the name of the common man against the corrupt Norfolk landowners. This eventually lead to the Battle of Dussindale against the King's forces on the 27 August 1549 in which 3000 of Kett's men were killed. He was hanged for Treason at Norwich Castle on the 7 December 1549.


            	James Martineau (18051900) Philosopher and brother to Harriet.


            	Harriet Martineau (18021876). The daughter of a Norwich manufacturer of Huguenot descent, she suffered from ill-health and deafness throughout her life. A devout Unitarian, her writings include Illustrations of political economy (18321834). Harriet Martineau supported the abolitionist campaign in the United States writing Society in America (1837). She translated writings by Auguste Comte. Her first novel was entitled Deerbrook (1839). A radical in religion she published the anti-theological Laws of Man's Social Nature (1851) and Biographical sketches (1869).


            	Bernard Meadows,(19152005) Modernist Sculptor


            	R. H. Mottram (18831971)- novelist and Lord Mayor of Norwich


            	Admiral Horatio Nelson attended the Norwich School from 1767 to 1768. He was born in nearby Burnham Thorpe.


            	Amelia Opie (17691853), Norwich author and Quaker. In 1825 she drastically changed her life as a socialite, party-goer, and attendant at literary soirees, to become a Quaker.


            	Sir James Edward Smith botanist, natural historian and one-time owner of the Linnean collection of Carolus Linnaeus


            	William Smith (1756  1835), Whig politician, dissenter and abolitionist, M.P. for Norwich from 1807.

          


          Contemporary names associated with Norwich include:


          
            	Bill Bryson, American writer and humorist, lives near Wymondham, near Norwich.


            	Martin Burgess, builder of the famous Gurney Clock in the Castle Mall


            	Charles Clarke, Labour MP and former Home Secretary, lives in Norwich.


            	Cathy Dennis, Singer/ Songwriter who was born in Norwich in 1969.


            	Ralph Firman, former Formula 1 Driver was born in Norwich in 1975. He and his family live in nearby Attleborough, and he was educated at Gresham's School. Currently racing in the A1 Grand Prix series for Ireland, for which he qualifies through his Mother's Irish nationality.


            	Stephen Fry, comedian, author, actor and filmmaker, studied at Norwich City College, and is a Norwich City F.C. fan.


            	Trisha Goddard, talk show host lived in Norwich.


            	Andy Green OBE, a Wing Commander in the Royal Air Force, is the current holder of the world land speed record, having piloted the ThrustSSC to the first ever supersonic speed on land in the Black Rock Desert, USA on 25 September 1997.


            	Alan Heath - holocaust historian has his UK residence in Norwich.


            	Greg James, BBC Radio 1 presenter, studied at UEA.


            	Paul Jones, blues singer and BBC Radio 2 presenter.


            	Becky Mantin, ITV Weather presenter and This Morning reporter.


            	Bernard Matthews, founder of the eponymous meat company.


            	Sir John Mills, born in North Elmham in Norfolk. Mills was educated at the Norwich High School for Boys. He also had Football (Soccer) trials with Norwich City F.C. in the 1920s before moving into acting.


            	Beth Orton, Award-winning singer/songwriter, was born in Dereham and spent much of her childhood in Norwich.


            	Philip Pullman, British writer was born in Norwich on 19 October 1946. Best-selling author of the His Dark Materials trilogy of fantasy novels and a number of other books.


            	Delia Smith, Celebrity chef and joint majority owner of Norwich City F.C.


            	Chris Sutton, Football player (striker); joint top scorer for the Premier League in 1997/8; formerly the record English transfer (at 5 million from Norwich to Blackburn in 1994); was brought up in Norwich attending Hellesdon High School where his father, Mike Sutton (footballer), was also a teacher.


            	Tim Westwood, BBC Radio 1 Rap DJ and presenter of popular MTV show "Pimp My Ride (UK)". Grew up in and around Norwich (his father was the bishop of Peterborough, in the neighbouring county of Cambridgeshire) and went to Norwich School.


            	Steve Osborne, musician and record producer - grew up in Norwich, left in 1986 to join Trident Studios - now lives near Bath and has produced both KT Tunstall albums amongst may others

          


          


          Architecture
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              The varying styles of architecture can be seen along the main shopping area of Gentleman's Walk
            

          


          Norwich has a wealth of historical architecture. The medieval period is represented by the 11th-century Norwich Cathedral, 12th-century castle (now a museum) and a large number of parish churches. During the Middle Ages, 57 churches stood within the city wall; 31 still exist today. This gave rise to the common regional saying that it had a church for every week of the year, and a pub for every day. Most of the medieval building is in the city centre. From the 18th century the pre-eminent local name is Thomas Ivory, who built the Assembly Rooms (1776), the Octagon Chapel (1756), St Helen's House (1752) in the grounds of the Great Hospital, and innovative speculative housing in Surrey Street (c. 1761). Ivory should not be confused with the Irish architect of the same name and similar period.


          The 19th century saw an explosion in Norwich's size and much of its housing stock, as well as commercial building in the city centre, dates from this period. The local architect of the Victorian and Edwardian periods who has continued to command most critical respect was George Skipper (18561948). Examples of his work include the headquarters of Norwich Union on Surrey Street; the Art Nouveau Royal Arcade; and the Hotel de Paris in the nearby seaside town of Cromer. The neo-Gothic Roman Catholic cathedral dedicated to St John the Baptist on Earlham Road, begun in 1882, is by George Gilbert Scott Junior and his brother, John Oldrid Scott.


          The city continued to grow through the 20th century and much housing, particularly in areas further out from the city centre, dates from that century. The first notable building post-Skipper was the city hall by CH James and SR Pierce, opened in 1938. Bombing during the Second World War, while resulting in relatively little loss of life, caused significant damage to housing stock in the city centre. Much of the replacement postwar stock was designed by the local authority architect, David Percival. However, the major postwar development in Norwich from an architectural point of view was the opening of the University of East Anglia in 1964. Originally designed by Denys Lasdun (his design was never completely executed), it has been added to over subsequent decades by major names such as Norman Foster and Rick Mather.


          


          Twinned cities


          Officially:


          
            	[image: Flag of Germany] Koblenz, Germany

          


          Unofficially:


          
            	[image: Flag of Nicaragua] El Viejo, Nicaragua.
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              	Michel de Nostredame
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                  Nostradamus: original portrait by his son Cesar
                

              
            


            
              	Born

              	December 14, 1503 or December 21, 1503

            


            
              	Died

              	July 2, 1566 (aged62)

            


            
              	Occupation

              	Apothecary, author, translator, astrological consultant
            


            
              	Knownfor

              	Prophecy
            

          


          Michel de Nostredame ( 14 December 1503 or 21 December 1503  2 July 1566), usually Latinized to Nostradamus, was a French apothecary and reputed seer who published collections of prophecies that have since become famous world-wide. He is best known for his book Les Propheties, the first edition of which appeared in 1555. Since the publication of this book, which has rarely been out of print since his death, Nostradamus has attracted an enthusiastic following who, along with the popular press, credit him with predicting many major world events.


          In contrast, most academic sources maintain that the associations made between world events and Nostradamus's quatrains are largely the result of misinterpretations or mistranslations (sometimes deliberate) or else are so tenuous as to render them useless as evidence of any genuine predictive power. Moreover, none of the sources listed offers any evidence that anyone has ever interpreted any of Nostradamus's quatrains specifically enough to allow a clear identification of any event in advance.


          Nevertheless, interest in the work of this prominent figure of the French Renaissance is still considerable, especially in the media and in popular culture, and the prophecies have in some cases been assimilated to the results of applying the alleged Bible Code, as well as to other purported prophetic works.


          


          Biography
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              Nostredame's claimed birthplace before its recent renovation.
            

          


          


          Childhood


          Born on December 14, 1503 (though a date of 21st December is also arguable) in Saint-Rmy-de-Provence in the south of France, where his claimed birthplace still exists, Michel de Nostredame was one of at least nine children of Reynire de St-Rmy and grain dealer and notary Jaume de Nostredame. The latter's family had originally been Jewish, but Jaume's father, Guy Gassonet, had converted to Catholicism in around 1455, taking the Christian name "Pierre" and the surname "Nostredame" (the latter apparently from the saint's day on which his conversion was solemnized). Michel's known siblings included Delphine, Jehan (c. 150777), Pierre, Hector, Louis (born in 1522), Bertrand, Jean and Antoine (born in 1523).


          Little else is known about his childhood, although there is a persistent tradition that he was educated by his maternal great-grandfather Jean de St. Rmy  a tradition which is somewhat vitiated by the fact that the latter disappears from the historical record after 1504, when the child was only one year old.


          


          Student years


          At the age of fifteen the young Nostredame entered the University of Avignon to study for his baccalaureate. After little more than a year (when he would have studied the regular Trivium of grammar, rhetoric and logic, rather than the later Quadrivium of geometry, arithmetic, music and astronomy/astrology), he was forced to leave Avignon when the university closed its doors in the face of an outbreak of the plague. In 1529, after some years as an apothecary, he entered the University of Montpellier to study for a doctorate in medicine. He was expelled shortly afterwards when it was discovered that he had been an apothecary, a "manual trade" expressly banned by the university statutes. The expulsion document (BIU Montpellier, Register S 2 folio 87) still exists in the faculty library. However, some of his publishers and correspondents would later call him "Doctor". After his expulsion, Nostredame continued working, presumably still as an apothecary, and became famous for creating a "rose pill" that supposedly protected against the plague.


          


          Marriage and healing work


          In 1531 Nostredame was invited by Jules-Csar Scaliger, a leading Renaissance scholar, to come to Agen. There he married a woman of uncertain name (possibly Henriette d'Encausse), who bore him two children. In 1534 his wife and children died, presumably from the Plague. After their death, he continued to travel, passing through France and possibly Italy.
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              Nostradamus's house at Salon-de-Provence.
            

          


          On his return in 1545, he assisted the prominent physician Louis Serre in his fight against a major plague outbreak in Marseille, and then tackled further outbreaks of disease on his own in Salon-de-Provence and in the regional capital, Aix-en-Provence. Finally, in 1547, he settled in Salon-de-Provence in the house which exists today, where he married a rich widow named Anne Ponsarde, with whom he had six children  three daughters and three sons. Between 1556 and 1567 he and his wife acquired a one-thirteenth share in a huge canal project organized by Adam de Craponne to irrigate largely waterless Salon and the nearby Dsert de la Crau from the river Durance.


          


          Seer


          After another visit to Italy, Nostredame began to move away from medicine and toward the occult. Following popular trends, he wrote an almanac for 1550, for the first time Latinizing his name from Nostredame to Nostradamus. He was so encouraged by the almanac's success that he decided to write one or more annually. Taken together, they are known to have contained at least 6,338 prophecies, as well as at least eleven annual calendars, all of them starting on January 1 and not, as is sometimes supposed, in March. It was mainly in response to the almanacs that the nobility and other prominent persons from far away soon started asking for horoscopes and 'psychic' advice from him, though he generally expected his clients to supply the birth charts on which these would be based, rather than calculating them himself as a professional astrologer would have done. When obliged to attempt this himself on the basis of the published tables of the day, he always made numbers of errors, and never adjusted the figures for his clients' place or time of birth. (Refer to the analysis of these charts by Brind'Amour, 1993, and compare Gruber's comprehensive critique of Nostradamus horoscope for Crown Prince Rudolph Maximilian.)


          He then began his project of writing a book of one thousand mainly French quatrains, which constitute the largely undated prophecies for which he is most famous today. Feeling vulnerable to religious fanatics, however, he devised a method of obscuring his meaning by using "Virgilianized" syntax, word games and a mixture of other languages such as Greek, Italian, Latin, and Provenal. For technical reasons connected with their publication in three installments (the publisher of the third and last installment seems to have been unwilling to start it in the middle of a "Century," or book of 100 verses), the last fifty-eight quatrains of the seventh "Century" have not survived into any extant edition.


          The quatrains, published in a book titled Les Propheties (The Prophecies), received a mixed reaction when they were published. Some people thought Nostradamus was a servant of evil, a fake, or insane, while many of the elite thought his quatrains were spiritually inspired prophecies  as, in the light of their post-Biblical sources (see under Nostradamus's sources below), Nostradamus himself was indeed prone to claim. Catherine de Mdicis, the queen consort of King Henri II of France, was one of Nostradamus's greatest admirers. After reading his almanacs for 1555, which hinted at unnamed threats to the royal family, she summoned him to Paris to explain them and to draw up horoscopes for her children. At the time, he feared that he would be beheaded, but by the time of his death in 1566, Catherine had made him Counselor and Physician-in-Ordinary to the King.


          Some accounts of Nostradamus's life state that he was afraid of being persecuted for heresy by the Inquisition, but neither prophecy nor astrology fell in this bracket, and he would have been in danger only if he had practiced magic to support them. In fact, his relationship with the Church as a prophet and healer was excellent. His brief imprisonment at Marignane in late 1561 came about purely because he had published his 1562 almanac without the prior permission of a bishop, contrary to a recent royal decree.


          


          Final years and death


          
            Image:Npix5.jpg

            
              Nostradamus's tomb in the Collgiale St-Laurent, Salon.
            

          


          By 1566, Nostradamus's gout, which had plagued him painfully for many years and made movement very difficult, turned into oedema, or dropsy. In late June he summoned his lawyer to draw up an extensive will bequeathing his property plus 3,444 crowns (around $300,000 US today)  minus a few debts  to his wife pending her remarriage, in trust for her sons pending their twenty-fifth birthdays and her daughters pending their marriages. This was followed by a much shorter codicil. On the evening of July 1, he is alleged to have told his secretary Jean de Chavigny, "You will not find me alive at sunrise." The next morning he was reportedly found dead, lying on the floor next to his bed and a bench (Presage 141 [originally 152] for November 1567, as posthumously edited by Chavigny to fit). He was buried in the local Franciscan chapel (part of it now incorporated into the restaurant La Brocherie) but re-interred in the Collgiale St-Laurent at the French Revolution, where his tomb remains to this day.


          


          Works
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          The Prophecies. In this book he compiled his collection of major, long-term predictions. The first installment was published in 1555. The second, with 289 further prophetic verses, was printed in 1557. The third edition, with three hundred new quatrains, was reportedly printed in 1558, but nowadays only survives as part of the omnibus edition that was published after his death in 1568. This version contains one unrhymed and 941 rhymed quatrains, grouped into nine sets of 100 and one of 42, called "Centuries".


          Given printing practices at the time (which included type-setting from dictation), no two editions turned out to be identical, and it is relatively rare to find even two copies that are exactly the same. Certainly there is no warrant for assuming  as would-be "code-breakers" are prone to do  that either the spellings or the punctuation of any edition are Nostradamus' originals.


          The Almanacs. By far the most popular of his works, these were published annually from 1550 until his death. He often published two or three in a year, entitled either Almanachs (detailed predictions), Prognostications or Presages (more generalized predictions).


          Nostradamus was not only a diviner, but a professional healer, too. It is known that he wrote at least two books on medical science. One was an alleged "translation" of Galen, and in his so-called Trait des fardemens (basically a medical cookbook containing, once again, materials borrowed mainly from others), he included a description of the methods he used to treat the plague  none of which, not even the bloodletting, apparently worked. The same book also describes the preparation of cosmetics.


          A manuscript normally known as the Orus Apollo also exists in the Lyon municipal library, where upwards of 2,000 original documents relating to Nostradamus are stored under the aegis of Michel Chomarat. It is a purported translation of an ancient Greek work on Egyptian hieroglyphs based on later Latin versions, all of them unfortunately ignorant of the true meanings of the ancient Egyptian script, which was not correctly deciphered until the advent of Champollion in the 19th century.


          Since his death only the Prophecies have continued to be popular, but in this case they have been quite extraordinarily so. Over two hundred editions of them have appeared in that time, together with over 2000 commentaries. Their popularity seems to be partly due to the fact that their vagueness and lack of dating make it easy to quote them selectively after every major dramatic event and retrospectively claim them as "hits" (see Nostradamus in popular culture).


          


          Interpretations


          Most of the quatrains deal with disasters, such as plagues, earthquakes, wars, floods, invasions, murders, droughts, and battles  all undated and based on foreshadowings by the Mirabilis Liber. Some quatrains cover these disasters in overall terms; others concern a single person or small group of persons. Some cover a single town, others several towns in several countries. A major, underlying theme is an impending invasion of Europe by Muslim forces from further east and south headed by the expected Antichrist, directly reflecting the then-current Ottoman invasions and the earlier Saracen (that is, Arab) equivalents, as well as the prior expectations of the Mirabilis Liber. All of this is presented in the context of the supposedly imminent end of the world, a conviction that sparked numerous collections of end-time prophecies at the time, not least an unpublished collection by Christopher Columbus.


          Some scholars believe that Nostradamus wrote not to be a prophet, but to comment on events that were happening in his own time, writing in his elusive way  using highly metaphorical and cryptic language  to avoid persecution. This is similar to the Preterist interpretation of the Book of Revelation.


          Nostradamus enthusiasts have credited him with predicting numerous events in world history, from the Great Fire of London, by way of the rise of Napoleon I of France and Adolf Hitler, to the September 11, 2001 terrorist attacks on the World Trade Centre, but only ever in hindsight. See Alternative views below. It is not only skeptics such as James Randi who suggest that his reputation as a prophet is largely manufactured by modern-day supporters who fit his words to events that have either already occurred or are so imminent as to be inevitable, a process sometimes known as " retroactive clairvoyance." There is no evidence in the academic literature (see Sources) to suggest that any Nostradamus quatrain has ever been interpreted as predicting a specific event before it occurred, other than in vague, general terms that could equally apply to any number of other events.


          


          Alternative views


          A range of quite different views are expressed in printed literature and on the Internet. At one end of the spectrum, there are extreme academic views such as those of Jacques Halbronn, suggesting at great length and with great complexity that Nostradamus's Prophecies are antedated forgeries written by later hands with a political axe to grind. Although Halbronn possibly knows more about the texts and associated archives than almost anybody else alive (he helped dig out and research many of them), most other specialists in the field reject this view.


          At the other end of the spectrum, there are numerous fairly recent popular books, and thousands of private websites, suggesting not only that the Prophecies are genuine but that Nostradamus was a true prophet. Thanks to the vagaries of interpretation, no two of them agree on exactly what he predicted, whether for our past or for our future. There is a consensus among these works, however, that he predicted the French Revolution, Napoleon Bonaparte, Adolf Hitler, both world wars, and the nuclear destruction of Hiroshima and Nagasaki. There is also a consensus that he predicted whatever major event had just happened at the time of each book's publication, from the Apollo moon landings, through the death of Diana, Princess of Wales in 1997, and the Space Shuttle Challenger disaster in 1986, to the events of 9/11: this 'movable feast' aspect appears to be characteristic of the genre.


          Possibly the first of these books to become truly popular in English was Henry C Roberts' The Complete Prophecies of Nostradamus of 1947, reprinted at least seven times during the next 40 years, which contained both transcriptions and translations, with brief commentaries. This was followed in 1961 by Edgar Leoni's unusually dispassionate Nostradamus and His Prophecies, which is almost universally regarded as the best and most comprehensive treatment and analysis of Nostradamus in English prior to 1990. After that came Erika Cheetham's well-known The Prophecies of Nostradamus, incorporating a reprint of the posthumous 1568 edition, which was reprinted, revised and republished several times from 1973 onwards, latterly as The Final Prophecies of Nostradamus. This went on to serve as the basis for Orson Welles' celebrated film/video The Man Who Saw Tomorrow. Apart from a two-part translation of Jean-Charles de Fontbrune's Nostradamus: historien et prophte of 1980, the series could be said to have culminated in John Hogue's well-known books on the seer from about 1994 onwards, including Nostradamus: The Complete Prophecies (1999) and, most recently, Nostradamus: A Life and Myth (2003).


          With the exception of Roberts, these books and their many popular imitators were almost unanimous not merely about Nostradamus's powers of prophecy, but also about various aspects of his biography. He had been a descendant of the Israelite tribe of Issachar; he had been educated by his grandfathers, who had both been physicians to the court of Good King Ren of Provence; he had attended Montpellier University in 1525 to gain his first degree: after returning there in 1529 he had successfully taken his medical doctorate; he had gone on to lecture in the Medical Faculty there until his views became too unpopular; he had supported the heliocentric view of the universe; he had travelled to the north-east of France, where he had composed prophecies at the abbey of Orval; in the course of his travels he had performed a variety of prodigies, including identifying a future Pope; he had successfully cured the Plague at Aix-en-Provence and elsewhere; he had engaged in 'scrying' using either a magic mirror or a bowl of water; he had been joined by his secretary Chavigny at Easter 1554; having published the first installment of his Propheties, he had been summoned by Queen Catherine de' Medici to Paris in 1556 to discuss with her his prophecy at quatrain I.35 that her husband King Henri II would be killed in a duel; he had examined the royal children at Blois; he had bequeathed to his son a 'lost book' of his own prophetic paintings; he had been buried standing up; and he had been found, when dug up at the French Revolution, to be wearing a medallion bearing the exact date of his disinterment.


          From the 1980s onwards, however, an academic reaction set in, especially in France. The publication in 1983 of Nostradamus's private correspondence and, during succeeding years, of the original editions of 1555 and 1557 discovered by Chomarat and Benazra, together with the unearthing of much original archival material revealed that much that was claimed about Nostradamus simply didn't fit the documented facts. The academics made it clear that not one of the claims just listed was backed up by any known contemporary documentary evidence. Most of them had evidently been based on unsourced rumours retailed as 'fact' by much later commentators such as Jaubert (1656), Guynaud (1693) and Bareste (1840), on modern misunderstandings of the 16th century French texts, or on pure invention. Even the often-advanced suggestion that quatrain I.35 had successfully prophesied King Henri II's death did not actually appear in print for the first time until 1614, 55 years after the event.


          On top of that, the academics, who themselves tend to eschew any attempt at 'interpretation', complained that the English translations were usually of poor quality, seemed to display little or no knowledge of 16th century French, were tendentious and, at worst, were sometimes twisted to fit the events to which they were supposed to refer (or vice versa). None of them, certainly, were based on the original editions: Roberts had based himself on that of 1672, Cheetham and Hogue on the posthumous edition of 1568. Even the relatively respectable Leoni accepted on his page 115 that he had never seen an original edition, and on earlier pages indicated that much of his biographical material was unsourced.


          However, none of this research and criticism was originally known to most of the English-language commentators, by function of the dates when they were writing and, to some extent, of the language it was written in. Hogue, admittedly, was in a position to take advantage of it, but it was only in 2003 that he accepted that some of his earlier biographical material had in fact been 'apocryphal'. Meanwhile the scholars were particularly scathing about later attempts by some lesser-known authors (Hewitt, 1994; Ovason, 1997; Ramotti, 1998) to extract 'hidden' meanings from the texts with the aid of anagrams, numerical codes, graphs and other devices.


          


          Popular culture


          The prophecies retold and expanded by Nostradamus have figured largely in popular culture in the 20th and 21st centuries. As well as being the subject of hundreds of books (both fiction and nonfiction), Nostradamus's life has been depicted in several films and videos, and his life and writings continue to be a subject of media interest.


          There have also been several well-known internet hoaxes, where quatrains in the style of Nostradamus have been circulated by e-mail as the real thing. The best-known examples concern the collapse of the World Trade Centre in the attacks of September 11, 2001, which led both to hoaxes and to reinterpretations by enthusiasts of several quatrains as supposed prophecies.


          The September 11, 2001 attacks on New York City led to immediate speculation as to whether Nostradamus had predicted the events. Nostradamus enthusiasts pointed to Quatrains VI.97 and I.87 as possible predictions, but the scholars universally discounted these as irrelevant (compare the relevant sections of the Lemesurier and Snopes websites listed under External Links).
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              	Coordinates:
            


            
              	Sovereign state

              	United Kingdom
            


            
              	Constituent country

              	England
            


            
              	Region

              	East Midlands
            


            
              	Ceremonial county

              	Nottinghamshire
            


            
              	Admin HQ

              	Nottingham City Centre
            


            
              	Settled

              	AD600
            


            
              	City Status

              	1897
            


            
              	Government
            


            
              	-Type

              	Unitary authority, City
            


            
              	-Governingbody

              	Nottingham City Council
            


            
              	- Leadership

              	Leader & Cabinet
            


            
              	Area
            


            
              	-City

              	28.8sqmi(74.61km)
            


            
              	Population (2006est.)
            


            
              	-City

              	286,400
            


            
              	- Density

              	9,673.6/sqmi(3,735/km)
            


            
              	- Urban

              	666,358
            


            
              	- Ethnicity

              (2005 Estimate)

              	82.1% White

              7.4% S. Asian

              4.7% Black British

              3.2% Mixed Race

              2.6% Chinese and other
            


            
              	Time zone

              	Greenwich Mean Time ( UTC+0)
            


            
              	Twin Cities
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              	Belgium (since 1985)
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              	Zimbabwe (since 1981)
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              	Germany (since 1969)
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              	Slovenia (since 1963)
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              	Belarus (since 1966)
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              	China (since 2004)
            


            
              	Grid Ref.

              	SK570400
            


            
              	ONS code

              	00FY
            


            
              	ISO 3166-2

              	GB-NGM
            


            
              	NUTS 3

              	UKF14
            


            
              	Website: www.nottinghamcity.gov.uk/
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          Nottingham ( /ˈnɒtɪŋəm/ ) is a city in the ceremonial county of Nottinghamshire, England. Its conurbation is the largest in the East Midlands region of England.


          In 2006 Nottingham had a city population of 286,400. However, Nottingham City's border is tightly drawn and so this figure excludes many places which most people consider to be Nottingham, such as Carlton, Gedling and West Bridgford. The Greater Nottingham conurbation, which does include these areas along with the large expanse of suburbs and towns on the outskirts such as Ilkeston, Long Eaton and Eastwood, has a population of 666,358. It is the 7th largest urban area in the United Kingdom, ranking between Liverpool and Sheffield. Nottingham is also a member of the English Core Cities Group.


          At the heart of Nottingham City Centre is the Old Market Square. This 22,000 sq/m open space is the largest square in England and was refurbished in 2007 to include a large water feature, which consists of numerous fountains and gushing rapids. The entire square was also re-surfaced with granite slabs and new trees planted. The reaction to the redevelopment was mixed. Nottingham Council House which overlooks the square can be seen for miles around thanks to its 200ft (61m) high dome which rises above the city and is lit up at night. Inside the Council House is the Exchange Arcade, an upmarket shopping centre which houses many high class shops, shopping being one of the main attractions of the City. Radiating out from the central square are the other areas of the city. The Hockley quarter, characterised by a higher proportion of independent retailers and alternative cinema, is situated to the east of the city. Hockley is adjacent to the Lace Market area which is home to many large grand Victorian era buildings owing to Nottingham's importance in the Victorian Lace Industry, the City's history being another main attraction. The Lace Market now has numerous bars and restaurants. To the south of the square shopping streets lead their way into the soon to be totally rebuilt Broadmarsh shopping centre. Beyond the shopping centre lies the canal which is a pleasant area full of cafes and restaurants. To the west is Nottingham Castle and Maid Marian Way which is home to The Tales of Robin Hood along with the majority of the high rise office buildings in the city. Northwards from the square is the Victoria Shopping Centre, numerous restaurants and a cinema complex. The Theatre Royal, Nottingham on Theatre Square and Nottingham Playhouse at the Albert Hall can also be found here.


          


          History


          Nottingham is relatively unusual among major manufacturing cities in Britain in having a medival and pre-industrial past of equal importance to its more recent one. The first evidence of settlement dates from pre- Roman times, and it is possible that the Romans also lived in the area.


          In Anglo-Saxon times, around 600 AD, the site formed part of the Kingdom of Mercia, when it was known in the Brythonic language as "Tig Guocobauc" meaning "a place of cave dwellings", until falling under the rule of a Saxon chieftain named Snot, whereby it was dubbed "Snotingaham" literally, "the homestead of Snot's people" (Inga = the people of; Ham = homestead). Snot brought together his people in an area where the historic Lace Market in the City can now be found.


          Nottingham was captured in 867 by Danish Vikings and later became one of the Five Burghs - or fortified towns - of The Danelaw.


          In the 11th century, Nottingham Castle was constructed on a sandstone outcrop by the River Leen. The Anglo-Saxon settlement developed into the English Borough of Nottingham and housed a Town Hall and Law Courts. A settlement also developed around the castle on the hill opposite and was the French borough supporting the Normans in the castle. Eventually, the space between was built on as the town grew and the Old Market Square became the focus of Nottingham several centuries later.


          
            
              Demographic evolution of Nottingham
            

            
              	Year

              	Population
            


            
              	4th century

              	<37
            


            
              	10th century

              	<1000
            


            
              	11th century

              	1,500
            


            
              	14th century

              	3,000
            


            
              	early 17th century

              	4,000
            


            
              	late 17th century

              	5,000
            


            
              	1801

              	29,000
            


            
              	1811

              	34,000
            


            
              	1821

              	40,000
            


            
              	1831

              	51,000
            


            
              	1841

              	53,000
            


            
              	1851

              	58,000
            


            
              	1861

              	76,000
            


            
              	1871

              	87,000
            


            
              	1881

              	159,000
            


            
              	1901

              	240,000
            


            
              	1911

              	260,000
            


            
              	1921

              	269,000
            


            
              	1931

              	265,000
            


            
              	1951

              	306,000
            


            
              	1961

              	312,000
            


            
              	1971

              	301,000
            


            
              	1981

              	278,000
            


            
              	1991

              	273,000
            


            
              	2001

              	275,000
            


            
              	2006

              	286,400
            


            
              	source: localhistories.org
            

          


          In the 15th century, Nottingham had established itself as the centre of a thriving export trade in religious sculpture made from alabaster. The town became a county corporate in 1449, giving it effective self-government, in the words of the charter, "for eternity". The Castle and Shire Hall were expressly excluded and technically remained as detached Parishes of Nottinghamshire.
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          During the Industrial Revolution, much of Nottingham's prosperity was founded on the textile industry; in particular, Nottingham was an internationally important centre of lace manufacture. However, the rapid and poorly planned growth left Nottingham with the reputation of having the worst slums in the British Empire outside India. Residents of these slums rioted in 1831, in protest against the Duke of Newcastle's opposition to the Reform Act 1832, setting fire his residence, Nottingham Castle.


          In common with the UK textile industry as a whole, Nottingham's textile sector fell into headlong decline in the decades following World War II, as British manufacturers proved unable to compete on price or volume with the output of factories in the Far East and South Asia. Very little textile manufacture now takes place in Nottingham, but the City's heyday in this sector endowed it with some fine industrial buildings in the Lace Market district. Many of these have been restored and put to new uses.


          Nottingham was one of the boroughs reformed by the Municipal Corporations Act 1835, and at that time consisted of the parishes of Nottingham St Mary, Nottingham St Nicholas and Nottingham St Peter. It was expanded in 1877 by adding the parishes of Basford, Brewhouse Yard, Bulwell, Radford, Sneinton, Standard Hill and parts of the parishes of West Bridgford, Carlton, Wilford ( North Wilford). In 1889 Nottingham became a county borough under the Local Government Act 1888. City status was awarded as part of the Diamond Jubilee celebrations of Queen Victoria, being signified in a letter from the Prime Minister the Marquess of Salisbury to the Mayor, dated 18 June 1897. Nottingham was extended in 1933 by adding Bilborough and Wollaton, parts of the parishes of Bestwood Park and Colwick, and a recently developed part of the Beeston Urban District. A further boundary extension was granted in 1951 when Clifton and Wilford (south of the River Trent) were incorporated into the city.


          


          Architecture
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          Nottingham has some truly magnificent architecture, buildings from a vast swathe of history stretching right back to the 1100s have been built in the City. Victorian Nottingham saw a building boom with many grand buildings being built owing to the City's 19th century importance. Architects such as Alfred Waterhouse, Thomas Chambers Hine and Watson Fothergill have all built spectacular buildings in Nottingham.


          The western third of the city is home to most of the modern offices and businesses of the city, several tall office buildings line Maid Marian Way whilst there are some handsome buildings around Oxford and Regent Streets mainly occupied by professional firms. The Albert Hall was rebuilt in 1909 after the original Watson Fothergill masterpiece burnt down, sits next to the comparatively unimpressive Nottingham Cathedral by Pugin. Nottingham Castle and its grounds are located further south in the western third of the city. The central third descends from the University district in the north, past the Arkwright Building which is a beautiful example of gothic revival architecture and was previously Nottingham's public library - Nottingham Trent University now owns this building as well as many in the area. Theatre Royal on Theatre Square with its pillared facade was built in 1865 in just six months. Head further south down King and Queen Street which are home to many magnificent Victorian architecture buildings designed by the likes of Alfred Waterhouse who designed London's Natural History Museum and Nottingham's own Watson Fothergill whose buildings are distinctive and unique.
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          The central focal point of the City is Old Market Square which is the largest in the UK and is home to many beautiful buildings, most notably Nottingham Council House. This was built in the 1920s to display civic pride, ostentatiously using baroque columns and placing stone statues of two lions at the front to stand watch over the square; the Exchange Arcade inside the building contains an upmarket shopping centre with boutique shops, it is a small but beautiful covered area. Portland Stone, the same as used for St Paul's Cathedral, was used to construct the Council House and Exchange Arcade. Streets lead from all directions off the square but to the south, shopping streets lead their way in to the Broadmarsh Shopping Centre which is soon to be completely rebuilt. Plans include a massive three floor centre with glass covered 'streets' (similar to the Birmingham Bullring) a landmark new building on the southwest corner of the site and a new transport terminus for the tram lines and buses.
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          The Canalside, further south of this is adjacent to the railway station and several new but sympathetically designed modern offices and is an inviting redevelopment of 19th century industrial buildings into a cluster of bars and restaurants. The eastern third of the city contains the Victoria Shopping Centre which was built in the 1970s on the site of the demolished Victoria Railway Station. All that remains of the beautiful old station building is the clocktower and the station hotel which is now the Hilton Hotel, Nottingham. The Victoria Centre flats stand above the shopping centre and run the whole length of it. At 250 feet high they are the tallest buildings in the city. The eastern third also contains perhaps the most interesting areas of the city, such as Hockley Village. ( Photos) Hockley is where the vast majority of the individual shops are to be found. Hockley is also home to two cinemas which show alternative cinema. They are the Broadway cinema and The Screen Room cinema. The Screen Room is the smallest in the world with only 21 seats and was the cinema of choice for Quentin Tarantino's UK premier of Reservoir Dogs. The Lace Market area is another interesting area just south of Hockley. The Lace Market was once the heart of Britain's Lace industry during the 19th century British Empire and the area provides a snapshot of typical Victorian Britain, with its densely packed streets full of 4-7 story red brick warehouses, ornate iron railings and red phone boxes.
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          These have all been restored and cleaned and the buildings are now used for different purposes, New College Nottingham now has many sites in the Lace Market including the impressive Adams Building built by Thomas Chambers Hine for Thomas Adams. Many of the buildings are also now used for upmarket city centre apartments. Several bars and restaurants also have premises in the Lace Market. The area was once a run down one with the warehouses abandoned but since cleaning and gentrification is now an attractive aspect to this part of the city. The church of St Mary the Virgin is also in this area and is widely considered to be the best example of an English cross-shaped church. On this medieval site was supposedly where Robin Hood was arrested after being betrayed by a monk and subsequently imprisoned by the Sheriff of Nottingham, before being rescued by Little John. It and the adjacent Shire Hall are two interesting buildings from the city's medieval past. The Georgian built Galleries of Justice are also in the Lace Market, they were used as courts and prisons from 1780 for 200 years although the site has been home to a court since 1375.
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          Wollaton Hall lies about 2.5miles (4.0km) to the west of the city centre. This building built in 1588 is a massive piece of spectacular Tudor period architecture, it is home to the city's Natural History Museum and is set in 500acres (2.0km) of deer park taking a large chunk out of the urban area surrounding it. It is located just north of the University of Nottingham's University Park Campus.


          Three pubs in Nottingham claim the title of "England's Oldest Pub". The contenders for the title are Ye Olde Trip To Jerusalem near the castle which is partly built into the cave system, The Bell on the Old Market Square, and The Old Salutation on Maid Marian Way. All of which are some of the cities oldest buildings and make for fascinating viewing. Ye Olde Trip To Jerusalem is supposedly named for its role as a meeting point for those going on the Crusades in the Middle Ages. Its claim of the being the oldest is due partly to the questionable date of 1189 painted on the side of the inn. A recent television documentary tested the three claimants and found that, while each has its own evidence, none can claim exclusivity. The Trip, while the oldest building and oldest location, was for most of its early life a brewery and not a public house. The Salutation sits on the oldest recognised public house site, but the current building is comparatively recent. The Bell, although not in such an antiquated location, does boast the oldest public house building. There is also conflicting information available: dendrochronology from roof timbers in the Salutation give a date for the building of c.1420 with similar dates for the Bell. Ultimately, the roots of the multiple claims can be traced to various subtleties of definition in terms such as public house and inn.


          


          Education
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          Despite a lot of investment, the closing of numerous schools and the opening of new city academies, Nottingham remains near the bottom of the league tables at both primary school and secondary school levels. At primary level, Nottingham was ranked second-worst overall in the country, at 149th out of 150 local authorities rated.


          At secondary level, Nottingham came third from bottom nationally in terms of GCSE results attained.


          The authority has instituted a plan for wide-sweeping reform of education across the city, but in many cases have been met with opposition from parents who say the planned changes are not in the best interests of education. Stanstead School, in the Rise Park area, successfully managed to prevent its planned closure, with the Independent Schools' Adjudicator finally ruling against the authority in February 2006.


          The decision, the first of its kind in the country, adds more weight to the campaigns of the many other schools attempting to prevent closure or amalgamation.


          Nottingham is home to two universities: the University of Nottingham and Nottingham Trent University (formerly Trent Polytechnic). Together they are attended by over 40,000 full-time students. The University of Nottingham's teaching hospital, University of Nottingham Medical School, is part of the largest hospital in the UK, the Queen's Medical Centre.


          Other notable educational institutions include the further education college New College Nottingham, Confetti Institute of Creative Technologies, Nottingham High School, Bilborough College, Nottingham High School for Girls, The Nottingham Bluecoat School and Technology College, South Nottingham College, The Midlands Academy of Dance and Drama and Djanogly City Academy and Greenwood Dale Technology College. Nottingham is home and headquarters of the National College for School Leadership.


          The Nottingham School of Fashion is a fashion school respected around the country. The designer Paul Smith trained there.


          


          Industry


          Nottingham is home to the headquarters of many well-known companies. One of the best known is Boots the Chemists, founded in the city by Jesse Boot 1st Lord Trent in 1849 and substantially expanded by his son John Boot (2nd Lord Trent).
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          Other large current employers include the credit reference agency Experian, the energy company E.ON UK, the tobacco company John Player & Sons, betting company Gala Group, engineering company Siemens, sportswear manufacturers Speedo, high street opticians Vision Express, games and publishing company Games Workshop (creator of the popular Warhammer series), and the American credit card company Capital One, whose European offices are situated by the side of Nottingham station. Nottingham is also the home of HM Revenue and Customs and the Driving Standards Agency.


          Although Boots itself is no longer a research-based pharmaceutical company, a combination of former Boots researchers and university spin-off companies have spawned a thriving pharmaceutical/science/biotechnology sector. BioCity, the UK's biggest bioscience innovation and incubation centre, sits in the heart of the city and houses around thirty science-based companies. Other notable companies in the sector include ClinPhone and Pharmaceutical Profiles. The city has recently been made one of the UK's six Science Cities.


          Until recently bicycle manufacturing was a major industry, the city being the birthplace of Raleigh Cycles in 1886 and later joined by Sturmey-Archer, the creator of 3-speed hub gears. However, Raleigh's factory on Triumph Road, famous as the location for the filming of Saturday Night and Sunday Morning, was demolished in Summer 2003 to make way for the University of Nottingham's expansion of Jubilee Campus.


          Nottingham is also joint headquarters of Paul Smith, the high fashion house.


          Creative Industries are a target growth sector for the city with graphic design, interiors and textile design being a particular focus. already many small design companies are establishing a base in the city with Jupiter and the multi-award winning Purple Circle being two of the higher profile consultancies. Nottingham City Council has recently announced that other target sectors include Financial and Business Services, Science and Technology, Public Sector and Retail and Leisure as part of their economic development strategy for the city.


          Ceramics manufacturer Mason Cash was founded and continues to have operations in Nottingham.


          The schools and aerial photographers, H Tempest Ltd were Nottingham-based for many years, until relocating to St. Ives (Cornwall) around 1960. A skeleton office remained for many years in the original building next to Mundella School.


          Many of the UKs railway ticket machines and platform departure boards run software written by Atos Origin in their offices in Nottingham. Other major industries in the city include engineering, textiles, knitwear and electronics. An increasing number of software developers are located in Nottingham: Reuters and Monumental Games are based in the city, with Free Radical Design located in nearby Sandiacre and Serif Europe based between Wilford and Ruddington, south west of the Trent and east of Clifton.


          Nottingham is progressively changing from an industrial city to one based largely in the service sector. Tourismparticularly from the United States and the Far Eastis becoming an increasingly significant part of the local economy.


          In 2004 Nottingham had a GDP per capita of 24,238 (US$48,287, 35,529), which was the highest of any English city after London, and the fourth highest of any city of the UK, after London, Edinburgh and Belfast.


          
            
              Economic trends
            

            
              	Year

              	Regional Gross

              Value Added (m)

              	Agriculture

              (m)

              	Industry

              (m)

              	Services

              (m)
            


            
              	1995

              	4,149

              	2

              	1,292

              	2,855
            


            
              	2000

              	5,048

              	1

              	912

              	4,135
            


            
              	2003

              	5,796

              	-

              	967

              	4,828
            


            
              	source: Office for National Statistics
            

          


          


          Shopping
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          In 2007, Nottingham was positioned fourth in the retail shopping league of England (CACI Retail Footprint 2007), behind London, Birmingham and Manchester, but ahead of Leeds, Liverpool, Southampton, Bluewater and Newcastle.


          There are two main shopping centres in Nottingham: Victoria Centre and Westfield Broadmarsh. Work on redeveloping Westfield Broadmarsh at a cost of 400 million (creating 400 stores, 136,000m of shopping space) is to start in 2008 although this could be offset by closures elsewhere in the city. Debenhams and Marks and Spencer are to be the anchors of the new centre, which will be open in 2011. Smaller shopping centres are the The Exchange Arcade, the Flying Horse Walk (once a famous hotel) and new developments in Trinity Square and The Pod. The new developments will increase the shopping sales area in the city centre by 28% to 4,300,000square feet (399,000m). The Bridlesmith Gate area has numerous designer shops, and is the home of the original Paul Smith boutique. There are also various side streets and alleys that hide some interesting and often overlooked buildings and shops - streets such as Poultry Walk, West End Arcade and Hurts Yard. These are home to many specialist shops as is Derby Road, near the Cathedral and once the antiques area but now home to some the city's most interesting independent shops.


          Nottingham has a number of department stores including the House of Fraser, John Lewis, and Debenhams. Hockley Village caters to alternative tastes with shops like Ice Nine and Void, famous across the city.


          


          Culture
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          Nottingham has two large-capacity theatres, the Nottingham Playhouse and the Theatre Royal (which together with the neighbouring Royal Concert Hall forms the Royal Centre) and a smaller theatre space at the University of Nottingham's Lakeside Arts Centre. There are also several art galleries which often receive national attention, particularly the Nottingham Castle Museum, the Angel Row Gallery (attached to the main library), the University of Nottingham's Djanogly Gallery and Wollaton Park's Yard Gallery. The visual arts in Nottingham will be significantly enhanced in 2008 and 2009 by the opening of New Art Exchange and Centre for Contemporary Art Nottingham. In a new 13.9 million 3000 square metre building on the corner of High Pavement and Middle Hill designed by Caruso St John, CCAN will be one of the largest venues for exhibitions of contemporary art in the UK. Both of the city's universities also put on a wide range of theatre, music and art events open to the public throughout the year.
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          The city has several multiplex cinemas alongside two arthouse cinemas in Hockley. The independent cinemas are the Broadway Cinema, one of the major independent cinemas in the UK and Screen Room, which claims to be the world's smallest cinema (at just 21 seats). Broadway was redeveloped and expanded in 2006. Quentin Tarantino held the British premiere of Reservoir Dogs there in 1992.


          There is a classical music scene, with long-established groups such as the city's Symphony Orchestra, Philharmonic Orchestra, Harmonic Society, Bach Choir, Early Music Group Musica Donum Dei and the Symphonic Wind Orchestra giving regular performances in the city.


          The annual Goose Fair in October is always popular, being one of the largest fairs in the country.


          Nottingham won the Britain in Bloom competition, in the Large City category, in 1997, 2001, 2003 and 2007. It also won the Entente Florale Gold Award in 1998.


          Nottingham is known for its large teenage alternative scene ( rock, punk, emo etc.), the heartland of which is Old Market Square. Another focus for their activities is the Rock City concert venue. The Sumac Centre based in Forest Fields has for many years supported local upcoming musicians, artists and film makers, and a variety of campaign groups.


          Nottingham has a strong grass roots "Do it yourself" music culture, and is very in touch with underground trends in modern music. Nottingham is renowned as one of the biggest cities supporting the Dubstep movement of dance music. It also has a strong DIY Punk and Indie/Folk scene based at venues such as The Old Angel Inn, The Rose of England and Lee Rosys Tea in Hockley.


          


          Tourism


          Nottingham receives a considerable volume of tourism, with almost 300 thousand people visiting from overseas in 2005 alone. Many visitors are attracted by Nottingham's nightlife and shops, by its history, and by the legend of Robin Hood, visiting Sherwood Forest, Nottingham Castle and The Tales of Robin Hood on Maid Marian Way. Popular history-based tourist attractions in central Nottingham include the Castle, City of Caves, Lace Market, The Galleries of Justice, and the City's ancient pubs.


          Parks and gardens include Wollaton Park (over 500 acres) near the University Highfields Park on the University of Nottingham campus, Colwick Park, which includes the racecourse, and the Nottingham Arboretum, Forest Recreation Ground and Victoria Park which are in or close to the city centre. Sherwood Forest, Rufford Country Park, Creswell Crags and Clumber Park are further away from the city itself. A new park is being developed in the city at the Eastside City development.


          The Nottingham Robin Hood Society was originally formed by Robin Hood historian Jim Lees and two Nottingham teachers Steve and Ewa Theresa West in 1972. Steve and Ewa Theresa played the part of Maid Marion and Robin Hood and attracted a ' band' of like minded followers who ' costumed up ' nearly every weekend for a function . The then society acted in street theatre, appeared at charity events and functions and for several years ' held up ' the appointed Sheriff of Nottingham at the opening of the annual Nottingham Festival. The society also made a film for Japanese Television and joined in picnics and midnight vigils around in Major Oak to promote tourism. Although a Nottingham Robin Hood Society remains the original society members disbanded after the death of Jim Lees.


          


          Museums and galleries


          
            	Brewhouse Yard Museum, a museum of Nottingham Life


            	Centre for Contemporary Art Nottingham - under construction and due to open in 2008.


            	The Galleries of Justice - Museum of Law Trust based at the Shire Hall in the Lace Market


            	Green's Windmill and Science Centre


            	Nottingham Castle Museum and Art Gallery - home to the citys Decorative Art and Fine Art collections, along with the Story of Nottingham galleries, and the Sherwood Foresters Regimental Museum


            	Nottingham Industrial Museum


            	Nottingham Museums of Costume and Textiles in Castlegate


            	Nottingham Natural History Museum - based at Wollaton Hall.


            	Nottingham Transport Heritage Centre in Ruddington is a museum of local transport. It has an eight mile (13 km) long railway where Heritage steam trains and Diesel locomotives are used on passenger runs, a classic Road Transport collection (mostly omnibuses) with many Nottingham assosiated vehicles to see, a miniature and model railway and many other things.

          


          


          Demographics


          Nottingham has significant Black and Asian populations, and is becoming increasingly more mixed as more immigrants arrive from Eastern Europe, the Middle East, and Africa.


          Nottingham is also said to have a higher female-to-male ratio though this is disputed. This myth may date back to the heavy casualties suffered by a local pals battalion in the First World War.


          Nottingham also has on average over 50,000 full-time students studying across the two universities.


          The influence of the ethnic groups can be seen with the widespread influence of Black and Jamaican culture on the different ethnicities in the city. Hyson Green is the most multi-religious and multi-racial part of the city with Radford Road being the hub of activity. Once home to the city's Black and Pakistani communities it is now becoming increasingly Middle Eastern in its makeup.


          


          Entertainment
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          The 2,500-capacity Nottingham Royal Concert Hall and 9,500-capacity Nottingham Arena attract the biggest names in popular music. For less mainstream acts and a generally more intimate atmosphere, Nottingham has a selection of great smaller venues including Junktion 7, The Old Angel, the award-winning dedicated rock music venue Rock City and Rock City's compact sister venues The Rescue Rooms, The Bodega Social Club and Stealth. These venues, with their packed listings and close proximity, make Nottingham one of the centres of live popular music in the UK.


          " Nottingham Playhouse" is the major producing theatre in the city including some new and innovative works.


          In the 1980s, Nottingham was barely mentioned in the Good Food Guide; but now there are several restaurant entries and a range of cuisine reflecting the ethnic diversity of the city. The Nottingham Restaurant Awards play a leading role in promoting the industry.


          The large number of students in the city bolsters the night time entertainment scene. There are several well established areas of the city centre for entertainment such as Lace Market, Hockley, The Waterfront and The Corner House.


          


          Sport
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          Nottingham is home to two professional football teams: Nottingham Forest (promoted to the Football League Championship at the end of the 2007-08 season) who under their most famous manager, the late Brian Clough, won the European Cup twice in succession, and Notts County (who play in Football League Two). Notably, these two stadia are the closest in England, divided by the River Trent. The latter is the oldest professional Football League team in the world, having been founded in 1862 - a year before the establishment of the Football Association.


          Trent Bridge cricket ground, located across the river in West Bridgford, Rushcliffe, is the home of Nottinghamshire County Cricket Club, who were winners of the 2005 County Championship and runners-up in the 2006 Twenty20 cup competition. Trent Bridge is a major venue for international Test matches, and also hosts other important cricketing events such as the Twenty20 cup finals and regular one-day international games. The ground, which has won architectural awards for the design of some of its newer stands, also houses a cricket academy, a hotel, and a gym, and also uniquely features not one, but two public houses built within the ground itself.


          All three famous sports venues are within sight of each other even though the River Trent separates Trent Bridge and Forest's stadium (known as the City Ground and near the cricket ground) from Notts County's ground, Meadow Lane. Meadow Lane is in the City of Nottingham and the City Ground is in the County of Nottingham, the river forming the boundary. Forest should not be confused with 'The Forest', which is an open green space where the Goose Fair (see above) is held; however, the club takes its name from this open space, having been founded there in 1865. This makes Forest the third oldest club in the league.


          The National Ice Centre, a large ice skating rink; the city's links to ice skating can be traced back to arguably its most famous children of recent times, Olympic ice dancing champions Jayne Torvill and Christopher Dean who collected a unanimous 6.0 score at the 1984 Winter Olympics at Sarajevo. The NIC is used as a training and competition venue for speed skating, sledge hockey and figure skating and receives an annual grant from bodies such as Sport England to maintain and fund these sports.


          The NIC is the home of the Nottingham Panthers ice hockey team, founded in 1946 and the current holders of the Challenge Cup. There is a thriving junior ice hockey programme which is also based at the centre. Since 2001, Nottingham has been the host city of the annual ice hockey Play-Off Championship Finals weekend, which attracts fans from many different parts of the country. Also calling the NIC home is the Nottingham North Stars recreational ice hockey team. Founded in 1989 North Stars are one of the oldest recreational clubs in the country.


          The city's rugby union side, Nottingham R.F.C. are currently based at a new venue in West Bridgford near the City Ground, and play their league matches at Meadow Lane.


          There is a large tennis centre, where the annual Nottingham Open is held in the weeks immediately prior to Wimbledon and has been used as warm-up practice by various tennis stars.


          The National Water Sports Centre is based at Holme Pierrepont, with a 2000 m regatta lake for rowing, canoeing and sailing, and a white water slalom canoe course fed from the river. A number of other sailing, rowing and canoeing clubs are also based along the River Trent, as is the boatbuilder Raymond Sims.


          Every year since 1981 Nottingham has played host to the 'Robin Hood Marathon' taking in many of the city's historic and scenic sights. The race is run alongside a half marathon and a fun run among other events and is widely considered to be the second best marathon in the UK.


          Motorcycle speedway racing was staged in Nottingham before the Second World War. The original venue known as Olympic Speedway was redeveloped by the building of the White City stadium which also featured speedway. A book by Philip Dalling, published by Tempus Publishing, chronicles speedway events in Nottingham. For a short spell in the 1980s the promotion based at Long Eaton raced under the Nottingham Speedway banner and the team was known as Nottingham Outlaws.


          


          Transport


          


          Road


          Nottingham is close to the M1 motorway and major roads the A52 and the A46. To the west of Nottingham through to Derby, the A52 is known as Brian Clough Way.
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              Ferris Wheel in Old Market Square
            

          


          


          Air


          East Midlands Airport in Leicestershire, served by low-cost international airlines, makes the city easily accessible from other parts of the world providing daily services to many principal European destinations such as Paris, Frankfurt, Berlin, Oslo and Amsterdam, internal flights to Edinburgh and Belfast and limited services to trans-continental destinations such as Barbados, Mexico, Sanford and Florida. Nearby Robin Hood Airport Doncaster Sheffield also provides domestic European and Trans-Atlantic services. Birmingham International airport is about one hour's drive away and 2 hours 15 minutes on the train, providing flights to most principal European cities, New York, Boston, Toronto, Montreal, Dubai and the Indian sub-continent.


          


          Rail


          Nottingham is served by rail services operated by East Midlands Mainline from Nottingham railway station to London, CrossCountry and local services by East Midlands Connect.


          The re-opening of the Robin Hood Line to passengers rather than just freight, between 1993 and 1998 linked Nottingham with its close neighbours Hucknall, Mansfield, Kirkby-in-Ashfield and Sutton-in-Ashfield. Other lines connect the city to Beeston, Burton Joyce, Netherfield and Carlton. Nottingham has direct services to London, Leeds, Birmingham, Leicester, Lincoln, Manchester, Sheffield, Liverpool and Norwich as well as many other conurbations.


          From 11 November 2007 Midland Mainline and Central Trains services in Nottingham were combined into a new franchise, East Midlands Trains, with the exception of the Nottingham to Cardiff services which are now operated by CrossCountry.


          Also, from the December 2008 timetable change, Nottingham will be served by an hourly express from Leeds, operated by Northern Rail. This service will serve Nottingham, Chesterfield, Dronfield, Sheffield, Meadowhall, Barnsley, Wakefield Kirkgate and Leeds.


          Nottingham railway station is the last survivor of a once much larger rail network around Nottingham. At one time Nottingham was served by four other railway stations,


          
            	Nottingham Victoria Station (closed 1967)


            	Nottingham Arkwight Street (Closed 1969)


            	Nottingham London Road High Level (closed 1969)


            	Nottingham London Road Low Level (closed 1948)

          


          


          Light rail


          Nottingham Express Transit a light rail system opened in 2004, running from Hucknall in the north to the city's railway station. An additional spur to/from Phoenix Park serves as a Park and Ride Station close to the M1 motorway (Junction 26). See National Park and Ride Directory for details. Phase 2 development of the system will add two new lines to the southern suburbs of Wilford and Clifton and western suburbs of Beeston and Chilwell to create a three-line network.


          


          Buses
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              Nottingham's Broadmarsh Bus Station
            

          


          In 2005 Nottingham was bucking the national trend, as bus use in the city was growing and employment rates were rising. This is a result of the city council, as well as the two principal operators, Nottingham City Transport (NCT) and Trent Barton, making multi-million-pound investments in some of the newest fleets in the country. NCT was also the first transport operator in the UK to use RFID technology for its EasyRider bus passes, introduced in 2000. The two operators are also frequent winners of the National Bus Operator of the Year award. Also new Shoplink services operated by Premiere Travel. Also Veolia (Dunn-Line) operate in Nottingham as well.


          


          Crime


          Nottingham is served by Nottinghamshire Police and has a Crown Court and Magistrates' Court.


          In 2000 - 2003 the press and other media claimed Nottingham was the 'gun-crime capital of the UK', although by 2007 the BBC reported that the number of shootings in the City had fallen from 51 (in 2003) to 13 (in 2006). In January 2008, however, it was reported that gun crime in the city had risen for a second consecutive year with a 50% increase in gun crime during 2007. The incidence of many crimes in Nottingham is several times higher than the English average. A 2006 crime survey stated that Nottingham topped the crime rankings for police statistics on murders, burglaries, and vehicle crime, and "had almost five times the level of crime as the safest town in the rankings". The survey was condemned as inaccurate by Nottingham City Council and Nottinghamshire Police due largely to the use of out of date (2001) population figures, and The University of Nottingham argued that the way in which statistics such as these are calculated is severely flawed, and if the population of the entire conurbation were taken into account instead of just the centre of the city then a more accurate picture would be revealed. A revised survey based on 2004 population estimates, however, appears to back up the original rankings. In 2007 a property focused TV programme named Nottingham as the 4th worst city to live in, stating the city has "loads of good aspects but crime lets it down". Interestingly the same programme also ranked the neighbouring Nottinghamshire borough of Rushcliffe, which contains suburbs of Greater Nottingham, among the best 20 places to live in the UK.


          While the crime figures in the city are high, initiatives introduced to tackle the levels of crime appear to be having an effect, with a 2006 Home Office survey showing that the overall level of crime in the city is down by 12% since 2003. Initiatives include the Community and Neighbourhood Protection Service developed by Nottingham City Council, Nottinghamshire Police and Nottingham City Homes to take an uncompromising stance to anti-social behaviour. It comprises Community Protection Officers (CPOs), Police Officers, Police Community Support Officers (PCSOs) and Anti-Social Behaviour Officers who work with internal and external agencies to reduce anti-social behaviour and the fear of crime.


          Community Protection Officers (also known as City Wardens) highly visible in their bright yellow stab vests, are accredited by the Chief Constable of Nottinghamshire Police to issue Fixed Penalty Notices (FPNs) for littering and are employed to tackle other anti-social behaviour.


          


          Religion


          
            [image: The Roman Catholic Cathedral of St. Barnabas from Derby Road]

            
              The Roman Catholic Cathedral of St. Barnabas from Derby Road
            

          


          In Nottingham one can find places of worship for all the major world religions, including Christianity, Judaism, Islam, Hinduism, Sikhism and Taoism. The Nottingham Inter-faith Council works to make connections between faith groups and show the wider public the importance of spiritual aspects of life and the contribution faith groups make to the community.


          The Roman Catholic Cathedral of St. Barnabas on Derby Road was designed by the architect Augustus Welby Northmore Pugin, it was consecrated in 1844 and is the cathedral church for the Roman Catholic Diocese of Nottingham established in 1850 which covers Nottinghamshire (except Bassetlaw District), Leicestershire, Derbyshire (except Chesterfield and parts of the High Peak), Rutland and Lincolnshire (pre-1974 boundaries).
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              St. Mary the Virgin also known as St. Mary's in the Lace Market
            

          


          Nottingham has three historic Anglican parish churches all of which date back to medival times. St. Mary the Virgin, in the Lace Market, a member of the Greater Churches Group is the oldest foundation (dating from the eighth or ninth centuries) but the building is at least the third on the site dating from 1377 to 1485. St. Mary's is considered the mother church of the city and civic services are held here, including the welcome to the new Lord Mayor of Nottingham each year. St.Peter's in the heart of the city is the oldest building in continuous use in Nottingham, with traces of building starting in 1180. St. Nicholas' was rebuilt after destruction in the Civil War.
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              Unitarian Chapel on High Pavement, now the Pitcher and Piano public house
            

          


          Non-conformism was strong from the 17th century onwards and a variety of chapels and meeting rooms proliferated throughout the town. Sadly many of these grand buildings have been demolished, including Halifax Place Chapel, but some have been re-used, notably High Pavement Chapel which is now a public house. The offices of the Congregational Federation are in Nottingham. William Booth, the founder of the Salvation Army, was born in Nottingham in 1829.


          

          Today there are a number of large Christian congregations in Nottingham. These include: The Christian Centre which is a Pentecostal church meeting in the centre of Nottingham; Trent Vineyard who meet in Lenton and is part of the Vineyard churches movement; Cornerstone who meet in Wollaton; Grace Church Nottingham who meet at Notts County Football Ground, and is part of the Newfrontiers family of churches.


          Geography


          Nottingham is located at (52.9667,-1.1667).


          The City of Nottingham boundaries are tightly drawn and exclude several suburbs and satellite towns that are usually considered part of Greater Nottingham, including Arnold, Carlton, West Bridgford, Beeston and Stapleford. Outlying towns and villages include Hucknall, Eastwood, Tollerton, Ruddington, Ilkeston and Long Eaton of which the last two are in Derbyshire. The geographical area of Greater Nottingham includes several local authorities: Gedling, Broxtowe, Rushcliffe, Ashfield, Erewash and Amber Valley.
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          Twin cities


          Nottingham is twinned with the following cities:
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          The county of Nottinghamshire is twinned with Poznań, Poland.
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          List of Mayors and Lord Mayors
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              	Coordinates:
            


            
              	Capital district

              	Nouakchott
            


            
              	Government
            


            
              	-Mayor

              	Didi Ould Bounaama
            


            
              	Area
            


            
              	-Total

              	1,000 km(400 sqmi)
            


            
              	Population (1999)
            


            
              	-Total

              	881,000
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          Nouakchott (Arabic: نواكشوط or انواكشوط [alleged translation from Berber "The place of the winds"] Nawākūṭ) is the capital and by far the largest city of Mauritania. It is one of the largest cities in Sahara and the cities north of the Atlas Mountains on Africa's northern coast. The city is the administrative and economic centre of Mauritania.


          


          Geography
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              Central mosque in Nouakchott

              Mauritania, 2006
            

          


          Located on the Atlantic coast of the Sahara, it lies on the west coast, on the Atlantic Ocean, although with the exception of Nouakchott Wharf and a deep water port, the coastal strip is mostly left empty and allowed to flood.


          Due to the rapid build-up, the city is quite spread out, with few tall buildings. It also often acts as an interface between urban Mauritanians and their nomadic fellow citizens.


          Nouakchott is built around a large tree-lined street, Avenue Abdel Nasir, which runs northeast through the city centre from the airport. Other major streets are named (in French) for notable Mauritanian figures, or international personages of the 1960s: Avenue de Gaulle, Avenue Kennedy, and Avenue Lumumba, for example.


          Nouakchott is a vital city to Mauritania because of imports and exports, particularly of certain minerals and crops. Nouakchott also has 8 oil blocks off the coast to use.


          Temperatures range between 33 C (92 F) and 13 C (56 F), and the average rainfall is 130millimetres (5.1in) a year.
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          History


          A tiny fishing town until 1958, Nouakchott has been mentioned little throughout history. It is possible that the Berber Muslim Almoravids were originally from the area. Despite its name, based on a Berber expression meaning "place of the winds", the city was selected as the capital city for its moderate climate and central location within the country.


          Mauritania was part of the larger French colony of French West Africa, and as such had no capital during the colonial period: Saint-Louis, in Senegal held that position. In 1957, this small port town was chosen to be the capital of the new country, and an ambitious building program was begun to increase its population to 15,000. In 1958 Mauritania was formed as an autonomous republic in the French Community, and when that organization became moribund after 1962, Nouakchott became the capital of an independent country.


          The city has had rapid growth, driven by the north African drought since the beginning of the 1970s: many have moved to the city in search of a better life. The population is estimated to have been just under 1,000,000 in 2000, and to have grown to above 2,000,000 as of 2008.


          


          Government


          
            [image: ]
          


          The town was first divided into districts (moughataa) in 1973. First it was divided into four. From 1986, the city has been split into nine districts.
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          Demographics
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              Market in Nouakchott
            

          


          For comparison, its population was only 20,000 in 1969 and 150,000 in 1980. Part of the difficulty in estimating the city's population is that part of it is literally nomadic, setting up tents in suitable locations, then packing up when the need strikes.


          Although Islam is the state religion in Mauritania, Nouakchott includes the Cathedral of St. Joseph, a Catholic cathedral.


          


          Infrastructure


          Nouakchott has a deep-sea port, opened in 1986, primarily used for imports. Annually, imports account for around 96.4% of traffic at the port. A 1,100kilometers (684mi) road connects the city with Nma via Boutilimit and Kiffa . The city also features an international airport.


          


          Railway


          An agreement was signed on August 5, 2007 between Mauritania, Sudan, and China to build $630m Mauritania Railway linking the port of Nouakchott and phosphate mines at Bofal, about 430 km away. The line goes near the border with Senegal.


          


          Fresh water


          Although the rocks beneath the city contained a vast reservoir of fresh water, known as the Trarza Lake, fresh water is running out due to the large growth of the city.


          


          Education


          The city is home to the Universit de Nouakchott, which is the only university in Mauritania and was opened in 1981. Other higher education facilities include the National School of Administration, and the National Institute of Advanced Islamic Studies. There are many primary and secondary schools, and an American International School of Nouakchott.


          


          Culture
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              Fish market at the beach in Nouakchott, Mauritania.
            

          


          Attractions in Nouakchott include Nouakchott Museum, several markets including Nouakchott Silver Market, and the beaches. One beach is devoted to fishing boats where various species of fish can be bought fresh. The city also hosts the National Library and National Archives. Nouakchott is the principal location in Africa for world distribution of native Saharan meteorites.


          


          Sister cities
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          A novel (from, Italian novella, Spanish novela, French nouvelle for "new", "news", or "short story of something new") is today a long written, fictional, prose narrative. The seventeenth-century genre conflict between long romances and short novels, novellas, has brought definitions of both traditions into the modern usage of the term.


          


          History
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              Daniel Defoe's Robinson Crusoe; title page of 1719 newspaper edition.
            

          


          


          World wide view


          The modern novel can no longer be seen as an entirely European product. It is not  as critics like Ian Watt had pointed out in the 1950s  an early 18th century invention of English literature. The era of "romances" had ended before 1719 and "novels" had been appreciated as an alternative as early as 1613, the date when the Novelas Exemplares were published. Extended fictions with modern historical backgrounds were fashionable on the French international market before Robinson Crusoe appeared. A field of diverse sources and parallel histories had been established by that time. Pierre Daniel Huet's ground breaking study Traitt de l'origine des romans (1670) took the first steps looking for origins of the novel in the ancient Mediterranean cultures and in medieval Europe, in the epic tradition and in the traditions of shorter fictions.


          Our notion of the epic tradition has grown since then: the Sumerian Epic of Gilgamesh, Indian epics such as the Ramayana and Mahabharata were unknown in Europe in the 1670s as were the European epic tales. Huet already noted Petronius' Satyricon, the incredible stories of Lucian of Samosata, and Lucius Apuleius' proto- picaresque The Golden Ass and a heroic strain with the romances of Heliodorus and Longus. The ancient Greek romance was revived by Byzantine novelists of the twelfth century. All these traditions were rediscovered in the 17th and 18th centuries where they influenced the modern book market. The novella is, however, related to universal oral traditions. Jokes would fall into a broad history of the "exemplary story" which gave rise to the more complex form of novelistic story telling. Fiction has its still wider context with the Bible being filled with similes and stories to be interpreted. Fiction is, as Huet noted, a rather universal phenomenon, though not a phenomenon with a single cause.


          The history of prose fiction remains heterogeneous with parallel developments all around the globe. Early examples of prose novels include The Tale of Genji by Murasaki Shikibu in the 11th century, Philosophus Autodidactus by Ibn Tufail in the 12th century, Theologus Autodidactus by Ibn al-Nafis in the 13th century, and Romance of the Three Kingdoms by Luo Guanzhong in the 14th century. The inventions of paper and movable letters became, however, key factors the genre needed to step from isolated traditions into a market of exchange and awareness of the genre. Spanish, French, German, Dutch and English became the first languages of the new market. The national risings of the USA, Russia, Scandinavia and Latin America widened the spectrum in the 19th century. A wave of new literatures has brought forth novels with Asian and African authors since then. Their novels quickly became contributions to the history of world literature in the 19th century and in the 20th century were nourished with international awards such as the Nobel Prize in Literature; they make it problematic for any nation to remain unvoiced and unheard of. The novel has become a medium of national awareness on a global scale. The establishment of literature as the realm of fictions to be discussed, a 19th century development, became the moving force behind this development.


          


          The age of manuscript circulation


          Anglophone histories of the novel have to cope with the special generic evolution which brought the word "novel" into the context of extended prose fictions.


          
            	The period 1200-1750 saw a rise of the originally short piece of fiction rivalling then with the original "romance" (the epic-length performance). The rivalry was European, yet only the Spanish and the English went one step further and allowed the word novel (Spanish: novela) to become their regular term for fictional narratives.


            	The period 1700-1800 saw a reversal, a rise of "new romances" in reaction to the production of potentially scandalous novels. The movement encountered a complex situation in the English market, where the term "new romance" could hardly be ventured, after all the novel had done to transform taste. The new genre adopted the name novel with the effect that the English (and Spanish) eventually needed a new word for the original short performance: The term novella was created to fill the gap in English; " short story" brought a further refinement.

          


          The meaning of the term "romance" changed within the same complex process, becoming the word for a love story whether in life or fiction. Other meanings include the musicologist's genre " Romance" of a short and amiable piece, or Romance languages for the languages derived from Latin (French, Spanish, Italian, Romanian, and Portuguese).


          


          Romance, 1000-1500


          The word romance seems to have become the label of romantic fictions because of the "Romance" language in which early (11th and twelfth century) works of this genre were composed. The most fashionable genres developed in southern France in the late twelfth century and spread east- and northwards with translations and individual national performances. Subject matter such as Arthurian knighthood had already at that time traveled in the opposite direction, reaching southern France from Britain and French Brittany. As a consequence, it is particularly difficult to determine how much the early "romance" owed to ancient Greek models and how much to northern folkloric verse epics such as Beowulf and the Nibelungenlied.


          The standard plot of the early romance was a series of adventures. Following a plot framework as old as Heliodorus, and so durable as to be still alive in Hollywood movies, a hero would undergo a first set of adventures before he met his lady. A separation would follow, with a second set of adventures leading to a final reunion. Variations kept the genre alive. Unexpected and peculiar adventures surprised the audience in romances like Sir Gawain and the Green Knight (Gauvin et le Chevalier vert). Classics of the romance developed such as the Roman de la Rose, written first in French, and famous today in English thanks to the translation by Geoffrey Chaucer.


          These original "romances" were verse works, adopting a "high language" thought suitable for heroic deeds and to inspire the emulation of virtues; prose was considered "low", more suitable for satire). Verse allowed the culture of oral traditions to live on, yet it became the language of authors who carefully composed their texts  texts to be spread in writing, thus to preserve the careful artistic composition. The subjects were aristocratic. The textual tradition of ornamented and illustrated handwritten books afforded patronage by the aristocracy or by the monied urban class developing in the thirteenth and fourteenth centuries, for whom knight errantry most clearly was a world of fiction and fantasy.


          The fourteenth and fifteenth centuries saw the emergence of the first prose romances along with a new book market. This market had developed even before the first printing facilities were introduced: prose authors could speak a new language, a language avoiding the repetition inherent in rhymes. Prose could risk a new rhythm and longer thoughts. Yet it needed the written book to preserve the coincidental formulations the author had chosen. While the printing press was yet to arrive, the commercial book production trade had already begun. Legends, lives of saints and mystical visions in prose were the main object of the new market of prose productions. The urban elite and female readers in upper class households and monasteries read religious prose. Prose romances appeared as a new and expensive fashion in this market. They could only truly flourish with the invention of the printing press and with paper becoming a cheaper medium. Both of these achievements arrived in the late fifteenth century, when the old romance was already facing fierce competition from a number of shorter genres; most salient among these genres was the novel, a form that arose in the course of the fourteenth century.


          


          Early novel, 1000-1600
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          It is difficult to give a full catalog of the genres that finally culminated - with the works of Boccaccio, Geoffrey Chaucer, Niccol Machiavelli and Miguel de Cervantes - in the original "novel", the production today generally categorized under the term "novella".


          The early "novel" contrasting the early "romance" was basically any story told for its spectacular or revealing incidents. The original environment - living on with the typical frame settings - was the entertaining conversation. Stories of grave incidents could just as well augment sermons. Collections of examples facilitated the work of preachers in need of such illustrations. A fable could illustrate a moral conclusion; a short historical reflection could do the same. A competition of genres developed. Tastes and social status were decisive, if one believes the medieval collections. The working classes loved their own brand of drastic stories: stories of clever cheating, wit and ridicule levelled against hated social groups (or competitors among the storytellers). Much of the original genre is still alive with the short joke told in everyday life to make a certain humorous point in a conversation.


          Artistic performances included the story within a story: situations in which a series of stories was allegedly told. They rejoiced in a broad pattern of tastes and genres. The Canterbury Tales constitute a classic example, with their noble storytellers fond of "romantic" stories and their lower narrators preferring stories of everyday life. The genre did not have its own generic term. "Novel" would simply denote the novelty of the accident narrated. The inclusion of frame stories, however, brought an awareness of the fact that genres were developing in this field.


          The main advantage of the background story was the justification it put into the hands of the actual authors such as Chaucer and Boccaccio. Romances afforded lofty language and relied on an accepted notion of what deserved to be read as high style. Yet what if the taste in moral teachings and poetry changed? Romances quickly became outdated. Stories of cheats and pranks, illicit love affairs, and clever intrigues in which certain respectable professions or the citizens of another town were made fun of were, on the other hand, neither morally nor poetically justifiable. They carried their justification outside. The storyteller would offer a few words explaining why he thought this story was worth telling. Again, Chaucer's Canterbury Tales afford the best examples: the real author could tell stories without any other justification than that this story gave a good portrait of the person who told it and of his or her taste, and that justification would remain stable throughout history.


          If lofty performances grew tedious - as they did in the fourteenth and fifteenth centuries with the old plots never leading to newer ones - the collections of tales or novels made it easy to criticise the lofty performances and to reduce their status: one of the group of narrators (created by the actual author) could start with the romantic story only to be interrupted by the other narrators listening within the story. They might silence him or order him to speak a language they liked, or they might ask him to speed up and to make his point. The result was a rise of the short genre. The steps of this development can be traced with the short story gaining in appreciation and value to rival romances in new versified collections at the end of the fourteenth century.


          


          The novel on the early market of printed books, 1480-1800


          


          Conflict between novels and romances, 1600-1700
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          The invention of printing subjected both novels and romances to a first wave of trivialization and commercialization. Printed books were expensive, yet something people would buy, just as people still buy expensive things they can barely afford. Alphabetization, or the rise of literacy, was a slow process when it came to writing skills, but was faster as far as reading skills were concerned. The Protestant Reformation created new readers of religious pamphlets, newspapers and broadsheets.


          The urban population learned to read, but did not aspire to participation in the world of letters. The market of chapbooks developing with the printing press comprised both romances and short histories, tales and fables. Woodcuts were the regular ornament and they were offered without much care. A romance in which the heroic knight had to fight more than ten duels within a few pages could get the same illustration of such a fight again and again if the printer's stock of standard illustrations was small. As their stocks grew, printers repeated the same illustrations in other books with similar plots, mixing these illustrations without respect to style. One can open eighteenth century chapbooks and find illustrations from the early years of printing next to much more modern ones.


          Romances were reduced to cheap and abrupt plots resembling some early comic books; neither were the first collections of novels necessarily prestigious projects. They appeared with an enormous variety from folk tales over jests to stories told by Boccaccio and Chaucer, now venerable authors.


          A more prestigious market of romances developed in the sixteenth century, with multi-volume works aiming at an audience which would subscribe to this production. The criticism leveled against romances by Chaucer's pilgrims grew in response to both trivialization and the extended multi-volume "romances". Romances like the Amadis de Gaula led their readers into dream worlds of knighthood and fed them with ideals of a past no one could revitalize, or so the critics complained.


          Italian authors like Machiavelli were among those who brought the novel into a new format: while it remained a story of intrigue, ending in a surprising point, the observations were now much finer: how did the protagonists manage their intrigue? How did they keep their secrets, what did they do when others threatened to discover them?


          The whole question of novels and romances became critical when Cervantes added his Novelas Exemplares (1613) to the two volumes of his Don Quixote (1605/15). The famous satirical romance was levelled against the Amadis which had made Don Quixote lose his mind. Advocates of the lofty romance, however, would claim that the satirical counterpart of the old heroic romance could hardly teach anything: Don Quixote neither offered a hero to be emulated nor did it satisfy with beautiful speeches; all it could do was to make fun of lofty ideals. The Novelas Exemplares offered an alternative to the heroic and the satiric modes, yet critics were even less sure what to make of this production. Cervantes told stories of adultery, jealousy and crime. If these stories were to give examples, they gave examples of immoral actions. The advocates of the "novel" responded that their stories taught with both good and bad examples. The reader could still feel compassion and sympathy with the victims of crimes and intrigues, if evil examples were to be told.


          The alternative to dubious novels and satirical romances were better, lofty romances: a production of romances modeled after Heliodorus arrived as a possible answer with excursions into the bucolic world. Honor d'Urf's L'Astre (1607-27) became the most famous work of this type. The criticism that these romances had nothing to do with real life was answered through the device of the roman  clef (literally "novel with a key")  one that, properly understood, alludes to characters in the real world. John Barclay's Argenis (1625-26) appeared as a political Roman  clef. The romances of Madeleine de Scudry gained greater influence with plots set in the ancient world and content taken from life. The famous author told stories of her friends in the literary circles of Paris and developed their fates from volume to volume of her serialized production. Readers of taste bought her books, as they offered the finest observation of human motives, characters taken from life, and excellent morals regarding how one should and should not behave if one wanted to succeed in public life and in the intimate circles she portrayed.


          The novel went its own way: Paul Scarron (himself a hero in the romances of Madeleine de Scudry) published the first volume of his Roman Comique in 1651 (successive volumes appeared in 1657 and, by another hand, in 1663) with a plea for the development Cervantes had introduced in Spain. France should (as he wrote in the famous twenty first chapter of the Roman Comique ) imitate the Spanish with little stories like those they called "novels". Scarron himself added numerous of such stories to his own work.


          Twenty years later Madame de La Fayette took the next decisive steps with her two novels. The first, her Zayde (published in 1670 together with Pierre Daniel Huet's famous Treatise on the Origin of Romances), was a "Spanish history". Her second and more important novel appeared in 1678: La Princesse de Clves proved that France could actually produce novels of a particularly French taste. The Spanish enjoyed stories of proud Spaniards who fought duels to avenge their reputations. The French had a more refined taste with minute observation of human motives and behaviour. The story was firmly a "novel" and not a "romance": a story of unparalleled female virtue, with a heroine who had had the chance to risk an illicit amour and not only withstood the temptation but made herself more unhappy by confessing her feelings to her husband. The gloom her story created was entirely new and sensational.


          The regular novel took another turn. The late seventeenth century saw the emergence of a European market for scandal, with French books now appearing mostly in the Netherlands (where censorship was liberal) to be clandestinely imported back into France. The same production reached the neighboring markets of Germany and Britain, where it was welcomed both for its French style and its predominantly anti-French politics. The novel flourished in this market as the best genre to purport scandalous news. The authors claimed the stories they had to tell were true, told not for the sake of scandal but only for the moral lessons they gave. To prove this, they fictionalized the names of their characters and told these stories as if they were novels. (The audience played its own game in identifying who was who). Journals of little stories appeared  the Mercure Gallant became the most important. Collections of letters added to the market; these included more of these little stories and led to the development of the epistolary novel in the late seventeenth century.


          The novel had interested the English audience ever since Chaucer's days, it had been read in translations of Spanish and French novels throughout the 17th century. In the late 1680s English authors decided to create a modern English equivalent. Aphra Behn and William Congreve adopted the old term and wrote new "novels".


          


          Embedded in the market of histories: 1650-1730


          The early modern print market was roughly split into the fields of theology, history (and politics), the sciences, and poetry and plays. 17th century term catalogues would list fictions under the second rubric of History and politicks. The overall production of prose fictions in English remained between 1660 and 1750 at about 20-40 titles per year (including translations and reprints, the total number of titles varied from 1,000 to 2,500 titles per year during this period). Novels and romances appeared among histories of the Roman empire, party propaganda, dubious scandalous revelations, travelogues and political memoirs. The vicinity of true and fictitious materials was constantly criticized by serious historians: Fictions were "lies" and therefore hardly justifiable at all. Learned criticism was at the same moment in a precarious situation since history itself did not claim any other justification than to teach with lessons provided by examples. If one modified the examples to improve their moral value one could just as well compose fictions to instruct and delight.


          Romancers and novelists responded to the argument that they spread lies with hints at Aristotle's Poetics according to which prose fiction might be just a special sort of poetry comprising productions of a high and a low genre. The modern novel could under these circumstances be called a genus medium. Romances taught through heroes and anti-heroes, novels through the very plots, the "intrigues", they related. The production of fictions remained embedded in the field of histories as the poetic principles could easily recycled and utilized in on the special market of unreliable and scandalous histories.
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                Heroical Romances:
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                Sold as romantic inventions, read as true histories of public affairs:

                

                Manley's The New Atalantis (1709)
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                Sold as romantic inventions, read as true histories of private affairs: Menantes' Satyrischer Roman (1706)
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                Classics of the novel from the Arabian Nights to M. de La Fayette's Princesse de Clves (1678)
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                Sold as true private history, risking to be read as romantic invention: Defoe's Robinson Crusoe (1719)
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                  Sold as true public history, risking to be read as romantic invention:

                  La Guerre d'Espagne (1707)

                
              


              
                	

                	

                	3.3

                Satirical Romances:

                Cervantes' Don Quixote (1605)

                	
              

            

          


          Prefaces and title pages of 17th and early 18th century fiction referred to a pattern of options under which fiction spread into history. Histories could claim to be romances, but threaten to relate true events. Delarivier Manley wrote the most famous of these publications with her The New Atalantis (1709), a title which alarmed the censors: The author had hawked stories discrediting the ruling Whigs, and left the discredited politicians in the dilemma to either open a libel case against Manley or to ignore the provocation  the libel case option required an acknowledgment that the stories related did actually not at all happen on the famous fairytale island Atalantis. Delarivier Manley escaped the interrogations unscathed and continued her work with three more volumes of the same ilk. Private stories appeared on the same market, creating a different genre of personal love and public battles over lost reputations.


          On the other hand existed a market of titles which claimed to be strictly non-fictional, again with the two options of private and public subject matter to be distinguished. The preface to Daniel Defoe's Robinson Crusoe stated the genre-option within the pattern wit the greatest clarity: "Sold as true private history, risking to be read as romantic invention", so the formula the later prefaces repeated:


          
            IF ever the Story of any private Man's Adventures in the World were worth making Pvblick, and were acceptable when Publish'd, the Editor of this Account thinks this will be so.

             The Wonders of this Man's Life exceed all that (he thinks) is to be found extant; the Life of one Man being scarce capable of a greater Variety.

             The Story is told with Modesty, with Seriousness, and with a religious Application of Events to the Uses to which wise Men always ap[p]ly them (viz.) to the Instruction of others by this Example, and to justify and honour the Wisdom of Providence in all the Variety of our Circumstances, let them happen how they will.

             The Editor believes the thing to be a just History of Fact; neither is there any Appearance of Fiction in it: And however thinks, because all such things are dispatch'd [later editions: disputed], that the Improvement of it, as well as the Diversion, as to the Instruction of the Reader, will be the same; and as such he thinks, without farther Compliment to the World, he does them a great Service in the Publication.

          


          Robinson Crusoe (1719) claimed to be "true history of fact"  yet it hardly appeared as such: Not only did the "editor" address readers about to discredit Crusoe. The very design of the title did not allude to a serious travelogue (nor to a novel), but to the one title educated readers throughout Europe celebrated as a "new romance": Fnelon's Telemachus (1699/1700) was a respectable prose epic rivaling if not surpassing the epics Homer and Virgil had written. Defoe's publisher overbid Fnelon's English publisher in the detailed offer he made:
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          Crusoe's travelogue did, at the same moment not fall into the category of rogue stories and satirical romances. The alleged author had fallen against his will into a life of otherwise romantic adventures. He had survived them as a simple sailor from York  with exemplary heroism. The title became with these promises a neighbour of the histories of similar verisimilitude which had dived into the overtly political over the past decades. Gatien de Courtilz de Sandras (1644-1712) had become the most important author in this field with his first version of d'Artagnan's story, told again more than a century later by Alexandre Dumas the elder. Witty, and a distant precursor of Ian Fleming's fictional James Bond, is another book allegedly by his hand: La Guerre d'Espagne (1707), the story of a disillusioned French spy, who gave insight into French politics, and into his own love affairs, with little intrigues he managed wherever he had to do his jobs. Fact and fiction were mixed in all these titles, to the point that one could no longer tell where the author had invented and where he had simply betrayed secrets.


          Journalists of the age defended the dubious production relying on an enlightened audience able to read with the necessary grain of skepticism if not with amusement if things became really incredible. The defendants of public morals demanded an improved production - a strictly fictitious production designed to improve the reader.



          


          The novel as "literature"  the 18th and 19th century market reform
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          The moment for novels and romances to leave the market of potentially scandalous histories and to become "literature" (in a new sense of the word: fiction, supposedly now the best production a nation could conceive)  came in the second half of the 18th century. The development had been prepared by Pierre Daniel Huet's Traitt de l'origine des romans (1670), the short history of prose fiction which had first formulated the future canon of "literature". The French theologian had dared to praise fictions: One could interpret novels and romances and analyse them as works which uniquely reflected the cultures and times which had first produced and consumed them.


          The interpretation and analysis of classics became a new practice among readers of the belles lettres. It made a vast difference whether one read romances to get lost in dream worlds (so the warning of the ancient critics against romances), whether one read them to take part in latest scandals (as readers of novels did), or whether one read the same to better understand the Greek, Roman or the Muslim frame of mind. The Book of One Thousand and One Nights (first published in Europe from 1704 to 1715 in French, and translated immediately from this edition into English and German) was immediately read as a contribution to Huet's history of romances.


          


          Classics of the novel: a morally justified production discovers the nation


          The reform of the early eighteenth century market of novels was not induced by Defoe's Robinson Crusoe (1719), a title which aroused a scandal of its own dimension with its claims of historical truth and its reprint in a newspaper edition designed to support this grotesque claim of veracity. It came with the establishment of classics of modern fiction: The early 1720s saw the edition of the English Select Collection Novels in six volumes (1720-22). It contained the finest European "novels" from Machiavelli's to Marie de LaFayette's performances. Aphra Behn's prose fictions had appeared as "novels" in the 1680s and were reprinted in collections of her works which turned the scandalous authoress into a modern classic. Fnelon's Telemachus (1699/1700) had become a classic within three years after its publication. The works of Petronius and Longos appeared in the early 18th century, equipped with prefaces which praised Huet and the elegant new audience of the " belles lettres" or "polite literature" to use the English term.


          The first wave of classics of fiction was, throughout Western Europe, an international affair. Readers all over Europe read prose fiction both for its potential to create local scandal and for its readiness to explore the farthest past and life in other countries. Huet's Treatise had provided a world history of fiction, it had on the other hand inspired a comparison of novels and cultures. French novels reflected a specific French interaction of the sexes. Spanish novels followed their own standards of honour. Ancient novels gave us a picture of a civilization of fundamentally different moral standards.


          The second half of the 18th century was not only marked by a reevaluation of fiction which turned the novel from lie and libel into a culturally significant production. The new evaluation hand in hand with the search for national debates capable of involving the wider public. The discussion of "literature" hosted the new debate. The spectrum of "literary" genres supplanted the old spectrum of "poetic" genres in a move designed to exclude the opera and to include prose fiction. The production in the literary genres followed, so the new theory, the development of the languages - it hence had to be rather national than international: Literature, so the new theory, developed in each language under the protection of the nation (if the nation protected its language and art). A sudden interest in the Middle Ages came along with the new formation of literature. Scottish nationalism became a topic of debate with the publication of the Ossian-"translation" in the 1760s (the translation was actually a modern English composition, the "original" epic remained lost). The modern European novel received a new past with editions of medieval romances, chapbooks and selected 17th century romances and novels which could pose as ancestors of the present production. First histories of literature focused on the evolution of German literature in the 1830s, French histories of literature followed the new model. The first History of English literature designed to cover prose fiction and poetry under the new term of "literature" appeared in 1864 with Hippolyte Taine's Histoire de la littrature anglaise, it was immediately translated into English with a preface looking back on the recent reshaping the term literature had undergone in Germany and France. English literature as a topic the national curriculum was a late comer. Germany and France, the two countries who had stepped through a process of secularization at the turn from the 18th into the 19th century had adopted the new literary heritage sooner in an attempt to define a body of texts the national school systems could teach to understand and interpret properly. Nationwide debates of literature took care of the canon of greatest works to be discussed and of interpretations these titles should find  a question of wider importance with all the interest groups who could move their own debates into the new discussion of literature.


          


          Designed to be discussed: modern classics, 1740-1850
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          The early eighteenth century market for classics of the novel had already inspired the first living authors to aim at personal fame on the developing market. Delarivier Manley, Jane Barker and Eliza Haywood had followed their famous French models Madame d'Aulnoy and Anne-Marguerite Petit DuNoyer and switched from anonymous to clear name publication to claim their part of the appreciation their books found. The anonymous publication had been the standard for the past centuries.


          Most new novels and romances continued to be published anonymously. Authors hided and waited for the best moment appear in person. The anonymous publication created its usual suspense  what if Richardson's Pamela was not invented but a real person? The title page of Pamela or Virtue Rewarded left, however, the market Robinson Crusoe had addressed. The "narrative" which wanted to be "founded in truth and nature" was at the same moment, so the title, deliberately designed to move young readers towards better precepts of virtue. Fiction had become an accepted medium authors could be expected to use to improve morals.


          Books like Richardson's Pamela or Virtue Rewarded (1741), Henry Fielding's The History of Tom Jones, a Foundling (1759) or Rousseau's mile, ou De l'ducation (1762) were openly published in expectation of wide debates. The novel tradition with its double titles "[...], or [...]" inspired some of the new titles to openly propose the debate the title at hand should find. The production was otherwise a swing-back into the realm of romances turning to full life accounts and a new brand of reals heroes to be developed with the plots. Long performances could be published again, the short novella underwent a secret crisis before late 18th century authors revived the genre with a new production of titles extended narratives, the term " novella" was now established separate this production from epic performances.


          The legitimation of fiction as part of the "belles lettres" or "literature" in the new sense of the word led to reformation of the whole market. The old divide between chapbooks and elegant books of the "belles lettres" collapsed. The old chapbooks disappeared. 19th century scholars were eager to publish the last of these titles under the assumption that they reflected the true roots of fiction in the heart of the people. "Volksbcher", books of the people, became the German and Dutch term denoting the peculiar low production. The new market divide created "literature proper" ("Literature with a capital L") with works discussed in literary journals, in school classes and university seminars, and it created a new low market with fiction "unworthy to be discussed".


          The high market of works whose literary achievements attracted analytical readers became a ground on which entirely new genres could be developed. Works which played with the art of fiction, with the pure pleasure of constructing and deconstructing a narrative appeared: Laurence Sternes Tristram Shandy became the leading work in this new metafictional world of writing experiments.


          The public debate inspired, more important, experiments in character and nature of the individuals portrayed and reading these novels. The " novel of sentimentalism" discredited the early eighteenth century heroine who had boldly protected her reputation and her personal plans the latter if necessary in the dangerous world of secret intrigues against her rivals, her parents, if not her husband. Mid-18th century heroines developed a feeling of modesty. They suffered if they had to keep secrets and felt an urge to confess. They searched for friends and intimacy, for situations in which they could freely open their hearts and speak of their deepest wishes.


          Had the early 18th century punished the heroine who trusted in others  her parents would marry her off to an old man of their choice if she did not cross their plans  the world of mid 18th century fiction changed. When it came to secret wishes one was suddenly well advised to confide in parents and friends. The weak heroine was the one who met an environment of compassion. Instead of making their affairs a public entertainment, the new heroes and heroines developed an intimacy into which the novel (read by readers in privacy) alone could take a careful look.


          The first wave of novels proposing the new individual (and the new caring society it needed) created female heroines. The second wave turned to men. Heroes like Henry Mackenzie's Man of Feeling (1771) developed weak sides. They did not become satirical heroes once they displayed these personal weaknesses, on the contrary they could as their female counterparts hope to find a world of understanding. Sympathy and pity became the ingredients of the new production of novels which claimed to finally explore the individual and its nature.


          A counterculture grew with this production: a culture of new "romantic" individuals too strong, too natural to be thus severely civilized and domesticated. Johann Wolfgang von Goethe's The Sorrows of Young Werther (1774) was at the forefront of the new movement. The radical who could break will all norms became a role model on a market of fictions which was from now onwards supposed to reflect society with all its movements and groups.


          [bookmark: 19th_century]


          19th century


          At the beginning of the seventeenth century the novel had been a genre of realism fighting the romance with its wild fantasies. The novel had turned first to scandal before undergoing reform over the last decades of the eighteenth century. Fiction eventually became the most honourable field of literature. This development culminated in a wave of novels of fantasy at the turn of the nineteenth century. Sensibility was heightened in these novels. Women, overwrought and prone to imagining worlds beyond their appointed one, became the heroines of the new world of "romances" and " gothic novels" creating stories in distant times and places. Renaissance Italy was a favorite setting of the gothic novel.


          The classic gothic novel is Ann Radcliffes The Mysteries of Udolpho (1794). As in other gothic novels, the notion of the sublime is central. Eighteenth-century aesthetic theory held that the sublime and the beautiful were juxtaposed. The sublime was awful (literally, "awe-inspiring") and terrifying while the beautiful was calm and reassuring. Gothic characters and landscapes rest almost entirely within the sublime, with the heroine the great exception. The "beautiful" heroine's susceptibility to supernatural elements, integral to these novels, both celebrates and problematizes what came to be seen as hypersensibility.


          At the beginning of the nineteenth century, the overwrought emotions of sensibility, as expressed through the gothic sublime, had run their course. Jane Austen with Northanger Abbey (1803) parodied the gothic novel, reflecting its death. Moreover, while sensibility did not disappear, it was less valued. Austen introduced a different style of writing, the " comedy of manners". Her novels often are not only funny, and particularly likely to satirize individuals of high social status, but they also display a wariness of city influences which are often portrayed as having a tendency to corrupt established social values. Her best known novel, Pride and Prejudice (1811), is her happiest, and has been a blueprint for much subsequent romantic fiction. Austen's novels still retain a wide following, despite the distance between their heroines' dilemmas and those of the reader today.


          


          Separation of high and low production


          The market for novels in the nineteenth century was clearly separated into "high" and "low" production. The new high production can best be viewed in terms of national traditions. The low production was organized rather by genres in a pattern deriving from the spectrum of seventeenth- and eighteenth-century genres.


          1. The novel as a literary production, promoted by critical discourse


          
            
              
                	Spanish Literature

                	French Literature

                	German Literature

                	English Literature

                	...by language and nation
              

            

          

          


          2. Popular Fiction, not promoted by criticism


          
            
              
                	1

                The modern roman  clef (a recent example is Primary Colors)

                	2

                Sex, including soft "romantic" pornography for the female audience

                	3

                Historical settings (the tradition of heroic romances), crime (the tradition of the seventeenth century novel)

                	4

                Adventure, science fiction

                	5

                Espionage, conspiracy
              

            

          


          The position of authors attained its modern form with the establishment of this pattern. The modern author can either aim at a broad market or write with an eye to serious critical discussion. The borders between the realms have developed differently in different nations. While this modern market divide came relatively late to the English-speaking world, Germany and France had an earlier and much stronger interest in creating national literatures  France in the wake of the French Revolution, Germany during its mid-19th century unification. Both of these nations experienced a division between high literature  that is, the literature of ruling social group, discussed in schools and newspapers, and celebrated in public life  and a low production  not worthy to be mentioned in such circles  while the vast commercial market of the English-speaking world still resisted this artificial divide.


          The novel proved to be a medium for a communication both intimate (novels can be read privately whereas plays are always a public event) and public (novels are published and thus become a matter touching the public, if not the nation, and its vital interests), a medium of a personal point of view which can get the world into its view. New modes of interaction between authors and the public reflected these developments: authors giving public readings, receiving prestigious prizes, giving interviews in the media and acting as their nations' consciences. This concept of the novelist as public figure arose in the course of the nineteenth century.


          [bookmark: 20th_century]


          20th century


          
            	See Modernist literature and Postmodern literature
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        Nuba


        
          

          Nuba is a collective term used for the peoples who inhabit the Nuba Mountains, in Kordofan province, Sudan, Africa. Although the term is used to describe them as if they were a single tribe, in fact the Nuba are quite diverse, and are made up of different ethnic and linguistic groups. Estimates of the number of Nuba vary widely; the Sudanese government estimated that they numbered 1.1 million in 1993.


          Leni Riefenstahl, better known for directing Triumph of the Will and Olympia, published a collection of her photographs of the people titled The Last of the Nuba in 1976.


          


          Effect of private agriculture schemes


          Between 1973 and 1994, the Sudanese government introduced programs to promote large-scale, privately owned agriculture to many regions including the Nuba Mountains. The efforts were redoubled as a result of IMF structural adjustment programs instituted in 1978. Large-scale mechanized farms were introduced, which pushed small peasants into marginal land between semi-arid and lusher savanna areas. Sudanese governments during the period misperceived the Nuba as a unified ally of the Sudan People's Liberation Army (SPLA), which furthered the oppressive measures against the tribes. These measures were indiscriminately applied, even to groups having no connection to the SPLA, such as the numerous Nuba Muslims. An example of these measures is the refusal to grant leases for undeveloped land that had been marked for future large-scale agricultural uses to peasants who were starving during the drought between 1983 and 1985. By 1999, over 100,000 people had been forcibly displaced by the agriculture programs, many of whom moved to urban areas, and are forced to face the difficulties associated with that type of transition.


          In the 1986 elections, the Umma Party lost several seats to the Nuba Mountains General Union and to the Sudan National Party, due to the reduced level of support from the Nuba Mountains region. There is reason to believe that attacks by the government-supported militia, the Popular Defense Force (PDF), on several Nuba villages were meant to be in retaliation for this drop in support, which was seen as signaling increased support of the SPLA. The PDF attacks were particularly violent in nature, and have been cited as examples of crimes against humanity that took place during the Second Sudanese Civil War (Salih 1999).


          


          The War in the Mountains


          After some earlier incursions by the SPLA, the sudanese civil war started full scale in the Nuba Mountains when the Volcano Battalion of the SPLA under the command of the Nuba Yusif Kwa Mekki and Abdel Aziz Adam al-Hillu entered the Nuba Mountains and began to recruit Nuba volunteers and send them to SPLA training facilities in Ethiopia.The volunteers walked to Ethiopia and back and many of them perished on the way. During the war, the SPLA generally held the Mountains, while the Sudanese Army held the towns and fertile lands at the feet of the Mountains, but was generally unable to dislodge the SPLA, even though the latter was usually very badly supplied. The Governments of Sudan under Sadiq al-Mahdi and Omar al-Bashir also armed militias of Baggara Arabs to fight the Nuba and transferred many Nuba forcibly to camps. 1998 Yousif Kuwa was diagnosed with cancer and died early 2001. Early 2002 the Government and the SPLA agreed on an internationally supervised ceasefire.


          


          Abbasid familes moved and lived in Nuba


          After the Tatar invasion to Baghdad, some Abbasid families moved to different countries and one of which was upper Egypt. Mousa was one of the those who moved and settled in, then his children moved to different cities of upper Egypt like Asuit, Qena and Aswan. The ones who lived in Aswan settled in Aljozayerah, small village 1 km away from the city of Aswan. They quickly mixed with the Nubians and learned the language.
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          Nuclear fission is the splitting of the nucleus of an atom into parts (lighter nuclei) often producing free neutrons and other smaller nuclei, which may eventually produce photons (in the form of gamma rays). Fission of heavy elements is an exothermic reaction which can release large amounts of energy both as electromagnetic radiation and as kinetic energy of the fragments (heating the bulk material where fission takes place). Fission is a form of elemental transmutation because the resulting fragments are not the same element as the original atom.


          Nuclear fission produces energy for nuclear power and to drive the explosion of nuclear weapons. Both uses are made possible because certain substances called nuclear fuels undergo fission when struck by free neutrons and in turn generate neutrons when they break apart. This makes possible a self-sustaining chain reaction that releases energy at a controlled rate in a nuclear reactor or at a very rapid uncontrolled rate in a nuclear weapon.


          The amount of free energy contained in nuclear fuel is millions of times the amount of free energy contained in a similar mass of chemical fuel such as gasoline, making nuclear fission a very tempting source of energy; however, the products of nuclear fission are radioactive and remain so for significant amounts of time, giving rise to a nuclear waste problem. Concerns over nuclear waste accumulation and over the destructive potential of nuclear weapons may counterbalance the desirable qualities of fission as an energy source, and give rise to ongoing political debate over nuclear power.


          


          Physical overview


          Nuclear fission differs from other forms of radioactive decay in that it can be harnessed and controlled via a chain reaction: free neutrons released by each fission event can trigger yet more events, which in turn release more neutrons and cause more fissions. Chemical isotopes that can sustain a fission chain reaction are called nuclear fuels, and are said to be fissile. The most common nuclear fuels are 235U (the isotope of uranium with an atomic mass of 235 and of use in nuclear reactors) and 239Pu (the isotope of plutonium with an atomic mass of 239). These fuels break apart into a bimodal range of chemical elements with atomic masses centering near 95 and 135 u ( fission products). Most nuclear fuels undergo spontaneous fission only very slowly, decaying mainly via an alpha/ beta decay chain over periods of millennia to eons. In a nuclear reactor or nuclear weapon, most fission events are induced by bombardment with another particle such as a neutron.


          Typical fission events release about two hundred million eV of energy for each fission event. By contrast, most chemical oxidation reactions (such as burning coal or TNT) release at most a few eV per event, so nuclear fuel contains at least ten million times more usable energy than does chemical fuel. The energy of nuclear fission is released as kinetic energy of the fission products and fragments, and as electromagnetic radiation in the form of gamma rays; in a nuclear reactor, the energy is converted to heat as the particles and gamma rays collide with the atoms that make up the reactor and its working fluid, usually water or occasionally heavy water.


          When uranium decays into two other atoms, there is produced an energy of ~200 MeV. 168 MeV of this energy is kinetic energy of uranium parts (atoms), which fly away with a speed of c/30. (See coulomb's power of protons.) Also there is emitted an average of 2.5 neutrons with kinetic energy of ~2 MeV each. Finally, the fission reaction emits ~30 MeV gamma photon.


          Nuclear fission of heavy elements produces energy because the specific binding energy (binding energy per mass) of intermediate-mass nuclei with atomic numbers and atomic masses close to 61Ni and 56Fe is greater than the specific binding energy of very heavy nuclei, so that energy is released when heavy nuclei are broken apart.


          The total rest masses of the fission products (Mp) from a single reaction is less than the mass of the original fuel nucleus (M). The excess mass m = M - Mp is the invariant mass of the energy that is released as photons ( gamma rays) and kinetic energy of the fission fragments, according to the mass-energy equivalence formula E=mc.


          In nuclear fission events the nuclei may break into any combination of lighter nuclei, but the most common event is not fission to equal mass nuclei of about mass 120; the most common event (depending on isotope and process) is a slightly unequal fission in which one daughter nucleus has a mass of about 90 to 100 u and the other the remaining 130 to 140 u . Unequal fissions are energetically more favorable because this allows one product to be closer to the energetic minimum near mass 60 u (only a quarter of the average fissionable mass), while the other nucleus with mass 135 u is still not far out of the range of the most tightly bound nuclei (another statement of this, is that the atomic binding energy curve is slightly steeper to the left of mass 120 u than to the right of it).


          The variation in specific binding energy with atomic number is due to the interplay of the two fundamental forces acting on the component nucleons (protons and neutrons) that make up the nucleus. Nuclei are bound by an attractive strong nuclear force between nucleons, which overcomes the electrostatic repulsion between protons. However, the strong nuclear force acts only over extremely short ranges, since it follows a Yukawa potential. For this reason large nuclei are less tightly bound per unit mass than small nuclei, and breaking a very large nucleus into two or more intermediate-sized nuclei releases energy.


          Because of the short range of the strong binding force, large nuclei must contain proportionally more neutrons than do light elements, which are most stable with a 1-1 ratio of protons and neutrons. Extra neutrons stabilize heavy elements because they add to strong-force binding without adding to proton-proton repulsion. Fission products have, on average, about the same ratio of neutrons and protons as their parent nucleus, and are therefore usually unstable because they have proportionally too many neutrons compared to stable isotopes of similar mass. This is the fundamental cause of the problem of radioactive high level waste from nuclear reactors. Fission products tend to be beta emitters, emitting fast-moving electrons to conserve electric charge as excess neutrons convert to protons inside the nucleus of the fission product atoms.


          The most common nuclear fuels, 235U and 239Pu, are not major radiologic hazards by themselves: 235U has a half-life of approximately 700 million years, and although 239Pu has a half-life of only about 24,000 years, it is a pure alpha particle emitter and hence not particularly dangerous unless ingested. Once a fuel element has been used, the remaining fuel material is intimately mixed with highly radioactive fission products that emit energetic beta particles and gamma rays. Some fission products have half-lives as short as seconds; others have half-lives of tens of thousands of years, requiring long-term storage in facilities such as Yucca Mountain until the fission products decay into non-radioactive stable isotopes.


          


          Chain reactions


          
            [image: A schematic nuclear fission chain reaction. 1. A uranium-235 atom absorbs a neutron and fissions into two new atoms (fission fragments), releasing three new neutrons and some binding energy. 2. One of those neutrons is absorbed by an atom of uranium-238 and does not continue the reaction. Another neutron is simply lost and does not collide with anything, also not continuing the reaction. However one neutron does collide with an atom of uranium-235, which then fissions and releases two neutrons and some binding energy. 3. Both of those neutrons collide with uranium-235 atoms, each of which fissions and releases between one and three neutrons, which can then continue the reaction.]
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          Many heavy elements, such as uranium, thorium, and plutonium, undergo both spontaneous fission, a form of radioactive decay and induced fission, a form of nuclear reaction. Elemental isotopes that undergo induced fission when struck by a free neutron are called fissionable; isotopes that undergo fission when struck by a thermal, slow moving neutron are also called fissile. A few particularly fissile and readily obtainable isotopes (notably 235U and 239Pu) are called nuclear fuels because they can sustain a chain reaction and can be obtained in large enough quantities to be useful.


          All fissionable and fissile isotopes undergo a small amount of spontaneous fission which releases a few free neutrons into any sample of nuclear fuel. Such neutrons would escape rapidly from the fuel and become a free neutron, with a half-life of about 15 minutes before they decayed to protons and beta particles. However, neutrons almost invariably impact and are absorbed by other nuclei in the vicinity long before this happens (newly-created fission neutrons are moving at about 7% of the speed of light, and even moderated neutrons are moving at about 8 times the speed of sound). Some neutrons will impact fuel nuclei and induce further fissions, releasing yet more neutrons. If enough nuclear fuel is assembled into one place, or if the escaping neutrons are sufficiently contained, then these freshly generated neutrons outnumber the neutrons that escape from the assembly, and a sustained nuclear chain reaction will take place.


          An assembly that supports a sustained nuclear chain reaction is called a critical assembly or, if the assembly is almost entirely made of a nuclear fuel, a critical mass. The word "critical" refers to a cusp in the behaviour of the differential equation that governs the number of free neutrons present in the fuel: if less than a critical mass is present, then the amount of neutrons is determined by radioactive decay, but if a critical mass or more is present, then the amount of neutrons is controlled instead by the physics of the chain reaction. The actual mass of a critical mass of nuclear fuel depends strongly on the geometry and surrounding materials.


          Not all fissionable isotopes can sustain a chain reaction. For example, 238U, the most abundant form of uranium, is fissionable but not fissile: it undergoes induced fission when impacted by an energetic neutron with over 1 MeV of kinetic energy. But too few of the neutrons produced by 238U fission are energetic enough to induce further fissions in 238U, so no chain reaction is possible with this isotope. Instead, bombarding 238U with slow neutrons causes it to absorb them (becoming 239U) and decay by beta emission to 239Np which then decays again by the same process to 239Pu; that process is used to manufacture 239Pu in breeder reactors, but does not contribute to a neutron chain reaction.


          Fissionable, non-fissile isotopes can be used as fission energy source even without a chain reaction. Bombarding 238U with fast neutrons induces fissions, releasing energy as long as the external neutron source is present. That effect is used to augment the energy released by modern thermonuclear weapons, by jacketing the weapon with 238U to react with neutrons released by nuclear fusion at the centre of the device.


          


          Fission reactors


          Critical fission reactors are the most common type of nuclear reactor. In a critical fission reactor, neutrons produced by fission of fuel atoms are used to induce yet more fissions, to sustain a controllable amount of energy release. Devices that produce engineered but non-self-sustaining fission reactions are subcritical fission reactors. Such devices use radioactive decay or particle accelerators to trigger fissions.


          Critical fission reactors are built for three primary purposes, which typically involve different engineering trade-offs to take advantage of either the heat or the neutrons produced by the fission chain reaction:


          
            	power reactors are intended to produce heat for nuclear power, either as part of a generating station or a local power system such as a nuclear submarine.


            	research reactors are intended to produce neutrons and/or activate radioactive sources for scientific, medical, engineering, or other research purposes.


            	breeder reactors are intended to produce nuclear fuels in bulk from more abundant isotopes. The better known fast breeder reactor makes 239Pu (a nuclear fuel) from the naturally very abundant 238U (not a nuclear fuel). Thermal breeder reactors previously tested using 232Th continue to be studied and developed.

          


          While, in principle, all fission reactors can act in all three capacities, in practice the tasks lead to conflicting engineering goals and most reactors have been built with only one of the above tasks in mind. (There are several early counter-examples, such as the Hanford N reactor, now decommissioned). Power reactors generally convert the kinetic energy of fission products into heat, which is used to heat a working fluid and drive a heat engine that generates mechanical or electrical power. The working fluid is usually water with a steam turbine, but some designs use other materials such as gaseous helium. Research reactors produce neutrons that are used in various ways, with the heat of fission being treated as an unavoidable waste product. Breeder reactors are a specialized form of research reactor, with the caveat that the sample being irradiated is usually the fuel itself, a mixture of 238U and 235U.


          For a more detailed description of the physics and operating principles of critical fission reactors, see nuclear reactor physics. For a description of their social, political, and environmental aspects, see nuclear reactor. 


          Fission bombs


          One class of nuclear weapon, a fission bomb (not to be confused with the fusion bomb), otherwise known as an atomic bomb or atom bomb, is a fission reactor designed to liberate as much energy as possible as rapidly as possible, before the released energy causes the reactor to explode (and the chain reaction to stop). Development of nuclear weapons was the motivation behind early research into nuclear fission: the Manhattan Project of the U.S. military during World War II carried out most of the early scientific work on fission chain reactions, culminating in the Little Boy and Fat Man and Trinity bombs that were exploded over test sites, the cities Hiroshima, and Nagasaki, Japan in August of 1945.


          Even the first fission bombs were thousands of times more explosive than a comparable mass of chemical explosive. For example, Little Boy weighed a total of about four tons (of which 60 kg was nuclear fuel) and was 11feet (3.4m) long; it also yielded an explosion equivalent to about 15 kilotons of TNT, destroying a large part of the city of Hiroshima. Modern nuclear weapons (which include a thermonuclear fusion as well as one or more fission stages) are literally hundreds of times more energetic for their weight than the first pure fission atomic bombs, so that a modern single missile warhead bomb weighing less than 1/8th as much as Little Boy (see for example W88) has a yield of 475,000 tons of TNT, and could bring destruction to 10 times the city area.


          While the fundamental physics of the fission chain reaction in a nuclear weapon is similar to the physics of a controlled nuclear reactor, the two types of device must be engineered quite differently (see nuclear reactor physics). It is impossible to convert a nuclear reactor to cause a true nuclear explosion, or for a nuclear reactor to explode the way a nuclear explosive does, (though partial fuel meltdowns and steam explosions have occurred), and difficult to extract useful power from a nuclear explosive (though at least one rocket propulsion system, Project Orion, was intended to work by exploding fission bombs behind a massively padded vehicle).


          The strategic importance of nuclear weapons is a major reason why the technology of nuclear fission is politically sensitive. Viable fission bomb designs are, arguably, within the capabilities of bright undergraduates (see John Aristotle Phillips) being incredibly simple, but nuclear fuel to realize the designs is thought to be difficult to obtain being rare (see uranium enrichment and nuclear fuel cycle).


          


          History


          Unlike nuclear fusion which occurs in stars, natural nuclear fission is less common. At three ore deposits at Oklo in Gabon, sixteen sites have been discovered at which self-sustaining nuclear fission took place approximately 1.5 billion years ago.


          While many believe that Ernest Rutherford became the first person to deliberately split the atom by bombarding nitrogen with naturally occurring alpha particles from radioactive material and observing a proton emitted with energy higher than the alpha particle. In 1932 his students John Cockcroft and Ernest Walton, working under Rutherford's direction, attempted to split the nucleus by entirely artificial means, using a particle accelerator to bombard lithium with protons thereby producing two alpha particles. This did split the nucleus, but nevertheless was not quite the classical nuclear fission which is induced in heavy nuclei, because the daughter fragments are alpha particles-- already well-known fragments of excited nuclei, and not considered to be a truly new phenomenon, even if two of them had been produced, and nothing else.


          The first clear induced (manmade) nuclear fission as we know it occurred in results of the bombardment of uranium by neutrons, which proved interesting and puzzling. First studied by Enrico Fermi and his colleagues in 1934, these results were not properly interpreted and understood until several years later.


          After the Fermi publication, Lise Meitner, Otto Hahn and Fritz Strassmann began performing similar experiments in Germany. Meitner, an Austrian Jew, lost her citizenship with the Anschluss in 1938. She fled and wound up in Sweden, but continued to collaborate by mail and through meetings with Hahn in Sweden. By coincidence her nephew Otto Robert Frisch, also a refugee, was also in Sweden when Meitner received a letter from Hahn describing his chemical proof that some of the product of the bombardment of uranium with neutrons, was barium and not barium's much heavier chemical sister element radium (barium's atomic weight is half that of uranium). Frisch was skeptical, but Meitner believed Hahn was too good a chemist to have made a mistake. Marie Curie had been separating barium from radium for many years, and the techniques were well-known. According to Frisch:


          
            Was it a mistake? No, said Lise Meitner; Hahn was too good a chemist for that. But how could barium be formed from uranium? No larger fragments than protons or helium nuclei (alpha particles) had ever been chipped away from nuclei, and to chip off a large number not nearly enough energy was available. Nor was it possible that the uranium nucleus could have been cleaved right across. A nucleus was not like a brittle solid that can be cleaved or broken; George Gamow had suggested early on, and Bohr had given good arguments that a nucleus was much more like a liquid drop. Perhaps a drop could divide itself into two smaller drops in a more gradual manner, by first becoming elongated, then constricted, and finally being torn rather than broken in two? We knew that there were strong forces that would resist such a process, just as the surface tension of an ordinary liquid drop tends to resist its division into two smaller ones. But nuclei differed from ordinary drops in one important way: they were electrically charged, and that was known to counteract the surface tension.

          


          
            The charge of a uranium nucleus, we found, was indeed large enough to overcome the effect of the surface tension almost completely; so the uranium nucleus might indeed resemble a very wobble unstable drop, ready to divide itself at the slightest provocation, such as the impact of a single neutron. But there was another problem. After separation, the two drops would be driven apart by their mutual electric repulsion and would acquire high speed and hence a very large energy, about 200 MeV in all; where could that energy come from? ...Lise Meitner... worked out that the two nuclei formed by the division of a uranium nucleus together would be lighter than the original uranium nucleus by about one-fifth the mass of a proton. Now whenever mass disappears energy is created, according to Einstein's formula E=mc2, and one-fifth of a proton mass was just equivalent to 200MeV. So here was the source for that energy; it all fitted!

          


          In December 1938, the German chemists Otto Hahn and Fritz Strassmann sent a manuscript to Naturwissenschaften reporting they had detected the element barium after bombarding uranium with neutrons; simultaneously, they communicated these results to Lise Meitner. Meitner, and her nephew Otto Robert Frisch, correctly interpreted these results as being nuclear fission. Frisch confirmed this experimentally on 13 January 1939. In 1944, Hahn received the Nobel Prize for Chemistry for the discovery of nuclear fission. Some historians have documented the history of the discovery of nuclear fission and believe Meitner should have been awarded the Nobel Prize with Hahn.


          Meitners and Frischs interpretation of the work of Hahn and Strassmann crossed the Atlantic Ocean with Niels Bohr, who was to lecture at Princeton University. Isidor Isaac Rabi and Willis Lamb, two Columbia University physicists working at Princeton, heard the news and carried it back to Columbia. Rabi said he told Enrico Fermi; Fermi gave credit to Lamb. Bohr soon thereafter went from Princeton to Columbia to see Fermi. Not finding Fermi in his office, Bohr went down to the cyclotron area and found Herbert L. Anderson. Bohr grabbed him by the shoulder and said: Young man, let me explain to you about something new and exciting in physics. It was clear to a number of scientists at Columbia that they should try to detect the energy released in the nuclear fission of uranium from neutron bombardment. On 25 January 1939, a Columbia University team conducted the first nuclear fission experiment in the United States, which was done in the basement of Pupin Hall; the members of the team were Herbert L. Anderson, Eugene T. Booth, John R. Dunning, Enrico Fermi, G. Norris Glasoe, and Francis G. Slack. The next day, the Fifth Washington Conference on Theoretical Physics began in Washington, D.C. under the joint auspices of The George Washington University and the Carnegie Institution of Washington. There, the news on nuclear fusion was spread even further, which fostered many more experimental demonstrations.


          Frdric Joliot-Curie's team in Paris discovered that secondary neutrons are released during uranium fission, thus making a nuclear chain-reaction feasible. The figure of about two neutrons being emitted with nuclear fission of uranium was verified independently by Leo Szilard and Walter Henry Zinn. The number of neutrons emitted with nuclear fission of uranium-235 was then reported at 3.5/fission, and later corrected to 2.6/fission by Frdric Joliot-Curie, Hans von Halban and Lew Kowarski.


          " Chain reactions" at that time were a known phenomenon in chemistry, but the analogous process in nuclear physics, using neutrons, had been foreseen as early as 1933 by Leo Szilard, although Szilard at that time had no idea with what materials the process might be initiated (Szilard thought it might be done with light neutron-rich elements). Szilard, a Hungarian born Jew, also fled mainland Europe after Hitler's rise, eventually landing in the US.


          With the news of fission neutrons from uranium fission, Szilard immediately understood the possibility of a nuclear chain reaction using uranium. In the summer, Fermi and Szilard proposed the idea of a nuclear reactor (pile) to mediate this process. The pile would use natural uranium as fuel, and graphite as the moderator of neutron energy (it had previously been shown by Fermi that neutrons were far more effectively captured by atoms if they were moving slowly, a process called moderation when the neutrons were slowed after being released from a fission event in a nuclear reactor).


          In August Hungarian-Jewish refugees Szilard, Teller and Wigner thought that the Germans might make use of the fission chain reaction, and persuaded Austrian-Jewish refugee Einstein to warn President Roosevelt of the this possible German menace. The letter suggested the possibility of a uranium bomb deliverable by ship, which would destroy "an entire harbour and much of the surrounding countryside." The President received the letter on 1939.10.11 shortly after WWII began in Europe, but two years before U.S. entry into it.


          In England, James Chadwick proposed an atomic bomb utilizing natural uranium, based on a paper by Rudolf Peierls with the mass needed for critical state being 30-40 tons. In America, J. Robert Oppenheimer thought that a cube of uranium deuteride 10 cm on a side (about 11 kg of uranium) might "blow itself to hell." In this design it was still thought that a moderator would need to be used for nuclear bomb fission (this turned out not to be the case if the fissile isotope was separated).


          In December, Heisenberg delivered a report to the Germany Department of War on the possibility of a uranium bomb.


          In Birmingham, England Otto Robert Frisch teamed up with Rudolf Peierls who had also fled German anti-Jewish laws. They conceived the idea of utilizing a purified isotope of uranium, uranium-235, and worked out that an enriched uranium bomb could have a critical mass of only 600 grams, instead of tons, and that the resulting explosion would be tremendous. (The amount actually turned out to be 15 kg, although several times this amount was used in the actual uranium ( Little Boy) bomb). In February 1940 they delivered the Frisch-Peierls memorandum. Ironically, they were still officially considered "enemy aliens" at the time.


          Glenn Seaborg, Joe Kennedy, Art Wahl and Italian-Jewish refugee Emilio Segr shortly discovered plutonium-239 in the decay products of uranium-239 produced by bombarding uranium-238 with neutrons, and determined it to be fissionable like U-235. (Lawrence controversially dropped Segr's pay by half when he learned he was trapped in the U.S. by Mussolini's race laws.)


          On June 28, 1941, the Office of Scientific Research and Development was formed in the U.S. to mobilize scientific resources and apply the results of research to national defense. In September, Fermi assembled his first nuclear "pile" or reactor, in an attempt to create a slow neutron induced chain reaction in uranium, but the experiment failed for lack of proper materials, or not enough of the materials which were available.


          Producing a fission chain reaction in natural uranium fuel was found to be far from trivial. Early nuclear reactors did not use isotopically enriched uranium, and in consequence they were required to use large quantities of highly purified graphite as neutron moderation materials. Use of ordinary water (as opposed to heavy water) in nuclear reactors requires enriched fuel--- the partial separation and relative enrichment of the rare 235U isotope from the far more common 238U isotope. Typically, reactors also require inclusion of extremely chemically pure neutron moderator materials such as deuterium (in heavy water), helium, beryllium, or carbon, the latter usually as graphite. (The high purity for carbon is required because many chemical impurities such as the boron-10 component of natural boron, are very strong neutron absorbers and thus poison the chain reaction.)


          Production of such materials at industrial scale had to be solved for nuclear power generation and weapons production to be accomplished. Up to 1940, the total amount of uranium metal produced in the USA was not more than a few grams, and even this was of doubtful purity; of metallic beryllium not more than a few kilograms; concentrated deuterium oxide ( heavy water) not more than a few kilograms. Finally, carbon had never been produced in quantity with anything like the purity required of a moderator.


          The problem of producing large amounts of high purity uranium was solved by Frank Spedding using the thermite process. Ames Laboratory was established in 1942 to produce the large amounts of natural (unenriched) uranium metal that would be necessary for the research to come. The success of the Chicago Pile-1 which used unenriched (natural) uranium, like all of the atomic "piles" which produced the plutonium for the atomic bomb, was also due specifically to Szilard's realization that very pure graphite could be used for the moderator of even natural uranium "piles". In wartime Germany, failure to appreciate the qualities of very pure graphite led to reactor designs dependent on heavy water, which in turn was denied the Germans by Allied attacks in Norway, where heavy water was produced. These difficulties prevented the Nazis from building a nuclear reactor capable of criticality during the war.


          Unknown until 1972 (but postulated by Paul Kuroda in 1956), when French physicist Francis Perrin discovered the Oklo Fossil Reactors, it was realized that nature had beaten humans to the punch. Large-scale natural uranium fission chain reactions, moderated by normal water, had occurred some 2,000 million years in the past. This ancient process was able to use normal water as a moderator only because 2,000 million years in the past, natural uranium was highly "enriched" with the shorter-lived fissile isotope 235U, as compared with natural uranium available today.


          For more detail on the early development of the first nuclear reactors and nuclear weapons, see Manhattan Project.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nuclear_fission"
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          Nuclear power is a type of nuclear technology involving the controlled use of nuclear reactions, usually nuclear fission, to release energy for work including propulsion, heat, and the generation of electricity. Nuclear energy is produced by a controlled nuclear chain reaction and creates heatwhich is used to boil water, produce steam, and drive a steam turbine. The turbine can be used for mechanical work and also to generate electricity.


          


          Use
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          As of 2004, nuclear power provided 6.5% of the world's energy and 15.7% of the world's electricity, with the U.S., France, and Japan together accounting for 57% of nuclear generated electricity. As of 2007, the IAEA reported there are 439 nuclear power reactors in operation in the world, operating in 31 countries.


          The United States produces the most nuclear energy, with nuclear power providing 20% of the electricity it consumes, while France produces the highest percentage of its electrical energy from nuclear reactors80% as of 2006. In the European Union as a whole, nuclear energy provides 30% of the electricity. Nuclear energy policy differs between European Union countries, and some, such as Austria and Ireland, have no active nuclear power stations. In comparison, France has a large number of these plants, with 16 multi-unit stations in current use.


          Many military and some civilian (such as some icebreaker) ships use nuclear marine propulsion, a form of nuclear propulsion.


          International research is continuing into safety improvements such as passively safe plants, the use of nuclear fusion, and additional uses of process heat such as the hydrogen production (in support of a hydrogen economy), for desalinating sea water, and for use in district heating systems.


          


          History


          


          Origins


          Nuclear fission was first experimentally achieved by Enrico Fermi in 1934 when his team bombarded uranium with neutrons. In 1938, German chemists Otto Hahn and Fritz Strassmann, along with Austrian physicists Lise Meitner and Meitner's nephew, Otto Robert Frisch, conducted experiments with the products of neutron-bombarded uranium. They determined that the relatively tiny neutron split the nucleus of the massive uranium atoms into two roughly equal pieces, which was a surprising result. Numerous scientists, including Leo Szilard who was one of the first, recognized that if fission reactions released additional neutrons, a self-sustaining nuclear chain reaction could result. This spurred scientists in many countries (including the United States, the United Kingdom, France, Germany, and the Soviet Union) to petition their government for support of nuclear fission research.


          In the United States, where Fermi and Szilard had both emigrated, this led to the creation of the first man-made reactor, known as Chicago Pile-1, which achieved criticality on December 2, 1942. This work became part of the Manhattan Project, which built large reactors at the Hanford Site (formerly the town of Hanford, Washington) to breed plutonium for use in the first nuclear weapons. A parallel uranium enrichment effort also was pursued.


          After World War II, the fear that reactor research would encourage the rapid spread of nuclear weapons and technology, combined with what many scientists thought would be a long road of development, created a situation in which reactor research was kept under strict government control and classification. In addition, most reactor research centered on purely military purposes.


          Electricity was generated for the first time by a nuclear reactor on December 20, 1951 at the EBR-I experimental station near Arco, Idaho, which initially produced about 100kW (the Arco Reactor was also the first to experience partial meltdown, in 1955). In 1952, a report by the Paley Commission (The President's Materials Policy Commission) for President Harry Truman made a "relatively pessimistic" assessment of nuclear power, and called for "aggressive research in the whole field of solar energy." A December 1953 speech by President Dwight Eisenhower, " Atoms for Peace," emphasized the useful harnessing of the atom and set the U.S. on a course of strong government support for international use of nuclear power.


          


          Early years
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          In 1954, Lewis Strauss, then chairman of the United States Atomic Energy Commission (forerunner of the U.S. Nuclear Regulatory Commission and the United States Department of Energy) spoke of electricity in the future being "too cheap to meter." While few doubt he was thinking of atomic energy when he made the statement, he may have been referring to hydrogen fusion, rather than uranium fission. Actually, the consensus of government and business at the time was that nuclear (fission) power might eventually become merely economically competitive with conventional power sources.


          On June 27, 1954, the USSRs Obninsk Nuclear Power Plant became the world's first nuclear power plant to generate electricity for a power grid, and produced around 5 megawatts electric power.


          In 1955 the United Nations' "First Geneva Conference", then the world's largest gathering of scientists and engineers, met to explore the technology. In 1957 EURATOM was launched alongside the European Economic Community (the latter is now the European Union). The same year also saw the launch of the International Atomic Energy Agency (IAEA).


          The world's first commercial nuclear power station, Calder Hall in Sellafield, England was opened in 1956 with an initial capacity of 50 MW (later 200 MW). The first commercial nuclear generator to become operational in the United States was the Shippingport Reactor ( Pennsylvania, December, 1957).


          One of the first organizations to develop nuclear power was the U.S. Navy, for the purpose of propelling submarines and aircraft carriers. It has a good record in nuclear safety, perhaps because of the stringent demands of Admiral Hyman G. Rickover, who was the driving force behind nuclear marine propulsion as well as the Shippingport Reactor. The U.S. Navy has operated more nuclear reactors than any other entity, including the Soviet Navy, with no publicly known major incidents. The first nuclear-powered submarine, USS Nautilus (SSN-571), was put to sea in December 1954. Two U.S. nuclear submarines, USS Scorpion and Thresher, have been lost at sea. These vessels were both lost due to malfunctions in systems not related to the reactor plants. Also, the sites are monitored and no known leakage has occurred from the onboard reactors.


          Enrico Fermi and Le Szilrd in 1955 shared for the nuclear reactor, belatedly granted for the work they had done during the Manhattan Project.


          


          Development
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          Installed nuclear capacity initially rose relatively quickly, rising from less than 1 gigawatt (GW) in 1960 to 100 GW in the late 1970s, and 300 GW in the late 1980s. Since the late 1980s worldwide capacity has risen much more slowly, reaching 366 GW in 2005. Between around 1970 and 1990, more than 50 GW of capacity was under construction (peaking at over 150 GW in the late 70s and early 80s)  in 2005, around 25 GW of new capacity was planned. More than two-thirds of all nuclear plants ordered after January 1970 were eventually cancelled.
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          During the 1970s and 1980s rising economic costs (related to extended construction times largely due to regulatory changes and pressure-group litigation) and falling fossil fuel prices made nuclear power plants then under construction less attractive. In the 1980s (U.S.) and 1990s (Europe), flat load growth and electricity liberalization also made the addition of large new baseload capacity unattractive.


          The 1973 oil crisis had a significant effect on countries, such as France and Japan, which had relied more heavily on oil for electric generation (39% and 73% respectively) to invest in nuclear power. Today, nuclear power supplies about 80% and 30% of the electricity in those countries, respectively.


          A general movement against nuclear power arose during the last third of the 20th century, based on the fear of a possible nuclear accident, fears of radiation, nuclear proliferation, and on the opposition to nuclear waste production, transport and final storage. Perceived risks on the citizens' health and safety, the 1979 accident at Three Mile Island and the 1986 Chernobyl disaster played a part in stopping new plant construction in many countries, although the public policy organization Brookings Institution suggests that new nuclear units have not been ordered in the U.S. because the Institution's research concludes they cost 1530% more over their lifetime than conventional coal and natural gas fired plants.


          Unlike the Three Mile Island accident, the much more serious Chernobyl accident did not increase regulations affecting Western reactors since the Chernobyl reactors were of the problematic RBMK design only used in the Soviet Union, for example lacking "robust" containment buildings. Many of these reactors are still in use today. However, changes were made in both the reactors themselves (use of low enriched uranium) and in the control system (prevention of disabling safety systems) to prevent the possibility of a duplicate accident.


          An international organization to promote safety awareness and professional development on operators in nuclear facilities was created: WANO; World Association of Nuclear Operators.


          Opposition in Ireland, New Zealand and Poland prevented nuclear programs there, while Austria (1978), Sweden (1980) and Italy (1987) (influenced by Chernobyl) voted in referendums to oppose or phase out nuclear power.


          


          Future of the industry


          As of 2007, Watts Bar 1, which came on-line in Feb. 7, 1996, was the last U.S. commercial nuclear reactor to go on-line. This is often quoted as evidence of a successful worldwide campaign for nuclear power phase-out. However, political resistance to nuclear power has only ever been successful in New Zealand, and parts of Europe and the Philippines. Even in the U.S. and throughout Europe, investment in research and in the nuclear fuel cycle has continued, and some experts predict that electricity shortages, fossil fuel price increases, global warming and heavy metal emissions from fossil fuel use, new technology such as passively safe plants, and national energy security will renew the demand for nuclear power plants.


          Many countries remain active in developing nuclear power, including Japan, China and India, all actively developing both fast and thermal technology, South Korea and the United States, developing thermal technology only, and South Africa and China, developing versions of the Pebble Bed Modular Reactor (PBMR). Several EU member states actively pursue nuclear programs, while some other member states continue to have a ban for the nuclear energy use. Finland has a new European Pressurized Reactor under construction by Areva, which is currently two years behind schedule. On December 20, 2002 the Bulgarian Council of Ministers voted to restart construction of the Belene Nuclear Power Plant. The plant's foundations were laid in 1987, however construction was abandoned in 1990, with the first reactor being 40% ready. It is expected that the first reactor should go on-line in 2013, and the second in 2014.


          Japan has an active nuclear construction program with new units brought on-line in 2005. In the U.S., three consortia responded in 2004 to the U.S. Department of Energy's solicitation under the Nuclear Power 2010 Program and were awarded matching fundsthe Energy Policy Act of 2005 authorized loan guarantees for up to six new reactors, and authorized the Department of Energy to build a reactor based on the Generation IV Very-High-Temperature Reactor concept to produce both electricity and hydrogen. As of the early 21st century, nuclear power is of particular interest to both China and India to serve their rapidly growing economiesboth are developing fast breeder reactors. See also energy development. In the energy policy of the United Kingdom it is recognized that there is a likely future energy supply shortfall, which may have to be filled by either new nuclear plant construction or maintaining existing plants beyond their programmed lifetime.


          On September 22, 2005 it was announced that two sites in the U.S. had been selected to receive new power reactors (exclusive of the new power reactor scheduled for INL). In August 2007, TVA was approved to restart construction of Watts Bar 2. The reactor is scheduled to be completed and come online in 2013. Currently, no new reactors have been ordered in the United States. However, as of February 2008, five applications for Combined Licenses (COL) have been submitted . Note that these applications are not declarations of intent to build new power plants, but submission of a COL application is one of the final steps a utility must take before construction can begin on a new nuclear reactors.


          Russia has begun building floating nuclear power plants. The 100 million ($204.9 million, 2 billion руб) vessel, the Lomonosov, to be completed in 2010, is the first of seven plants that Moscow says will bring vital energy resources to remote Russian regions. While producing only a small fraction of the power of a standard Russian land-based plant, it can supply power to a city of 200,000, or function as a desalination plant. The Russian atomic energy agency said that at least 12 countries were also interested in buying floating nuclear plants.


          In January 2008, the United Kingdom confirmed a new generation of nuclear power plants to be built in order to meet the country's growing energy crisis. The government hopes that the first station will be operational before 2020.


          There is a possible impediment to production of nuclear power plants, due to a backlog at Japan Steel Works, the only factory in the world able to manufacture the central part of a nuclear reactor's containment vessel in a single piece, which reduces the risk of a radiation leak. The company can only make four per year of the steel forgings, which contain radioactivity in a nuclear reactor. It will double its capacity in the next two years, but still will not be able to to meet current global ddemand promptly. Utilities across the world are submitting orders years in advance of any actual need. Other manufacturers are examining various options, including making the component themselves, or finding ways to make a similar item using alternate methods.


          


          Nuclear reactor technology
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          Conventional thermal power plants all have a fuel source to provide heat. Examples are gas, coal, or oil. For a nuclear power plant, this heat is provided by nuclear fission inside the nuclear reactor. When a relatively large fissile atomic nucleus is struck by a neutron it forms two or more smaller nuclei as fission products, releasing energy and neutrons in a process called nuclear fission. The neutrons then trigger further fission, and so on. When this nuclear chain reaction is controlled, the energy released can be used to heat water, produce steam and drive a turbine that generates electricity. While a nuclear power plant uses the same fuel, uranium-235 or plutonium-239, a nuclear explosive involves an uncontrolled chain reaction, and the rate of fission in a reactor is not capable of reaching sufficient levels to trigger a nuclear explosion because commercial reactor grade nuclear fuel is not enriched to a high enough level. Naturally found uranium contains 0.711% U-235 by mass, the rest being U-238 and trace amounts of other isotopes. Most reactor fuel is enriched to only 34%, but some designs use natural uranium or highly enriched uranium. Reactors for nuclear submarines and large naval surface ships, such as aircraft carriers, commonly use highly enriched uranium. Although highly enriched uranium is more expensive, it reduces the frequency of refueling, which is very useful for military vessels. CANDU reactors are able to use unenriched uranium because the heavy water they use as a moderator and coolant does not absorb neutrons like light water does.


          The chain reaction is controlled through the use of materials that absorb and moderate neutrons. In uranium-fueled reactors, neutrons must be moderated (slowed down) because slow neutrons are more likely to cause fission when colliding with a uranium-235 nucleus. Light water reactors use ordinary water to moderate and cool the reactors. When at operating temperatures if the temperature of the water increases, its density drops, and fewer neutrons passing through it are slowed enough to trigger further reactions. That negative feedback stabilizes the reaction rate.


          The current types of plants (and their common components) are discussed in the article nuclear reactor technology.


          A number of other designs for nuclear power generation, the Generation IV reactors, are the subject of active research and may be used for practical power generation in the future. A number of the advanced nuclear reactor designs could also make critical fission reactors much cleaner, much safer and/or much less of a risk to the proliferation of nuclear weapons.


          It should be noted that such Geneation IV reactors are not necessarily fuel by uranium but by thorium, a more abundent fertile material that decays into U233 after being exposed to neutrons. Such reactors use about 1/300 the amount of fuel to power them. The Liquid Fluoride Reactor is one such example of this.


          


          Life cycle
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          A nuclear reactor is only part of the life-cycle for nuclear power. The process starts with mining. Generally, uranium mines are either open-pit strip mines, or in-situ leach mines. In either case, the uranium ore is extracted, usually converted into a stable and compact form such as yellowcake, and then transported to a processing facility. Here, the yellowcake is converted to uranium hexafluoride, which is then enriched using various techniques. At this point, the enriched uranium, containing more than the natural 0.7% U-235, is used to make rods of the proper composition and geometry for the particular reactor that the fuel is destined for. The fuel rods will spend about 3 operational cycles (typically 6 years total now) inside the reactor, generally until about 3% of their uranium has been fissioned, then they will be moved to a spent fuel pool where the short lived isotopes generated by fission can decay away. After about 5 years in a cooling pond, the spent fuel is radioactively and thermally cool enough to handle, and it can be moved to dry storage casks or reprocessed.


          


          Water


          Like all forms of power generation using steam turbines, Nuclear power plants use copious amounts of water for cooling. As with most power plants, two-thirds of the energy produced by a nuclear power plant goes into waste heat (see Carnot cycle), and that heat is carried away from the plant in the water (which remains uncontaminated by radioactivity). The emitted water either is sent into cooling towers where it goes up and is emitted as water droplets (literally a cloud) or is discharged into large bodies of water - cooling ponds, lakes, rivers, or oceans. Droughts can pose a severe problem by causing the source of cooling water to run out.


          The Palo Verde Nuclear Generating Station near Phoenix, AZ is the only nuclear generating facility in the world that is not located adjacent to a large body of water. Instead, it uses treated sewage from several nearby municipalities to meet its cooling water needs, recycling 20 billion USgallons (76,000,000m) of wastewater each year.


          Like conventional power plants, nuclear power plants generate large quantities of waste heat which is expelled in the condenser, following the turbine. Collocation of plants that can take advantage of this thermal energy has been suggested by Oak Ridge National Laboratory (ORNL) as a way to take advantage of process synergy for added energy efficiency. One example would be to use the power plant steam to produce hydrogen from water. The hydrogen would cost less, and the nuclear power plant would exhaust less heat into the atmosphere and water vapor (which is a greenhouse gas).


          


          Solid waste


          The safe storage and disposal of nuclear waste is a significant challenge. The most important waste stream from nuclear power plants is spent fuel. A large nuclear reactor produces 3 cubic metres (2530 tonnes) of spent fuel each year. It is primarily composed of unconverted uranium as well as significant quantities of transuranic actinides (plutonium and curium, mostly). In addition, about 3% of it is made of fission products. The actinides (uranium, plutonium, and curium) are responsible for the bulk of the long term radioactivity, whereas the fission products are responsible for the bulk of the short term radioactivity.


          


          High level radioactive waste


          Spent fuel is highly radioactive and needs to be handled with great care and forethought. However, spent nuclear fuel becomes less radioactive over time. After 40 years, the radiation flux is 99.9% lower than it was the moment the spent fuel was removed, although still dangerously radioactive.


          Spent fuel rods are stored in shielded basins of water (spent fuel pools), usually located on-site. The water provides both cooling for the still-decaying fission products, and shielding from the continuing radioactivity. After a few decades some on-site storage involves moving the now cooler, less radioactive fuel to a dry-storage facility or dry cask storage, where the fuel is stored in steel and concrete containers until its radioactivity decreases naturally ("decays") to levels safe enough for other processing. This interim stage spans years or decades, depending on the type of fuel. Most U.S. waste is currently stored in temporary storage sites requiring oversight, while suitable permanent disposal methods are discussed.


          As of 2003, the United States had accumulated about 49,000 metric tons of spent nuclear fuel from nuclear reactors. Underground storage at Yucca Mountain in U.S. has been proposed as permanent storage. After 10,000 years of radioactive decay, according to United States Environmental Protection Agency standards, the spent nuclear fuel will no longer pose a threat to public health and safety.


          The amount of waste can be reduced in several ways, particularly reprocessing. Even so, the remaining waste will be substantially radioactive for at least 300 years even if the actinides are removed, and for up to thousands of years if the actinides are left in. Even with separation of all actinides, and using fast breeder reactors to destroy by transmutation some of the longer-lived non-actinides as well, the waste must be segregated from the environment for one to a few hundred years, and therefore this is properly categorized as a long-term problem. Subcritical reactors or fusion reactors could also reduce the time the waste has to be stored. It has been argued that the best solution for the nuclear waste is above ground temporary storage since technology is rapidly changing. The current waste may well become a valuable resource in the future.


          In the U.S., which does not reprocess nuclear waste, one source said "Already more than 80,000 tonnes of highly radioactive waste sits in cooling pools next to the 103 US nuclear power plants, awaiting transportation to a storage facility yet to be found. This dangerous material will be an attractive target for terrorist sabotage as it travels through 39 states on roads and railway lines for the next 25 years". Even keeping track of it all has proved to be a problem. In fact fears have been expressed that terrorists could gain control of some of it to make " dirty bombs" or, if reprocessing were ever instituted in the U.S., perhaps even a nuclear device.


          France is one of the world's most densely populated countries. According to a 2007 story broadcast on 60 Minutes, nuclear power gives France the cleanest air of any industrialized country, and the cheapest electricity in all of Europe. France reprocesses its nuclear waste to reduce its mass and make more energy. However, the article continues, "Today we stock containers of waste because currently scientists don't know how to reduce or eliminate the toxicity, but maybe in 100 years perhaps scientists will ... Nuclear waste is an enormously difficult political problem which to date no country has solved. It is, in a sense, the Achilles heel of the nuclear industry ... If France is unable to solve this issue, says Mandil, then 'I do not see how we can continue our nuclear program.'" Further, reprocessing itself has its critics, such as the Union of Concerned Scientists.


          


          Low-level radioactive waste


          The nuclear industry also produces a volume of low-level radioactive waste in the form of contaminated items like clothing, hand tools, water purifier resins, and (upon decommissioning) the materials of which the reactor itself is built. In the United States, the Nuclear Regulatory Commission has repeatedly attempted to allow low-level materials to be handled as normal waste: landfilled, recycled into consumer items, et cetera. Most low-level waste releases very low levels of radioactivity and is only considered radioactive waste because of its history. For example, according to the standards of the NRC, the radiation released by coffee is enough to treat it as low level waste.


          


          Comparing radioactive waste to industrial toxic waste


          In countries with nuclear power, radioactive wastes comprise less than 1% of total industrial toxic wastes, which remain hazardous indefinitely unless they decompose or are treated so that they are less toxic or, ideally, completely non-toxic. Overall, nuclear power produces far less waste material than fossil-fuel based power plants. Coal-burning plants are particularly noted for producing large amounts of toxic and mildly radioactive ash due to concentrating naturally occurring metals and radioactive material from the coal. Contrary to popular belief, coal power actually results in more radioactive waste being released into the environment than nuclear power. The population effective dose equivalent from radiation from coal plants is 100 times as much as nuclear plants.


          


          Reprocessing


          Reprocessing can potentially recover up to 95% of the remaining uranium and plutonium in spent nuclear fuel, putting it into new mixed oxide fuel. This would produce a reduction in long term radioactivity within the remaining waste, since this is largely short-lived fission products, and reduces its volume by over 90%. Reprocessing of civilian fuel from power reactors is currently done on large scale in Britain, France and (formerly) Russia, will be in China and perhaps India, and is being done on an expanding scale in Japan. The full potential of reprocessing has not been achieved because it requires breeder reactors, which are not yet commercially available. France is generally cited as the most successful reprocessor, but it presently only recycles 28% (by mass) of the yearly fuel use, 7% within France and another 21% in Russia.


          Unlike other countries, the US has stopped civilian reprocessing as one part of US non-proliferation policy, since reprocessed material such as plutonium can be used in nuclear weapons. Spent fuel is all currently treated as waste. In February, 2006, a new U.S. initiative, the Global Nuclear Energy Partnership was announced. It would be an international effort to reprocess fuel in a manner making nuclear proliferation unfeasible, while making nuclear power available to developing countries.


          


          Depleted uranium


          Uranium enrichment produces many tons of depleted uranium (DU) which consists of U-238 with most of the easily fissile U-235 isotope removed. U-238 is a tough metal with several commercial uses  for example, aircraft production, radiation shielding, and making bullets and armor  as it has a higher density than lead. There are concerns that U-238 may lead to health problems in groups exposed to this material excessively, like tank crews and civilians living in areas where large quantities of DU ammunition have been used.


          



          



          


          Debate on nuclear power


          Proponents of nuclear energy aver that nuclear power is a sustainable energy source that reduces carbon emissions and increases energy security by decreasing dependence on foreign oil. Proponents also claim that the risks of storing waste are small and can be further reduced by the technology in the new reactors and the operational safety record is already good when compared to the other major kinds of power plants.


          Critics claim that nuclear power is an uneconomic and potentially dangerous energy source with a limited fuel supply, and dispute whether the costs and risks can be reduced through new technology. Critics also point to the problem of storing radioactive waste, the potential for possibly severe radioactive contamination by accident or sabotage, the possibility of nuclear proliferation and the disadvantages of centralized electrical production.


          Arguments of economics and safety are used by both sides of the debate.


          Other issues crucial to viability and public confidence. These include long-term waste management, leaks, past meltdown near-misses and scandals, such as the Sellafield Mox site scandal reported in the Guardian as involving "the falsification of documents, which led to the resignation of John Taylor, chief executive of BNFL"


          


          Reliability


          Nuclear power plants in the U.S. now routinely reach 90% capacity factors (including planned outages), making them suitable for base load power plant operations. Nuclear plants typically strive to schedule their refuelling and maintenance outages in the spring (when hydropower is at a maximum) and to a lesser extent in the fall (both times when electricity demand is lower than the maximums in summer and winter).


          The World Nuclear Association states that "Sun, wind, tides and waves cannot be controlled to provide directly either continuous base-load power, or peak-load power when it is needed. In practical terms they are therefore limited to some 10-20% of the capacity of an electricity grid, and cannot directly be applied as economic substitutes for coal or nuclear power, however important they may become in particular areas with favourable conditions." "The fundamental problem, especially for electricity supply, is their variable and diffuse nature. This means either that there must be reliable duplicate sources of electricity, or some means of electricity storage on a large scale. Apart from pumped-storage hydro systems, no such means exist at present and nor are any in sight." "Relatively few places have scope for pumped storage dams close to where the power is needed, and overall efficiency is low. Means of storing large amounts of electricity as such in giant batteries or by other means have not been developed." (Opponents dispute these claims as discussed in the main article.)


          


          Economics


          This is a controversial subject, since multi-billion dollar investments ride on the choice of an energy source.


          Which power source (generally coal, natural gas, nuclear or wind) is most cost-effective depends on the assumptions used in a particular studyseveral are quoted in the main article.


          


          Environmental effects


          The primary environmental impacts of nuclear power include Uranium mining, radioactive effluent emissions, direct and indirect greenhouse gas emissions (water vapor, CO2, NO2) and waste heat. Which power source produces the least amount of greenhouse gases is controversial since also renewables produce indirect greenhouse emissions from sources such as mining and construction. Nuclear generation does not directly produce sulfur dioxide, nitrogen oxides, mercury or other pollutants associated with the combustion of fossil fuels.


          Other issues include disposal of nuclear waste, with high level waste proposed to go in Deep geological repositories and nuclear decommissioning.


          


          Safety


          The topic of nuclear safety covers:


          
            	The research and testing of the possible incidents/events at a nuclear power plant,


            	What equipment and actions are designed to prevent those incidents/events from having serious consequences,


            	The calculation of the probabilities of multiple systems and/or actions failing thus allowing serious consequences,


            	The evaluation of the worst-possible timing and scope of those serious consequences (the worst-possible in extreme cases being a release of radiation),


            	The actions taken to protect the public during a release of radiation,


            	The training and rehearsals performed to ensure readiness in case an incident/event occurs.

          


          Numerous different and usually redundantly duplicated safety features have been designed into (and in some cases backfitted to) nuclear power plants. In the United States, the Nuclear Regulatory Commission (NRC) has the ultimate responsibility for nuclear safety.


          


          Accidents


          The International Nuclear Event Scale (INES), developed by the International Atomic Energy Agency (IAEA), is used to communicate the severity of nuclear accidents on a scale of 0 to 7. The two most well-known events are the Three Mile Island accident and the Chernobyl disaster.


          The Chernobyl disaster in 1986 at the Chernobyl Nuclear Power Plant in the Ukrainian Soviet Socialist Republic (now Ukraine) was the worst nuclear accident in history and is the only event to receive an INES score of 7. The power excursion and resulting steam explosion and fire spread radioactive contamination across large portions of Europe. The UN report 'CHERNOBYL: THE TRUE SCALE OF THE ACCIDENT' published 2005 concluded that the death toll includes the 50 workers who died of acute radiation syndrome, nine children who died from thyroid cancer, and an estimated 4000 excess cancer deaths in the future. This accident occurred due to both the flawed operation of the reactors and critical design flaws in the Soviet RBMK reactors, such as lack of a containment building. This disaster however has lead to some "lessons learned" for Western power plants, large improvements in safety at Soviet-designed nuclear power plants and major improvements to the remaining RBMK reactors.


          The Mayak accident in Russia (INES 6) occurred September 29 1957, when the failure of the cooling system for a tank storing tens of thousands of tons of dissolved nuclear waste resulted in a non-nuclear explosion having a force estimated at about 75 tons of TNT.


          The 1979 accident at Three Mile Island Unit 2 was the worst civilian nuclear accident outside the Soviet Union (INES score of 5). The reactor experienced a partial core meltdown. However, according to the NRC, the reactor vessel and containment building were not breached and little radiation was released to the environment, with no significant impact on health or the environment. Several studies have found no increase in cancer rates. However, a 1997 study by Dr. Steven Wing found higher cancer rates downwind of the reactor. Three scientific journals had refused to print the findings Steven Wing, and some of his fellow epidemiologists dismiss him as an anti-nuclear activist who let his personal views cloud his objectivity. The event resulted in fundamental changes in how plants in the West were to be maintained and operated.


          However many point to the possibility of a catastrophic accident which could affect many thousands or even millions. Greenpeace has produced a report titled An American Chernobyl: Nuclear Near Misses at U.S. Reactors Since 1986 which "reveals that nearly two hundred near misses to nuclear meltdowns have occurred in the United States". At almost 450 nuclear plants in the world that risk is greatly magnified, they say. This is not to mention numerous incidents, many supposedly unreported, that have occurred. Another report produced by Greenpeace called Nuclear Reactor Hazards: Ongoing Dangers of Operating Nuclear Technology in the 21st Century claims that risk of a major accident has increased in the past years.


          Underlying much of the distrust is the fact that it has often been the case that populations are not informed of hazards from various technologies that may impact on them. For example Brookhaven National Laboratory's leaking of radioactive tritium into community groundwater for up to 12 years which angered the local community, dangerous coverups at the Rocky Flats Nuclear Weapons Plant or the pollution of Anniston, Alabama and other locations by Monsanto that went unreported for four decades, however such mistrust is often misdirected  while the industrial sites that were built to support the Manhattan Project and the Cold War's nuclear arms race in the United States display many cases of significant environmental contamination and other safety concerns, in the US such facilities are operated and regulated completely separately from commercial nuclear power plants.


          For the future, design changes are being pursued to lessen the risks of fission reactors; in particular, passively safe plants (such as the ESBWR) are available to be built and inherently safe designs are being pursued. Fusion reactors, which may be viable in the future, have no risk of explosive radiation-releasing accidents, and even smaller risks than the already extremely small risks associated with nuclear fission. Whilst fusion power reactors will produce a very small amount of reasonably short lived, intermediate-level radioactive waste at decommissioning time, as a result of neutron activation of the reactor vessel, they will not produce any high-level, long-lived materials comparable to those produced in a fission reactor. Even this small radioactive waste aspect can be mitigated through the use of low-activation steel alloys for the tokamak vessel.


          


          Contrasting radioactive accident emissions with industrial emissions


          Claims exist that the problems of nuclear waste do not come anywhere close to approaching the problems of fossil fuel waste. A 2004 article from the BBC states: "The World Health Organization (WHO) says 3 million people are killed worldwide by outdoor air pollution annually from vehicles and industrial emissions, and 1.6 million indoors through using solid fuel." In the U.S. alone, fossil fuel waste kills 20,000 people each year. A coal power plant releases 100 times as much radiation as a nuclear power plant of the same wattage. It is estimated that during 1982, US coal burning released 155 times as much radioactivity into the atmosphere as the Three Mile Island incident. In addition, fossil fuel waste causes global warming, which leads to increased deaths from hurricanes, flooding, and other weather events.


          The World Nuclear Association provides a comparison of deaths due to accidents among different forms of energy production. In their comparison, deaths per TW-yr of electricity produced from 1970 to 1992 are quoted as 885 for hydropower, 342 for coal, 85 for natural gas, and 8 for nuclear. Air pollution from fossil fuels is argued to cause tens of thousands of additional deaths each year in the US alone. Furthermore, a 2004 news article from the BBC stated, "The World Health Organization (WHO) says 3 million people are killed worldwide by outdoor air pollution annually from vehicles and industrial emissions, and 1.6 million indoors through using solid fuel. Most are in poor countries."


          


          Health effect on population near nuclear plants
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          Most human exposure to radiation comes from natural background radiation. Most of the remaining exposure comes from medical procedures. Several large studies in the US, Canada, and Europe have found no evidence of any increase in cancer mortality among people living near nuclear facilities. For example, in 1991, the National Cancer Institute (NCI) of the National Institutes of Health announced that a large-scale study, which evaluated mortality from 16 types of cancer, found no increased incidence of cancer mortality for people living near 62 nuclear installations in the United States. The study showed no increase in the incidence of childhood leukemia mortality in the study of surrounding counties after start-up of the nuclear facilities. The NCI study, the broadest of its kind ever conducted, surveyed 900,000 cancer deaths in counties near nuclear facilities.


          Some areas of Britain near industrial facilities, particularly near Sellafield, have displayed elevated childhood leukemia levels, in which children living locally are 10 times more likely to contract the cancer. One study of those near Sellafield has ruled out any contribution from nuclear sources, and the reasons for these increases, or clusters, are unclear. Apart from anything else, the levels of radiation at these sites are orders of magnitude too low to account for the excess incidences reported. One explanation is viruses or other infectious agents being introduced into a local community by the mass movement of migrant workers. Likewise, small studies have found an increased incidence of childhood leukemia near some nuclear power plants has been found in Germany and France. Nonetheless, the results of larger multi-site studies in these countries invalidate the hypothesis of an increased risk of leukemia related to nuclear discharge. The methodology and very small samples in the studies finding an increased incidence has been criticized.


          In December of 2007, it was reported that a study showed that German children who lived near nuclear power plants had a higher rate of cancer than those who did not. However, the study also stated that there was no extra radiation near the nuclear power plants, and scientists were puzzled as to what was causing the higher rate of cancer.


          


          Nuclear proliferation and terrorism concerns


          Nuclear proliferation is the spread of nuclear weapons and related technology to nations not recognized as "Nuclear Weapon States" by the Nuclear Nonproliferation Treaty. Since the days of the Manhattan Project it has been known that reactors could be used for weapons-development purposesthe first nuclear reactors were developed for exactly this reasonas the operation of a nuclear reactor converts U-238 into plutonium. As a consequence, since the 1950s there have been concerns about the possibility of using reactors as a dual-use technology, whereby apparently peaceful technological development could serve as an approach to nuclear weapons capability.


          Original impetus for development of nuclear power came from the military nuclear programs, including the early designs of power reactors that were developed for nuclear submarines. In many countries nuclear and civilian nuclear programs are linked, at least by common research projects and through agencies such as the U.S. DOE. In the U.S., for example, the first goal of the Department of Energy is "to advance the national, economic, and energy security of the United States; to promote scientific and technological innovation in support of that mission; and to ensure the environmental cleanup of the national nuclear weapons complex."


          To prevent weapons proliferation, safeguards on nuclear technology were published in the Nuclear Non-Proliferation Treaty (NPT) and monitored since 1968 by the International Atomic Energy Agency (IAEA). Nations signing the treaty are required to report to the IAEA what nuclear materials they hold and their location. They agree to accept visits by IAEA auditors and inspectors to verify independently their material reports and physically inspect the nuclear materials concerned to confirm physical inventories of them in exchange for access to nuclear materials and equipment on the global market.


          Several states did not sign the treaty and were able to use international nuclear technology (often procured for civilian purposes) to develop nuclear weapons (India, Pakistan, Israel, and South Africa). Of those who have signed the treaty and received shipments of nuclear paraphernalia, many states have either claimed to, or been accused of, attempting to use supposedly civilian nuclear power plants for developing weapons. Certain types of reactors may be more conducive to producing nuclear weapons materials than others, such as possible future fast breeder reactors, and a number of international disputes over proliferation have centered on the specific model of reactor being contracted for in a country suspected of nuclear weapon ambitions.


          There is concern in some countries over North Korea and Iran operating research reactors and fuel enrichment plant. In 2006, North Korea detonated what they claimed was a functioning nuclear weapon, which analysis has indicated was fueled by plutonium, presumably diverted from their Yongbyon nuclear reactor. North Korea has since signed a deal with the United States regarding its Yongbyon plant and has discontinued its nuclear activities. An IAEA report also recently cited "significant cooperation" by Iran and that it has slowed its enrichment of uranium. See also Nuclear program of Iran.


          Aside from their plutonium-producing potential, some research reactors are considered proliferation threats because of their use of highly-enriched uranium (HEU) as their fuel. According to the IAEA, there are over 100 reactors in the world which continue to be fueled by HEU, though for decades work has pursued to convert these to operate with low-enriched uranium (LEU). In this case, the threat is not considered to be based on surrepticious weapons development, but rather that of theft of the enriched nuclear materials, which would help potential bomb makers subvert the largest hurdle in developing an enriched-uranium weapon.


          


          Vulnerability of plants to attack


          Nuclear power plants are generally (although not always) considered "hard" targets. In the US, plants are surrounded by a double row of tall fences which are electronically monitored. The plant grounds are patrolled by a sizeable force of armed guards. The NRC's "Design Basis Threat" criteria for plants is a secret, and so what size attacking force the plants are able to protect against is unknown. However, to scram a plant takes less than 5 seconds while unimpeded restart takes hours, severely hampering a terrorist force in a goal to release radioactivity.


          Attack from the air is a more problematic concern. The most important barrier against the release of radioactivity in the event of an aircraft strike is the containment building and its missile shield. The NRC's Chairman has said "Nuclear power plants are inherently robust structures that our studies show provide adequate protection in a hypothetical attack by an airplane. The NRC has also taken actions that require nuclear power plant operators to be able to manage large fires or explosionsno matter what has caused them."


          In addition, supporters point to large studies carried out by the US Electric Power Research Institute that tested the robustness of both reactor and waste fuel storage, and found that they should be able to sustain a terrorist attack comparable to the September 11 terrorist attacks in the USA. Spent fuel is usually housed inside the plant's "protected zone" or a spent nuclear fuel shipping cask; stealing it for use in a " dirty bomb" is extremely difficult. Exposure to the intense radiation would almost certainly quickly incapacitate or kill any terrorists who attempt to do so.


          Nuclear power plants are designed to withstand threats deemed credible at the time of licensing. However, as weapons evolve it cannot be said unequivocably that within the 60 year life of a plant it will not become vulnerable. In addition, the future status of storage sites may be in doubt. Other forms of energy production are also vulnerable to attack, such as hydroelectric dams and LNG tankers.


          


          Use of waste byproduct as a weapon


          An additional concern with nuclear power plants is that if the by-products of nuclear fissionthe nuclear waste generated by the plantwere to be unprotected it could be used as a radiological weapon, colloquially known as a " dirty bomb". There have been incidents of nuclear plant workers attempting to sell nuclear materials for this purpose (for example, there was such an incident in Russia in 1999 where plant workers attempted to sell 5 grams of radioactive material on the open market, and an incident in 1993 where Russian workers were caught attempting to sell 4.5 kilograms of enriched uranium.), and there are additional concerns that the transportation of nuclear waste along roadways or railways opens it up for potential theft. The UN has since called upon world leaders to improve security in order to prevent radioactive material falling into the hands of terrorists, and such fears have been used as justifications for centralized, permanent, and secure waste repositories and increased security along transportation routes.
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          A nuclear weapon is an explosive device that derives its destructive force from the nuclear reaction of fission or from a combination of fission and fusion. Both reactions release vast quantities of energy from relatively small amounts of matter; a modern thermonuclear weapon weighing little more than a ton can produce an explosion comparable to the detonation of more than a billion kilograms of conventional high explosive. The largest nuclear weapon ever detonated, the Tsar Bomba, had a yield of approximately 50 megatons of TNT and even small nuclear devices with yields equivalent to only a few thousand tons of TNT can devastate a city. Because of their extreme destructive power nuclear devices are considered weapons of mass destruction.


          In the history of warfare, only two nuclear weapons have been detonated offensively, both by the United States of America during the closing days of World War II. The first was detonated on the morning of 6 August 1945, when the United States dropped a uranium gun-type device code-named " Little Boy" on the Japanese city of Hiroshima. The second was detonated three days later when the United States dropped a plutonium implosion-type device code-named " Fat Man" on the city of Nagasaki. These bombings resulted in the immediate deaths of around 120,000 people from injuries sustained from the explosion and acute radiation sickness, and even more deaths over time from long-term effects of radiation. The use of these weapons was and remains controversial. (See Atomic bombings of Hiroshima and Nagasaki for a full discussion.)


          Since the Hiroshima and Nagasaki bombings, nuclear weapons have been detonated on over two thousand occasions for testing purposes and demonstration purposes. The only countries known to have detonated such weapons are (chronologically) the United States, the Soviet Union, the United Kingdom, France, the People's Republic of China, India, Pakistan, and North Korea.


          Various other countries may hold nuclear weapons but have never publicly admitted possession, or their claims to possession have not been verified. For example, Israel, who has modern airborne delivery systems and appears to have an extensive nuclear program with hundreds of warheads (see Israel and weapons of mass destruction), officially maintains a policy of " ambiguity" with respect to its actual possession of nuclear weapons. According to some estimates, it possesses as many as 200 nuclear warheads. Iran currently stands accused by the United States of attempting to develop nuclear weapons capabilities, though its government states that its acknowledged nuclear activities, such as uranium enrichment, are for non-weapons purposes. South Africa also secretly developed a small nuclear arsenal, but disassembled it in the early 1990s. (For more information see List of states with nuclear weapons.)


          Apart from their use as weapons, nuclear explosives have been tested and used for various non-military uses. Synthetic elements, such as einsteinium and fermium, created by neutron bombardment of uranium and plutonium during thermonuclear explosions, were discovered in the aftermath of the first hydrogen bomb test.
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          The first nuclear weapons were created in the United States by an international team, including many displaced scientists from central Europe, which included Germany, with assistance from the United Kingdom and Canada during World War II as part of the top-secret Manhattan Project. While the first weapons were developed primarily out of fear that Nazi Germany would develop them first, they were eventually used against the Japanese cities of Hiroshima and Nagasaki. The first test was conducted on July 16, 1945 at a site near Alamogordo, New Mexico. The Soviet Union developed and tested their first nuclear weapon in 1949, based partially on information obtained from Soviet espionage in the United States. Both the U.S. and USSR would go on to develop weapons powered by nuclear fusion (hydrogen bombs) by the mid-1950s. With the invention of reliable rocketry during the 1960s, it became possible for nuclear weapons to be delivered anywhere in the world on a very short notice, and the two Cold War superpowers adopted a strategy of deterrence to maintain a shaky peace.
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          Nuclear weapons were symbols of military and national power, and nuclear testing often used both to test new designs as well as to send political messages. Other nations also developed nuclear weapons during this time, including the United Kingdom, France, and China. These five members of the "nuclear club" agreed to attempt to limit the spread of nuclear proliferation to other nations, though four other countries (India, South Africa, Pakistan, and Israel) developed or acquired nuclear arms during this time. At the end of the Cold War in the early 1990s, the Russian Federation inherited the weapons of the former USSR, and along with the U.S., pledged to reduce their stockpile for increased international safety. Nuclear proliferation has continued, though, with Pakistan testing their first weapons in 1998, and North Korea performing a test in 2006. In January 2005, Pakistani metallurgist Abdul Qadeer Khan confessed to selling nuclear technology and information of nuclear weapons to Iran, Libya, and North Korea in a massive, international proliferation ring. On October 9, 2006, North Korea claimed it had conducted an underground nuclear test, though the very small apparent yield of the blast has led many to conclude that it was not fully successful (see 2006 North Korean nuclear test). Additionally, since 9/11 increased attention has been given to the threat of nuclear terrorism, whereby non-state actors manage to develop, purchase, or steal nuclear arms and detonate them against civilians. Post-Cold War discussions of nuclear weapons have focused on the fact that the "rationality" of nuclear deterrence, credited with the lack of use of nuclear weapons during the Cold War, may not apply in a world with only one superpower, or a world where the nuclear actors are stateless.


          There have been (at least) four major false alarms, the most recent in 1995, that almost resulted in the U.S. or USSR/Russia launching its weapons in retaliation for a supposed attack. Additionally, during the Cold War the U.S. and USSR came close to nuclear warfare several times, most notably during the Cuban Missile Crisis. As of 2006, there are estimated to be at least 27,000 nuclear weapons held by at least eight countries, 96 percent of them in the possession of the United States and Russia.


          Nuclear weapons have been at the heart of many national and international political disputes, have played a major part in popular culture since their dramatic public debut in the 1940s, and have usually symbolized the ultimate ability of mankind to utilize the strength of nature for destruction. Dozens of movies, books, television shows, plays, and other cultural productions have been made with nuclear weapons as either the explicit subject or an implied leitmotiv.


          


          Types of nuclear weapons
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          There are two basic types of nuclear weapons. The first are weapons which produce their explosive energy through nuclear fission reactions alone. These are known colloquially as atomic bombs, A-bombs, or fission bombs. In fission weapons, a mass of fissile material ( enriched uranium or plutonium) is assembled into a supercritical massthe amount of material needed to start an exponentially growing nuclear chain reactioneither by shooting one piece of sub-critical material into another (the "gun" method), or by compressing a sub-critical sphere of material using chemical explosives to many times its original density (the "implosion" method). The latter approach is considered more sophisticated than the former, and only the latter approach can be used if plutonium is the fissile material.


          A major challenge in all nuclear weapon designs is to ensure that a significant fraction of the fuel is consumed before the weapon destroys itself. The amount of energy released by fission bombs can range between the equivalent of less than a ton of TNT upwards to around 500,000 tons (500 kilotons) of TNT.


          The second basic type of nuclear weapon produces a large amount of its energy through nuclear fusion reactions, and can be over a thousand times more powerful than fission bombs as fusion reactions release much more energy per unit of mass than fission reactions. These are known as hydrogen bombs, H-bombs, thermonuclear bombs, or fusion bombs. Only six countriesUnited States, Russia, United Kingdom, People's Republic of China, France and Indiahave detonated hydrogen bombs.


          Hydrogen bombs work by using the energy of a fission bomb in order to compress and heat fusion fuel. In the Teller-Ulam design, which accounts for all multi-megaton yield hydrogen bombs, this is accomplished by placing a fission bomb and fusion fuel ( tritium, deuterium, or lithium deuteride) in proximity within a special, radiation-reflecting container. When the fission bomb is detonated, gamma and X-rays emitted at the speed of light first compress the fusion fuel, then heat it to thermonuclear temperatures. The ensuing fusion reaction creates enormous numbers of high-speed neutrons, which then can induce fission in materials which normally are not prone to it, such as depleted uranium. Each of these components is known as a "stage," with the fission bomb as the "primary" and the fusion capsule as the "secondary." In large hydrogen bombs, about half of the yield, and much of the resulting nuclear fallout, comes from the final fissioning of depleted uranium. By chaining together numerous stages with increasing amounts of fusion fuel, thermonuclear weapons can be made to an almost arbitrary yield; the largest ever detonated (the Tsar Bomba of the USSR) released an energy equivalent to over 50 million tons ( megatons) of TNT. Most hydrogen bombs are considerably smaller than this, though, due to constraints in fitting them into the space and weight requirements of missile warheads.


          There are many other types of nuclear weapons as well. For example, a boosted fission weapon is a fission bomb which increases its explosive yield through a small amount of fusion reactions, but it is not a hydrogen bomb. In the boosted bomb, the neutrons produced by the fusion reactions serve primarily to increase the efficiency of the fission bomb. Some weapons are designed for special purposes; a neutron bomb is a nuclear weapon that yields a relatively small explosion but a relatively large amount of radiation; such a device could theoretically be used to cause massive casualties while leaving infrastructure mostly intact and creating a minimal amount of fallout. The detonation of a nuclear weapon is accompanied by a blast of neutron radiation. Surrounding a nuclear weapon with suitable materials (such as cobalt or gold) creates a weapon known as a salted bomb. This device can produce exceptionally large quantities of radioactive contamination. Most variety in nuclear weapon design is in different yields of nuclear weapons for different types of purposes, and in manipulating design elements to attempt to make weapons extremely small.
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          Nuclear warfare strategy is a way for either fighting or avoiding a nuclear war. The policy of trying to ward off a potential attack by a nuclear weapon from another country by threatening nuclear retaliation is known as the strategy of nuclear deterrence. The goal in deterrence is to always maintain a second strike status (the ability of a country to respond to a nuclear attack with one of its own) and potentially to strive for first strike status (the ability to completely destroy an enemy's nuclear forces before they could retaliate). During the Cold War, policy and military theorists in nuclear-enabled countries worked out models of what sorts of policies could prevent one from ever being attacked by a nuclear weapon.


          Different forms of nuclear weapons delivery (see below) allow for different types of nuclear strategy, primarily by making it difficult to defend against them and difficult to launch a pre-emptive strike against them. Sometimes this has meant keeping the weapon locations hidden, such as putting it on submarines or train cars whose locations are very hard for an enemy to track, and other times this means burying them in hardened bunkers. Other responses have included attempts to make it seem likely that the country could survive a nuclear attack, by using missile defense (to destroy the missiles before they land) or by means of civil defense (using early warning systems to evacuate citizens to a safe area before an attack). Note that weapons which are designed to threaten large populations or to generally deter attacks are known as strategic weapons. Weapons which are designed to actually be used on a battlefield in military situations are known as tactical weapons.


          There are critics of the very idea of nuclear strategy for waging nuclear war who have suggested that a nuclear war between two nuclear powers would result in mutual annihilation. From this point of view, the significance of nuclear weapons is purely to deter war because any nuclear war would immediately escalate out of mutual distrust and fear, resulting in mutually assured destruction. This threat of national, if not global, destruction has been a strong motivation for anti-nuclear weapons activism.


          Critics from the peace movement and within the military establishment have questioned the usefulness of such weapons in the current military climate. The use of (or threat of use of) such weapons would generally be contrary to the rules of international law applicable in armed conflict, according to an advisory opinion issued by the International Court of Justice in 1996.


          Perhaps the most controversial idea in nuclear strategy is that nuclear proliferation would be desirable. This view argues that, unlike conventional weapons, nuclear weapons successfully deter all-out war between states, as they did during the Cold War between the U.S. and the Soviet Union. Political scientist Kenneth Waltz is the most prominent advocate of this argument.


          It has been claimed that the threat of potentially suicidal terrorists possessing nuclear weapons (a form of nuclear terrorism) complicates the decision process. Mutually assured destruction may not be effective against an enemy who expects to die in a confrontation, as they may feel they will be rewarded in a religious afterlife as martyrs and would not therefore be deterred by a sense of self-preservation. Further, if the initial act is from rogue groups of individuals instead of a nation, there is no fixed nation or fixed military targets to retaliate against. It has been argued, especially after the September 11, 2001 attacks, that this complication is the sign of the next age of nuclear strategy, distinct from the relative stability of the Cold War.


          


          Weapons delivery
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          Nuclear weapons deliverythe technology and systems used to bring a nuclear weapon to its targetis an important aspect of nuclear weapons relating both to nuclear weapon design and nuclear strategy. Additionally, developing and maintaining delivery options is among the most resource-intensive aspects of nuclear weapons: according to one estimate, deployment of nuclear weapons accounted for 57% of the total financial resources spent by the United States in relation to nuclear weapons since 1940.


          Historically the first method of delivery, and the method used in the two nuclear weapons actually used in warfare, is as a gravity bomb, dropped from bomber aircraft. This method is usually the first developed by countries as it does not place many restrictions on the size of the weapon, and weapon miniaturization is something which requires considerable weapons design knowledge. It does, however, limit the range of attack, the response time to an impending attack, and the number of weapons which can be fielded at any given time. Additionally, specialized delivery systems are usually not necessary; especially with the advent of miniaturization, nuclear bombs can be delivered by both strategic bombers and tactical fighter-bombers, allowing an air force to use its current fleet with little or no modification. This method may still be considered the primary means of nuclear weapons delivery; the majority of U.S. nuclear warheads, for example, are represented in free-fall gravity bombs, namely the B61.


          More preferable from a strategic point of view are nuclear weapons mounted onto a missile, which can use a ballistic trajectory to deliver a warhead over the horizon. While even short range missiles allow for a faster and less vulnerable attack, the development of intercontinental ballistic missiles (ICBMs) and submarine-launched ballistic missiles (SLBMs) has allowed some nations to plausibly deliver missiles anywhere on the globe with a high likelihood of success. More advanced systems, such as multiple independently targetable reentry vehicles (MIRVs) allow multiple warheads to be launched at several targets from any one missile, reducing the chance of any successful missile defense. Today, missiles are most common among systems designed for delivery of nuclear weapons. Making a warhead small enough to fit onto a missile, though, can be a difficult task.


          Tactical weapons (see above) have involved the most variety of delivery types, including not only gravity bombs and missiles but also artillery shells, land mines, and nuclear depth charges and torpedoes for anti-submarine warfare. An atomic mortar was also tested at one time by the United States. Small, two-man portable tactical weapons (somewhat misleadingly referred to as suitcase bombs), such as the Special Atomic Demolition Munition, have been developed, although the difficulty to combine sufficient yield with portability limits their military utility.


          


          Governance, control, and law
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          Because of the immense military power they can confer, the political control of nuclear weapons has been a key issue for as long as they have existed; in most countries the use of nuclear force can only be authorized by the head of government. In the United States, the President and the Secretary of Defense, acting as the National Command Authority, must jointly authorize the use of nuclear weapons.


          In the late 1940s, lack of mutual trust was preventing the United States and the Soviet Union from making ground towards international arms control agreements, but by the 1960s steps were being taken to limit both the proliferation of nuclear weapons to other countries and the environmental effects of nuclear testing. The Partial Test Ban Treaty (1963) restricted all nuclear testing to underground nuclear testing, to prevent contamination from nuclear fallout, while the Nuclear Non-Proliferation Treaty (1968) attempted to place restrictions on the types of activities which signatories could participate in, with the goal of allowing the transference of non-military nuclear technology to member countries without fear of proliferation. In 1957, the International Atomic Energy Agency (IAEA) was established under the mandate of the United Nations in order to encourage the development of the peaceful applications of nuclear technology, provide international safeguards against its misuse, and facilitate the application of safety measures in its use. In 1996, many nations signed and ratified the Comprehensive Test Ban Treaty which prohibits all testing of nuclear weapons, which would impose a significant hindrance to their development by any complying country.


          Additional treaties have governed nuclear weapons stockpiles between individual countries, such as the SALT I and START I treaties, which limited the numbers and types of nuclear weapons between the United States and the Soviet Union.


          Nuclear weapons have also been opposed by agreements between countries. Many nations have been declared Nuclear-Weapon-Free Zones, areas where nuclear weapons production and deployment are prohibited, through the use of treaties. The Treaty of Tlatelolco (1967) prohibited any production or deployment of nuclear weapons in Latin America and the Caribbean, and the Treaty of Pelindaba (1964) prohibits nuclear weapons in many African countries. As recently as 2006 a Central Asian Nuclear Weapon Free Zone was established amongst the former Soviet republics of Central Asia prohibiting nuclear weapons.


          In the middle of 1996, the International Court of Justice, the highest court of the United Nations, issued an Advisory Opinion concerned with the " Legality of the Threat or Use of Nuclear Weapons". The court ruled that the use or threat of use of nuclear weapons would violate various articles of international law, including the Geneva Conventions, the Hague Conventions, the UN Charter, and the Universal Declaration of Human Rights.
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          In organic and inorganic chemistry, nucleophilic substitution is a fundamental class of substitution reaction in which an "electron rich" nucleophile selectively bonds with or attacks the positive charge of a group or atom called the leaving group; rarely referred to as an electrophobe.


          The most general form for the reaction may be given as


          
            	Nuc: + R-LG  R-Nuc + LG:

          


          The electron pair (:) from the nucleophile (Nuc) attacks the substrate (R-LG) forming a new bond, while the leaving group (LG) departs with an electron pair. The principal product in this case is R-Nuc. The nucleophile may be electrically neutral or negatively charged, whereas the substrate is typically neutral or positively charged.


          An example of nucleophilic substitution is the hydrolysis of an alkyl bromide, R-Br, under alkaline conditions, where the attacking nucleophile is the OH and the leaving group is Br-.


          
            	R-Br + OH  R-OH + Br

          


          Nucleophilic substitution reactions are commonplace in organic chemistry, and they can be broadly categorised as taking place at an aliphatic ( saturated) carbon or at (less often) an aromatic or other unsaturated carbon centre.


          


          Nucleophilic substitution at saturated carbon centres


          


          SN1 and SN2 reactions


          In 1935, Edward D. Hughes and Sir Christopher Ingold studied nucleophilic substitution reactions of alkyl halides and related compounds. They proposed that there were two main mechanisms at work, both of them competing with each other. The two main mechanisms are the SN1 reaction and the SN2 reaction. S stands for chemical substitution, N stands for nucleophilic, and the number represents the kinetic order of the reaction.


          In the SN2 reaction, the addition of the nucleophile and the elimination of leaving group take place simultaneously. SN2 occurs where the central carbon atom is easily accessible to the nucleophile. By contrast the SN1 reaction involves two steps. SN1 reactions tend to be important when the central carbon atom of the substrate is surrounded by bulky groups, both because such groups interfere sterically with the SN2 reaction (discussed above) and because a highly substituted carbon forms a stable carbocation.


          Initially, the rate of the nucleophilic substitution was a little puzzling as the rate followed the pattern:


          CH3X > primary > secondary < tertiary


          The reaction kinetics changed from second order to first order.


          The SN1 and SN2 reactions are influenced by different factors


          SN1 reactivity rates follow the trend CH3X < primary < secondary < tertiary


          SN2 reactivity rates follow the trend CH3X > primary > secondary > tertiary


          The total reactivity is the sum of the two rates.


          [image: Image:Sn2_Sn1_Graph.jpg]


          A graph showing the relative reactivities of the different alkyl halides towards SN1 and SN2 reactions. Also see Table 1.


          



          
            
              	Table 1. Nucleophilic substitutions on RX (an alkyl halide or equivalent)
            


            
              	Factor

              	SN1

              	SN2

              	Comments
            


            
              	Kinetics

              	Rate=k[RX]

              	Rate=k[RX][Nuc]
            


            
              	Primary alkyl substrate

              	Never unless

              additional stabilising

              groups present

              	Good unless

              a hindered nucleophile is used

              	
            


            
              	Secondary alkyl substrate

              	Moderate

              	Moderate

              	
            


            
              	Tertiary alkyl substrate

              	Excellent

              	Never

              	Elimination likely

              if heated or if

              strong base used
            


            
              	Leaving group

              	Important

              	Important

              	For halogens,

              I > Br > Cl >> F
            


            
              	Nucleophilicity

              	Unimportant

              	Important

              	
            


            
              	Preferred solvent

              	Polar protic

              	Polar aprotic

              	
            


            
              	Stereochemistry

              	Racemisation

              (+ partial inversion

              possible)

              	Inversion

              	
            


            
              	Rearrangements

              	Common

              	Rare

              	Side reaction
            


            
              	Eliminations

              	Common, especially

              with basic nucleophiles

              	Only with heat &

              basic nucleophiles

              	Side reaction

              esp. if heated
            

          


          


          Nucleophilic substitution reactions


          There are many reactions in organic chemistry that involve this type of mechanism. Common examples include


          
            	Organic reductions with hydrides, for example

          


          
            	
              
                	R-X  R-H using LiAlH4  (SN2)

              

            

          


          
            	hydrolysis reactions such as

          


          
            	
              
                	R-Br + OH  R-OH + Br (SN2) or


                	R-Br + H2O  R-OH + HBr  (SN1)

              

            

          


          
            	Williamson ether synthesis

          


          
            	
              
                	R-Br + OR'  R-OR' + Br  (SN2)

              

            

          


          
            	The Wenker synthesis which is a ring-closing reaction of aminoalcohols


            	The Finkelstein reaction is an halide exchange reaction and phosphorus nucleophiles appear in the Perkow reaction and the Michaelis-Arbuzov reaction.


            	The Kolbe nitrile synthesis, the reaction of alkyl halides with cyanides.

          


          


          Other mechanisms


          Besides SN1 and SN2, other mechanisms are known, although they are less common. The SNi mechanism is observed in reactions of thionyl chloride with alcohols, and it is similar to SN1 except that the nucleophile is delivered from the same side as the leaving group.


          Nucleophilic substitutions can be accompanied by an allylic rearrangement as seen in reactions such as the Ferrier rearrangement. This type of mechanism is called an SN1' or SN2' reaction (depending on the kinetics). With allylic halides or sulphonates, for example, the nucleophile may attack at the  unsaturated carbon in place of the carbon bearing the leaving group. This may be seen in the reaction of 1-chloro-2-butene with sodium hydroxide to give a mixture of 2-buten-1-ol and 1-buten-3-ol:


          
            	CH3CH=CH-CH2-Cl  CH3CH=CH-CH2-OH + CH3CH(OH)-CH=CH2

          


          

          The Sn1CB mechanism appears in inorganic chemistry.


          


          Nucleophilic substitution at unsaturated carbon centres


          Nucleophilic substitution via the SN1 or SN2 mechanism does not generally occur with vinyl or aryl halides or related compounds. Under certain conditions nucleophilic substitutions may occur, via other mechanisms such as those described in the nucleophilic aromatic substitution article.


          When the substitution occurs at the carbonyl group, the acyl group may undergo nucleophilic acyl substitution. This is the normal mode of substitution with carboxylic acid derivatives such as acyl chlorides, esters and amides.


          



          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nucleophilic_substitution"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Number


        
          

          A number is an abstract object, tokens of which are symbols used in counting and measuring. A symbol which represents a number is called a numeral, but in common usage the word number is used for both the abstract object and the symbol. In addition to their use in counting and measuring, numerals are often used for labels ( telephone numbers), for ordering ( serial numbers), and for codes ( ISBNs). In mathematics, the definition of number has been extended over the years to include such numbers as zero, negative numbers, rational numbers, irrational numbers, and complex numbers.


          Certain procedures which input one or more numbers and output a number are called numerical operations. Unary operations input a single number and output a single number. For example, the successor operation adds one to an integer: the successor of 4 is 5. More common are binary operations which input two numbers and output a single number. Examples of binary operations include addition, subtraction, multiplication, division, and exponentiation. The study of numerical operations is called arithmetic.


          The branch of mathematics that studies abstract number systems such as groups, rings and fields is called abstract algebra.


          


          Types of numbers


          Numbers can be classified into sets, called number systems. (For different methods of expressing numbers with symbols, such as the Roman numerals, see numeral systems.)


          


          Natural numbers


          The most familiar numbers are the natural numbers or counting numbers: one, two, three, ... . Some people also include zero in the natural numbers; however, others do not.


          In the base ten number system, in almost universal use today for arithmetic operations, the symbols for natural numbers are written using ten digits: 0, 1, 2, 3, 4, 5, 6, 7, 8, and 9. In this base ten system, the rightmost digit of a natural number has a place value of one, and every other digit has a place value ten times that of the place value of the digit to its right. The symbol for the set of all natural numbers is N, also written [image: \mathbb{N}].


          


          Integers


          Negative numbers are numbers that are less than zero. They are the opposite of positive numbers. For example, if a positive number indicates a bank deposit, then a negative number indicates a withdrawal of the same amount. Negative numbers are usually written by writing a negative sign in front of the number they are the opposite of. Thus the opposite of 7 is written 7. When the set of the opposites of the natural numbers is combined with the natural numbers and zero, one obtains the integers Z (German Zahl, plural Zahlen), also written [image: \mathbb{Z}].


          


          Rational numbers


          A rational number is a number that can be expressed as a fraction with an integer numerator and a non-zero natural number denominator. The fraction m/n or


          
            	[image: m \over n \, ]

          


          represents m equal parts, where n equal parts of that size make up one whole. Two different fractions may correspond to the same rational number; for example 1/2 and 2/4 are equal, that is:


          
            	[image: {1 \over 2} = {2 \over 4}\,].

          


          If the absolute value of m is greater than n, then the absolute value of the fraction is greater than 1. Fractions can be greater than, less than, or equal to 1 and can also be positive, negative, or zero. The set of all fractions includes the integers, since every integer can be written as a fraction with denominator 1. For example 7 can be written 7/1. The symbol for the rational numbers is Q (for quotient), also written [image: \mathbb{Q}].


          


          Real numbers


          The real numbers include all of the measuring numbers. Real numbers are usually written using decimal numerals, in which a decimal point is placed to the right of the digit with place value one. Following the decimal point, each digit has a place value one-tenth the place value of the digit to its left. Thus


          
            	[image: 123.456\,]

          


          represents 1 hundred, 2 tens, 3 ones, 4 tenths, 5 hundredths, and 6 thousandths. In saying the number, the decimal is read "point", thus: "one two three point four five six". In, for example, the US and UK, the decimal is represented by a period, in continental Europe by a comma. Zero is often written as 0.0 and negative real numbers are written with a preceding minus sign:


          
            	[image: -123.456\,].

          


          Every rational number is also a real number. To write a fraction as a decimal, divide the numerator by the denominator. It is not the case, however, that every real number is rational. If a real number cannot be written as a fraction of two integers, it is called irrational. A decimal that can be written as a fraction either ends (terminates) or forever repeats, because it is the answer to a problem in division. Thus the real number 0.5 can be written as 1/2 and the real number 0.333... (forever repeating threes) can be written as 1/3. On the other hand, the real number  (pi), the ratio of the circumference of any circle to its diameter, is


          
            	[image: \pi = 3.14159265358979...\,].

          


          Since the decimal neither ends nor forever repeats, it cannot be written as a fraction, and is an example of an irrational number. Other irrational numbers include


          
            	[image: \sqrt{2} = 1.41421356237 ...\,]

          


          (the square root of 2, that is, the positive number whose square is 2).


          Just as fractions can be written in more than one way, so too can decimals. For example, if we multiply both sides of the equation


          
            	[image: 1/3 = 0.333...\,]

          


          by three, we discover that


          
            	[image: 1 = 0.999...\,].

          


          Thus 1.0 and 0.999... are two different decimal numerals representing the natural number 1. There are infinitely many other ways of representing the number 1, for example 2/2, 3/3, 1.00, 1.000, and so on.


          Every real number is either rational or irrational. Every real number corresponds to a point on the number line. The real numbers also have an important but highly technical property called the least upper bound property. The symbol for the real numbers is R or [image: \mathbb{R}].


          When a real number represents a measurement, there is always a margin of error. This is often indicated by rounding or truncating a decimal, so that digits that suggest a greater accuracy than the measurement itself are removed. The remaining digits are called significant digits. For example, measurements with a ruler can seldom be made without a margin of error of at least 0.01 meters. If the sides of a rectangle are measured as 1.23 meters and 4.56 meters, then multiplication gives an area for the rectangle of 5.6088 square meters. Since only the first two digits after the decimal place are significant, this is usually rounded to 5.61.


          In abstract algebra, the real numbers are uniquely characterized by being the only completely ordered field. They are not, however, an algebraically closed field.


          


          Complex numbers


          Moving to a greater level of abstraction, the real numbers can be extended to the complex numbers. This set of numbers arose, historically, from the question of whether a negative number can have a square root. This led to the invention of a new number: the square root of negative one, denoted by i, a symbol assigned by Leonhard Euler, and called the imaginary unit. The complex numbers consist of all numbers of the form


          
            	[image: \,a + b i]

          


          where a and b are real numbers. In the expression a + bi, the real number a is called the real part and bi is called the imaginary part. If the real part of a complex number is zero, then the number is called an imaginary number or is referred to as purely imaginary; if the imaginary part is zero, then the number is a real number. Thus the real numbers are a subset of the complex numbers. If the real and imaginary parts of a complex number are both integers, then the number is called a Gaussian integer. The symbol for the complex numbers is C or [image: \mathbb{C}].


          In abstract algebra, the complex numbers are an example of an algebraically closed field, meaning that every polynomial with complex coefficients can be factored into linear factors. Like the real number system, the complex number system is a field and is complete, but unlike the real numbers it is not ordered. That is, there is no meaning in saying that i is greater than 1, nor is there any meaning in saying that that i is less than 1. In technical terms, the complex numbers lack the trichotomy property.


          Complex numbers correspond to points on the complex plane, sometimes called the Argand plane.


          Each of the number systems mentioned above is a proper subset of the next number system. Symbolically, N  Z  Q  R  C.


          


          Other types


          Superreal, hyperreal and surreal numbers extend the real numbers by adding infinitesimally small numbers and infinitely large numbers, but still form fields.


          The idea behind p-adic numbers is this: While real numbers may have infinitely long expansions to the right of the decimal point, these numbers allow for infinitely long expansions to the left. The number system which results depends on what base is used for the digits: any base is possible, but a system with the best mathematical properties is obtained when the base is a prime number.


          For dealing with infinite collections, the natural numbers have been generalized to the ordinal numbers and to the cardinal numbers. The former gives the ordering of the collection, while the latter gives its size. For the finite set, the ordinal and cardinal numbers are equivalent, but they differ in the infinite case.


          There are also other sets of numbers with specialized uses. Some are subsets of the complex numbers. For example, algebraic numbers are the roots of polynomials with rational coefficients. Complex numbers that are not algebraic are called transcendental numbers.


          Sets of numbers that are not subsets of the complex numbers are sometimes called hypercomplex numbers. They include the quaternions H, invented by Sir William Rowan Hamilton, in which multiplication is not commutative, and the octonions, in which multiplication is not associative. Elements of function fields of non-zero characteristic behave in some ways like numbers and are often regarded as numbers by number theorists.


          


          Numerals


          Numbers should be distinguished from numerals, the symbols used to represent numbers. The number five can be represented by both the base ten numeral '5' and by the Roman numeral 'V'. Notations used to represent numbers are discussed in the article numeral systems. An important development in the history of numerals was the development of a positional system, like modern decimals, which can represent very large numbers. The Roman numerals require extra symbols for larger numbers.


          


          History


          


          History of integers


          


          The first numbers


          It is speculated that the first known use of numbers dates back to around 30000 BC, bones or other artifacts have been discovered with marks cut into them which are often considered tally marks. The use of these tally marks have been suggested to be anything from counting elapsed time, such as numbers of days, or keeping records of amounts.


          Tallying systems have no concept of place-value (such as in the currently used decimal notation), which limit its representation of large numbers and as such is often considered that this is the first kind of abstract system that would be used, and could be considered a Numeral System.


          The first known system with place-value was the Mesopotamian base 60 system (ca. 3400 BC) and the earliest known base 10 system dates to 3100 BC in Egypt.


          


          History of zero


          The use of zero as a number should be distinguished from its use as a placeholder numeral in place-value systems. Many ancient Indian texts use a Sanskrit word Shunya to refer to the concept of void; in mathematics texts this word would often be used to refer to the number zero. . In a similar vein, Pāṇini ( 5th century BC) used the null (zero) operator (ie a lambda production) in the Ashtadhyayi, his algebraic grammar for the Sanskrit language. (also see Pingala)


          Records show that the Ancient Greeks seemed unsure about the status of zero as a number: they asked themselves "how can 'nothing' be something?" leading to interesting philosophical and, by the Medieval period, religious arguments about the nature and existence of zero and the vacuum. The paradoxes of Zeno of Elea depend in large part on the uncertain interpretation of zero. (The ancient Greeks even questioned if 1 was a number.)


          The late Olmec people of south-central Mexico began to use a true zero (a shell glyph) in the New World possibly by the 4th century BC but certainly by 40 BC, which became an integral part of Maya numerals and the Maya calendar, but did not influence Old World numeral systems.


          By 130, Ptolemy, influenced by Hipparchus and the Babylonians, was using a symbol for zero (a small circle with a long overbar) within a sexagesimal numeral system otherwise using alphabetic Greek numerals. Because it was used alone, not as just a placeholder, this Hellenistic zero was the first documented use of a true zero in the Old World. In later Byzantine manuscripts of his Syntaxis Mathematica (Almagest), the Hellenistic zero had morphed into the Greek letter omicron (otherwise meaning 70).


          Another true zero was used in tables alongside Roman numerals by 525 (first known use by Dionysius Exiguus), but as a word, nulla meaning nothing, not as a symbol. When division produced zero as a remainder, nihil, also meaning nothing, was used. These medieval zeros were used by all future medieval computists (calculators of Easter). An isolated use of their initial, N, was used in a table of Roman numerals by Bede or a colleague about 725, a true zero symbol.


          An early documented use of the zero by Brahmagupta (in the Brahmasphutasiddhanta) dates to 628. He treated zero as a number and discussed operations involving it, including division. By this time (7th century) the concept had clearly reached Cambodia, and documentation shows the idea later spreading to China and the Islamic world.


          


          History of negative numbers


          The abstract concept of negative numbers was recognised as early as 100 BC - 50 BC. The Chinese  Nine Chapters on the Mathematical Art (Jiu-zhang Suanshu) contains methods for finding the areas of figures; red rods were used to denote positive coefficients, black for negative. This is the earliest known mention of negative numbers in the East; the first reference in a western work was in the 3rd century in Greece. Diophantus referred to the equation equivalent to 4x + 20 = 0 (the solution would be negative) in Arithmetica, saying that the equation gave an absurd result.


          During the 600s, negative numbers were in use in India to represent debts. Diophantus previous reference was discussed more explicitly by Indian mathematician Brahmagupta, in Brahma-Sphuta-Siddhanta 628, who used negative numbers to produce the general form quadratic formula that remains in use today. However, in the 12th century in India, Bhaskara gives negative roots for quadratic equations but says the negative value "is in this case not to be taken, for it is inadequate; people do not approve of negative roots."


          European mathematicians, for the most part, resisted the concept of negative numbers until the 17th century, although Fibonacci allowed negative solutions in financial problems where they could be interpreted as debits (chapter 13 of Liber Abaci, 1202) and later as losses (in Flos). At the same time, the Chinese were indicating negative numbers by drawing a diagonal stroke through the right-most nonzero digit of the corresponding positive number's numeral. The first use of negative numbers in a European work was by Chuquet during the 15th century. He used them as exponents, but referred to them as absurd numbers.


          As recently as the 18th century, the Swiss mathematician Leonhard Euler believed that negative numbers were greater than infinity, and it was common practice to ignore any negative results returned by equations on the assumption that they were meaningless, just as Ren Descartes did with negative solutions in a cartesian coordinate system.


          


          History of rational, irrational, and real numbers


          


          History of rational numbers


          It is likely that the concept of fractional numbers dates to prehistoric times. Even the Ancient Egyptians wrote math texts describing how to convert general fractions into their special notation. Classical Greek and Indian mathematicians made studies of the theory of rational numbers, as part of the general study of number theory. The best known of these is Euclid's Elements, dating to roughly 300 BC. Of the Indian texts, the most relevant is the Sthananga Sutra, which also covers number theory as part of a general study of mathematics.


          The concept of decimal fractions is closely linked with decimal place value notation; the two seem to have developed in tandem. For example, it is common for the Jain math sutras to include calculations of decimal-fraction approximations to pi or the square root of two. Similarly, Babylonian math texts had always used sexagesimal fractions with great frequency.


          


          History of irrational numbers


          The earliest known use of irrational numbers was in the Indian Sulba Sutras composed between 800- 500 BC. The first existence proofs of irrational numbers is usually attributed to Pythagoras, more specifically to the Pythagorean Hippasus of Metapontum, who produced a (most likely geometrical) proof of the irrationality of the square root of 2. The story goes that Hippasus discovered irrational numbers when trying to represent the square root of 2 as a fraction. However Pythagoras believed in the absoluteness of numbers, and could not accept the existence of irrational numbers. He could not disprove their existence through logic, but his beliefs would not accept the existence of irrational numbers and so he sentenced Hippasus to death by drowning.


          The sixteenth century saw the final acceptance by Europeans of negative, integral and fractional numbers. The seventeenth century saw decimal fractions with the modern notation quite generally used by mathematicians. But it was not until the nineteenth century that the irrationals were separated into algebraic and transcendental parts, and a scientific study of theory of irrationals was taken once more. It had remained almost dormant since Euclid. The year 1872 saw the publication of the theories of Karl Weierstrass (by his pupil Kossak), Heine ( Crelle, 74), Georg Cantor (Annalen, 5), and Richard Dedekind. Mray had taken in 1869 the same point of departure as Heine, but the theory is generally referred to the year 1872. Weierstrass's method has been completely set forth by Salvatore Pincherle (1880), and Dedekind's has received additional prominence through the author's later work (1888) and the recent endorsement by Paul Tannery (1894). Weierstrass, Cantor, and Heine base their theories on infinite series, while Dedekind founds his on the idea of a cut (Schnitt) in the system of real numbers, separating all rational numbers into two groups having certain characteristic properties. The subject has received later contributions at the hands of Weierstrass, Kronecker (Crelle, 101), and Mray.


          Continued fractions, closely related to irrational numbers (and due to Cataldi, 1613), received attention at the hands of Euler, and at the opening of the nineteenth century were brought into prominence through the writings of Joseph Louis Lagrange. Other noteworthy contributions have been made by Druckenmller (1837), Kunze (1857), Lemke (1870), and Gnther (1872). Ramus (1855) first connected the subject with determinants, resulting, with the subsequent contributions of Heine, Mbius, and Gnther, in the theory of Kettenbruchdeterminanten. Dirichlet also added to the general theory, as have numerous contributors to the applications of the subject.


          


          Transcendental numbers and reals


          The first results concerning transcendental numbers were Lambert's 1761 proof that  cannot be rational, and also that en is irrational if n is rational (unless n = 0). (The constant e was first referred to in Napier's 1618 work on logarithms.) Legendre extended this proof to showed that  is not the square root of a rational number. The search for roots of quintic and higher degree equations was an important development, the AbelRuffini theorem ( Ruffini 1799, Abel 1824) showed that they could not be solved by radicals (formula involving only arithmetical operations and roots). Hence it was necessary to consider the wider set of algebraic numbers (all solutions to polynomial equations). Galois (1832) linked polynomial equations to group theory giving rise to the field of Galois theory.


          Even the set of algebraic numbers was not sufficient and the full set of real number includes transcendental numbers. The existence of which was first established by Liouville (1844, 1851). Hermite proved in 1873 that e is transcendental and Lindemann proved in 1882 that  is transcendental. Finally Cantor shows that the set of all real numbers is uncountably infinite but the set of all algebraic numbers is countably infinite, so there is an uncountably infinite number of transcendental numbers.


          


          Infinity


          The earliest known conception of mathematical infinity appears in the Yajur Veda, which at one point states "if you remove a part from infinity or add a part to infinity, still what remains is infinity". Infinity was a popular topic of philosophical study among the Jain mathematicians circa 400 BC. They distinguished between five types of infinity: infinite in one and two directions, infinite in area, infinite everywhere, and infinite perpetually.


          In the West, the traditional notion of mathematical infinity was defined by Aristotle, who distinguished between actual infinity and potential infinity; the general consensus being that only the latter had true value. Galileo's Two New Sciences discussed the idea of one-to-one correspondences between infinite sets. But the next major advance in the theory was made by Georg Cantor; in 1895 he published a book about his new set theory, introducing, among other things, the continuum hypothesis.


          A modern geometrical version of infinity is given by projective geometry, which introduces "ideal points at infinity," one for each spatial direction. Each family of parallel lines in a given direction is postulated to converge to the corresponding ideal point. This is closely related to the idea of vanishing points in perspective drawing.


          


          Complex numbers


          The earliest fleeting reference to square roots of negative numbers occurred in the work of the mathematician and inventor Heron of Alexandria in the 1st century AD, when he considered the volume of an impossible frustum of a pyramid. They became more prominent when in the 16th century closed formulas for the roots of third and fourth degree polynomials were discovered by Italian mathematicians (see Niccolo Fontana Tartaglia, Gerolamo Cardano). It was soon realized that these formulas, even if one was only interested in real solutions, sometimes required the manipulation of square roots of negative numbers.


          This was doubly unsettling since they did not even consider negative numbers to be on firm ground at the time. The term "imaginary" for these quantities was coined by Ren Descartes in 1637 and was meant to be derogatory (see imaginary number for a discussion of the "reality" of complex numbers). A further source of confusion was that the equation


          
            	[image: \sqrt{-1}^2=\sqrt{-1}\sqrt{-1}=-1]

          


          seemed to be capriciously inconsistent with the algebraic identity


          
            	[image: \sqrt{a}\sqrt{b}=\sqrt{ab}],

          


          which is valid for positive real numbers a and b, and which was also used in complex number calculations with one of a, b positive and the other negative. The incorrect use of this identity, and the related identity


          
            	[image: \frac{1}{\sqrt{a}}=\sqrt{\frac{1}{a}}]

          


          in the case when both a and b are negative even bedeviled Euler. This difficulty eventually led him to the convention of using the special symbol i in place of 1 to guard against this mistake.


          The 18th century saw the labors of Abraham de Moivre and Leonhard Euler. To De Moivre is due (1730) the well-known formula which bears his name, de Moivre's formula:


          
            	[image: (\cos \theta + i\sin \theta)^{n} = \cos n \theta + i\sin n \theta \,]

          


          and to Euler (1748) Euler's formula of complex analysis:


          
            	[image: \cos \theta + i\sin \theta = e ^{i\theta }. \,]

          


          The existence of complex numbers was not completely accepted until the geometrical interpretation had been described by Caspar Wessel in 1799; it was rediscovered several years later and popularized by Carl Friedrich Gauss, and as a result the theory of complex numbers received a notable expansion. The idea of the graphic representation of complex numbers had appeared, however, as early as 1685, in Wallis's De Algebra tractatus.


          Also in 1799, Gauss provided the first generally accepted proof of the fundamental theorem of algebra, showing that every polynomial over the complex numbers has a full set of solutions in that realm. The general acceptance of the theory of complex numbers is not a little due to the labors of Augustin Louis Cauchy and Niels Henrik Abel, and especially the latter, who was the first to boldly use complex numbers with a success that is well known.


          Gauss studied complex numbers of the form a + bi, where a and b are integral, or rational (and i is one of the two roots of x2 + 1 = 0). His student, Ferdinand Eisenstein, studied the type a + b, where  is a complex root of x3  1 = 0. Other such classes (called cyclotomic fields) of complex numbers are derived from the roots of unity xk  1 = 0 for higher values of k. This generalization is largely due to Ernst Kummer, who also invented ideal numbers, which were expressed as geometrical entities by Felix Klein in 1893. The general theory of fields was created by variste Galois, who studied the fields generated by the roots of any polynomial equation F(x) = 0.


          In 1850 Victor Alexandre Puiseux took the key step of distinguishing between poles and branch points, and introduced the concept of essential singular points; this would eventually lead to the concept of the extended complex plane.


          


          Prime numbers


          Prime numbers have been studied throughout recorded history. Euclid devoted one book of the Elements to the theory of primes; in it he proved the infinitude of the primes and the fundamental theorem of arithmetic, and presented the Euclidean algorithm for finding the greatest common divisor of two numbers.


          In 240 BC, Eratosthenes used the Sieve of Eratosthenes to quickly isolate prime numbers. But most further development of the theory of primes in Europe dates to the Renaissance and later eras.


          In 1796, Adrien-Marie Legendre conjectured the prime number theorem, describing the asymptotic distribution of primes. Other results concerning the distribution of the primes include Euler's proof that the sum of the reciprocals of the primes diverges, and the Goldbach conjecture which claims that any sufficiently large even number is the sum of two primes. Yet another conjecture related to the distribution of prime numbers is the Riemann hypothesis, formulated by Bernhard Riemann in 1859. The prime number theorem was finally proved by Jacques Hadamard and Charles de la Valle-Poussin in 1896.
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        Number theory


        
          

          Number theory is the branch of pure mathematics concerned with the properties of numbers in general, and integers in particular, as well as the wider classes of problems that arise from their study.


          Number theory may be subdivided into several fields, according to the methods used and the type of questions investigated. (See the list of number theory topics.)


          The term "arithmetic" is also used to refer to number theory. This is a somewhat older term, which is no longer as popular as it once was. Number theory used to be called the higher arithmetic, but this too is dropping out of use. Nevertheless, it still shows up in the names of mathematical fields ( arithmetic functions, arithmetic of elliptic curves, fundamental theorem of arithmetic). This sense of the term arithmetic should not be confused either with elementary arithmetic, or with the branch of logic which studies Peano arithmetic as a formal system. Mathematicians working in the field of number theory are called number theorists.
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          Fields


          


          Elementary number theory


          In elementary number theory, integers are studied without use of techniques from other mathematical fields. Questions of divisibility, use of the Euclidean algorithm to compute greatest common divisors, integer factorizations into prime numbers, investigation of perfect numbers and congruences belong here. Several important discoveries of this field are Fermat's little theorem, Euler's theorem, the Chinese remainder theorem and the law of quadratic reciprocity. The properties of multiplicative functions such as the Mbius function and Euler's  function, integer sequences, factorials, and Fibonacci numbers all also fall into this area.


          Many questions in number theory can be stated in elementary number theoretic terms, but they may require very deep consideration and new approaches outside the realm of elementary number theory to solve. Examples include:


          
            	The Goldbach conjecture concerning the expression of even numbers as sums of two primes.


            	Catalan's conjecture (now Mihăilescu's theorem) regarding successive integer powers.


            	The twin prime conjecture about the infinitude of prime pairs.


            	The Collatz conjecture concerning a simple iteration.


            	Fermat's last theorem (stated in 1637, but not proved until 1994) concerning the impossibility of finding nonzero integers x, y, z such that xn + yn = zn for some integer n greater than 2.

          


          The theory of Diophantine equations has even been shown to be undecidable (see Hilbert's tenth problem).


          


          Analytic number theory


          Analytic number theory employs the machinery of calculus and complex analysis to tackle questions about integers. The prime number theorem (PNT) and the related Riemann hypothesis are examples. Waring's problem (representing a given integer as a sum of squares, cubes etc.), the twin prime conjecture (finding infinitely many prime pairs with difference 2) and Goldbach's conjecture (writing even integers as sums of two primes) are being attacked with analytical methods as well. Proofs of the transcendence of mathematical constants, such as  or e, are also classified as analytical number theory. While statements about transcendental numbers may seem to be removed from the study of integers, they really study the possible values of polynomials with integer coefficients evaluated at, say, e; they are also closely linked to the field of Diophantine approximation, where one investigates "how well" a given real number may be approximated by a rational one.


          


          Algebraic number theory


          In algebraic number theory, the concept of a number is expanded to the algebraic numbers which are roots of polynomials with rational coefficients. These domains contain elements analogous to the integers, the so-called algebraic integers. In this setting, the familiar features of the integers (e.g. unique factorization) need not hold. The virtue of the machinery employedGalois theory, group cohomology, class field theory, group representations and L-functionsis that it allows to recover that order partly for this new class of numbers.


          Many number theoretic questions are best attacked by studying them modulo p for all primes p (see finite fields). This is called localization and it leads to the construction of the p-adic numbers; this field of study is called local analysis and it arises from algebraic number theory.


          


          Geometric number theory


          Geometric number theory (traditionally called the geometry of numbers) incorporates some basic geometric concepts, such as lattices, into number-theoretic questions. It starts with Minkowski's theorem about lattice points in convex sets, and leads to basic proofs of the finiteness of the class number and Dirichlet's unit theorem, two fundamental theorems in algebraic number theory.


          


          Combinatorial number theory


          Combinatorial number theory deals with number theoretic problems which involve combinatorial ideas in their formulations or solutions. Paul Erdős is the main founder of this branch of number theory. Typical topics include covering system, zero-sum problems, various restricted sumsets, and arithmetic progressions in a set of integers. Algebraic or analytic methods are powerful in this field.


          


          Computational number theory


          Computational number theory studies algorithms relevant in number theory. Fast algorithms for prime testing and integer factorization have important applications in cryptography.


          


          History


          


          Vedic number theory


          Mathematicians in India were interested in finding integral solutions of Diophantine equations since the Vedic era. The earliest geometric use of Diophantine equations can be traced back to the Sulba Sutras, which were written between the 8th and 6th centuries BC. Baudhayana (c. 800 BC) found two sets of positive integral solutions to a set of simultaneous Diophantine equations, and also used simultaneous Diophantine equations with up to four unknowns. Apastamba (c. 600 BC) used simultaneous Diophantine equations with up to five unknowns.


          


          Jaina number theory


          In India, Jaina mathematicians developed the earliest systematic theory of numbers from the 4th century BC to the 2nd century CE. The Jaina text Surya Prajinapti (c. 400 BC) classifies all numbers into three sets: enumerable, innumerable and infinite. Each of these was further subdivided into three orders:


          
            	Enumerable: lowest, intermediate and highest.


            	Innumerable: nearly innumerable, truly innumerable and innumerably innumerable.


            	Infinite: nearly infinite, truly infinite, infinitely infinite.

          


          The Jains were the first to discard the idea that all infinites were the same or equal. They recognized five different types of infinity: infinite in one and two directions (one dimension), infinite in area (two dimensions), infinite everywhere (three dimensions), and infinite perpetually (infinite number of dimensions).


          The highest enumerable number N of the Jains corresponds to the modern concept of aleph-null [image: \aleph_0] (the cardinal number of the infinite set of integers 1, 2, ...), the smallest cardinal transfinite number. The Jains also defined a whole system of transfinite cardinal numbers, of which [image: \aleph_0] is the smallest.


          In the Jaina work on the theory of sets, two basic types of transfinite numbers are distinguished. On both physical and ontological grounds, a distinction was made between asmkhyata and ananata, between rigidly bounded and loosely bounded infinities.


          


          Greek number theory


          Number theory was a favorite study among the Greek mathematicians of the late Hellenistic period (3rd century AD) in Alexandria, Egypt, who were aware of the Diophantine equation concept in numerous special cases. The first Greek mathematician to study these equations was Diophantus.


          Diophantus also looked for a method of finding integer solutions to linear indeterminate equations, equations that lack sufficient information to produce a single discrete set of answers. The equation x + y = 5 is such an equation. Diophantus discovered that many indeterminate equations can be reduced to a form where a certain category of answers is known even though a specific answer is not.


          


          Classical Indian number theory


          Diophantine equations were extensively studied by mathematicians in medieval India, who were the first to systematically investigate methods for the determination of integral solutions of Diophantine equations. Aryabhata (499) gave the first explicit description of the general integral solution of the linear Diophantine equation ay + bx = c, which occurs in his text Aryabhatiya. This kuttaka algorithm is considered to be one of the most significant contributions of Aryabhata in pure mathematics, which found solutions to Diophantine equations by means of continued fractions. The technique was applied by Aryabhata to give integral solutions of simulataneous linear Diophantine equations, a problem with important applications in astronomy. He also found the general solution to the indeterminate linear equation using this method.


          Brahmagupta in 628 handled more difficult Diophantine equations. He used the chakravala method to solve quadratic Diophantine equations, including forms of Pell's equation, such as 61x2 + 1 = y2. His Brahma Sphuta Siddhanta was translated into Arabic in 773 and was subsequently translated into Latin in 1126. The equation 61x2 + 1 = y2 was later posed as a problem in 1657 by the French mathematician Pierre de Fermat. The general solution to this particular form of Pell's equation was found over 70 years later by Leonhard Euler, while the general solution to Pell's equation was found over 100 years later by Joseph Louis Lagrange in 1767. Meanwhile, many centuries ago, the general solution to Pell's equation was recorded by Bhaskara II in 1150, using a modified version of Brahmagupta's chakravala method, which he also used to find the general solution to other indeterminate quadratic equations and quadratic Diophantine equations. Bhaskara's chakravala method for finding the general solution to Pell's equation was much simpler than the method used by Lagrange over 600 years later. Bhaskara also found solutions to other indeterminate quadratic, cubic, quartic, and higher-order polynomial equations. Narayana Pandit further improved on the chakravala method and found more general solutions to other indeterminate quadratic and higher-order polynomial equations.


          


          Islamic number theory


          From the 9th century, Islamic mathematics had a keen interest in number theory. The first of these mathematicians was Thabit ibn Qurra, who discovered an algorithm which allowed pairs of amicable numbers to be found, that is two numbers such that each is the sum of the proper divisors of the other. In the 10th century, Al-Baghdadi looked at a slight variant of Thabit ibn Qurra's method.


          In the 10th century, al-Haitham seems to have been the first to attempt to classify all even perfect numbers (numbers equal to the sum of their proper divisors) as those of the form 2k  1(2k  1) where 2k  1 is prime. Al-Haytham is also the first person to state Wilson's theorem, namely that if p is prime then 1 + (p  1)! is divisible by p. It is unclear whether he knew how to prove this result. It is called Wilson's theorem because of a comment made by Edward Waring in 1770 that John Wilson had noticed the result. There is no evidence that John Wilson knew how to prove it and most certainly Waring did not. Lagrange gave the first proof in 1771.


          Amicable numbers played a large role in Islamic mathematics. In the 13th century, Persian mathematician Al-Farisi gave a new proof of Thabit ibn Qurra's theorem, introducing important new ideas concerning factorisation and combinatorial methods. He also gave the pair of amicable numbers 17296, 18416 which have been attributed to Euler, but we know that these were known earlier than al-Farisi, perhaps even by Thabit ibn Qurra himself. In the 17th century, Muhammad Baqir Yazdi gave the pair of amicable numbers 9,363,584 and 9,437,056 still many years before Euler's contribution.


          


          Early European number theory


          Number theory began in Europe in the 16th and 17th centuries, with Franois Vite, Bachet de Meziriac, and especially Fermat, whose infinite descent method was the first general proof of diophantine questions. Fermat's last theorem was posed as a problem in 1637, a proof of which wasn't found until 1994. Fermat also posed the equation 61x2 + 1 = y2 as a problem in 1657.


          In the eighteenth century, Euler and Lagrange made important contributions to number theory. Euler did some work on analytic number theory, and found a general solution to the equation 61x2 + 1 = y2. Lagrange found a solution to the more general Pell's equation. Euler and Lagrange solved these Pell equations by means of continued fractions, though this was more difficult than the Indian chakravala method.


          


          Beginnings of modern number theory


          Around the beginning of the nineteenth century books of Legendre (1798), and Gauss put together the first systematic theories in Europe. Gauss's Disquisitiones Arithmeticae (1801) may be said to begin the modern theory of numbers.


          The formulation of the theory of congruences starts with Gauss's Disquisitiones. He introduced the symbolism


          
            	[image: a \equiv b \pmod c,]

          


          and explored most of the field. Chebyshev published in 1847 a work in Russian on the subject, and in France Serret popularised it.


          Besides summarizing previous work, Legendre stated the law of quadratic reciprocity. This law, discovered by induction and enunciated by Euler, was first proved by Legendre in his Thorie des Nombres (1798) for special cases. Independently of Euler and Legendre, Gauss discovered the law about 1795, and was the first to give a general proof. The following have also contributed to the subject: Cauchy; Dirichlet whose Vorlesungen ber Zahlentheorie is a classic; Jacobi, who introduced the Jacobi symbol; Liouville, Zeller(?), Eisenstein, Kummer, and Kronecker. The theory extends to include cubic and quartic reciprocity, (Gauss, Jacobi who first proved the law of cubic reciprocity, and Kummer).


          To Gauss is also due the representation of numbers by binary quadratic forms.


          


          Prime number theory


          A recurring and productive theme in number theory is the study of the distribution of prime numbers. Carl Friedrich Gauss conjectured the limit of the number of primes not exceeding a given number (the prime number theorem) as a teenager.


          Chebyshev (1850) gave useful bounds for the number of primes between two given limits. Riemann introduced complex analysis into the theory of the Riemann zeta function. This led to a relation between the zeros of the zeta function and the distribution of primes, eventually leading to a proof of prime number theorem independently by Hadamard and de la Valle Poussin in 1896. However, an elementary proof was given later by Paul Erdős and Atle Selberg in 1949. Here elementary means that it does not use techniques of complex analysis; however, the proof is still very ingenious and difficult. The Riemann hypothesis, which would give much more accurate information, is still an open question.


          


          Nineteenth-century developments


          Cauchy, Poinsot (1845), Lebesgue (1859, 1868), and notably Hermite have added to the subject. In the theory of ternary forms, Eisenstein has been a leader, and to him and H. J. S. Smith is also due a noteworthy advance in the theory of forms in general. Smith gave a complete classification of ternary quadratic forms, and extended Gauss's researches concerning real quadratic forms to complex forms. The investigations concerning the representation of numbers by the sum of 4, 5, 6, 7, 8 squares were advanced by Eisenstein and the theory was completed by Smith.


          Dirichlet was the first to lecture upon the subject in a German university. Among his contributions is the extension of Fermat's last theorem:


          
            	[image: x^n+y^n \neq z^n, (x,y,z \neq 0, n > 2)]

          


          which Euler and Legendre had proven for n = 3,4 (and therefore by implication, all multiples of 3 and 4), Dirichlet showing that [image: x^5+y^5 \neq z^5]. Among the later French writers are Borel; Poincar, whose memoirs are numerous and valuable; Tannery, and Stieltjes. Among the leading contributors in Germany were Kronecker, Kummer, Schering, Bachmann, and Dedekind. In Austria Stolz's Vorlesungen ber allgemeine Arithmetik (1885-86), and in England Mathews' Theory of Numbers (Part I, 1892) were scholarly general works. Genocchi, Sylvester, and J. W. L. Glaisher have also added to the theory.


          


          Late nineteenth- and early twentieth-century developments


          It was the time of major advancements in number theory due to the work of Axel Thue on diophantine equations, of David Hilbert in algebraic number theory (he also proved the Waring's prime number conjecture), and to the creation of geometric number theory by Hermann Minkowski, but also thanks to Adolf Hurwitz, Georgy F. Voronoy, Waclaw Sierpinski, Derrick Norman Lehmer and several others.


          


          Twentieth-century developments


          Major figures in twentieth-century number theory include Hermann Weyl, Nikolai Chebotaryov, Emil Artin, Erich Hecke, Helmut Hasse, Alexander Gelfond, Yuri Linnik, Paul Erdős, Gerd Faltings, G. H. Hardy, Edmund Landau, Louis Mordell, John Edensor Littlewood, Srinivasa Ramanujan, Andr Weil, Ivan Vinogradov, Atle Selberg, Carl Ludwig Siegel, Igor Shafarevich, John Tate, Robert Langlands, Goro Shimura, Kenkichi Iwasawa, Jean-Pierre Serre, Pierre Deligne, Enrico Bombieri, Alan Baker, Peter Swinnerton-Dyer, Bryan Birch, Vladimir Drinfeld, Laurent Lafforgue, Andrew Wiles, and Richard Taylor.


          Milestones in twentieth-century number theory include the proof of Fermat's Last Theorem by Andrew Wiles in 1994 and the proof of the related TaniyamaShimura conjecture in 1999.


          


          Quotations


          
            	Mathematics is the queen of the sciences and number theory is the queen of mathematics. Gauss


            	God invented the integers; all else is the work of man.  Kronecker
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          Numeracy is a portmanteau of "numerical literacy", and refers to an ability to reason with numbers and other mathematical concepts. The word was coined in 1959 by the UK Committee on Education, presided over by Sir Geoffrey Crowther. Innumeracy is a lack of numeracy.


          In the United States, numeracy it is also known as Quantitative Literacy, and is familiar to math educators and intellectuals. There is also substantial overlap between conceptions of numeracy and conceptions of statistical literacy.


          The UK's Department for Education and Skills defines numeracy in their National Strategy documents as follows:


          
            Numeracy is a proficiency which is developed mainly in mathematics but also in other subjects. It is more than an ability to do basic arithmetic. It involves developing confidence and competence with numbers and measures. It requires understanding of the number system, a repertoire of mathematical techniques, and an inclination and ability to solve quantitative or spatial problems in a range of contexts. Numeracy also demands understanding of the ways in which data are gathered by counting and measuring, and presented in graphs, diagrams, charts and tables.

          


          


          Numeracy in childhood


          Mathematics is a core subject in child education. IQ tests include an assessment of numeracy and it can therefore be seen as a key component of intelligence.


          There is some evidence that humans may have an inborn sense of number. In one study for example, five-month-old infants were shown two dolls, which were then hidden with a screen. The babies saw the experimenter remove one doll from behind the screen. Without the child's knowledge, a second experimenter could remove or add dolls. When the screen was removed, the infants showed more surprise at an unexpected number (for example, if there were still two dolls). Some researchers have concluded that the babies were able to count, although others doubt this and claim the infants noticed surface area rather than number.


          Jean Piaget found that children's concepts of number and quantity developed with age. For example, if an experimenter empties liquid from a short wide container into a tall thin container, a five-year-old typically thinks the quantity of liquid increases, whereas a ten-year-old realizes that the quantity of liquid stays the same.


          The TIMSS international study of mathematical achievement tests children at fourth grade (average 10 to 11 years) and eighth grade (average 14 to 15 years) level in 49 countries. The assessment included tests for number, algebra (called patterns and relationships at fourth grade), measurement, geometry, and data. The latest study, in 2003, found that children from Singapore at both grade levels had the highest performance. Hong Kong SAR, Japan, and Taiwan also had high levels of numeracy. The lowest scores were found in South Africa, Ghana, and Saudi Arabia. In most countries, the difference by gender was negligible, but there were exceptions (for example, girls performed significantly better in Singapore and boys performed significantly better in the United States).


          


          Numeracy and employment


          A high level of numeracy is required for some jobs, for example: mathematician, physicist, accountant, actuary, financial analyst, engineer, and architect.


          Even outside these specialized areas, poor numeracy can reduce employment opportunities and career progress. For example, carpenters and interior designers need to be able to measure, use fractions, and handle budgets.


          The Poynter Institute includes numeracy as one of the skills required by competent journalists, and Max Frankel (former executive editor of The New York Times) argues that "deploying numbers skillfully is as important to communication as deploying verbs." However, journalists often show poor numeracy skills; for example, in a study by the Society of Professional Journalists, 58% of job applicants interviewed by broadcast news directors lacked an adequate understanding of statistical materials.


          


          Innumeracy


          Innumeracy is a portmanteau of "numerical illiteracy"; it refers to a lack of ability to reason with numbers. The term innumeracy was coined by cognitive scientist Douglas Hofstadter and popularized by mathematician John Allen Paulos in his 1989 book, Innumeracy: Mathematical Illiteracy and its Consequences. Possible causes of innumeracy are poor teaching methods and standards and lack of value placed on mathematical skills. Even prominent and successful people will attest, sometimes proudly, to low mathematical competence, in sharp contrast to the stigma associated with illiteracy.


          Paulos outlined some potential consequences of innumeracy:


          
            	Inaccurate reporting of news stories and insufficient skepticism in assessing these stories


            	Financial mismanagement and accumulation of consumer debt, specifically related to misunderstanding of compound interest


            	Loss of money on gambling, in particular caused by belief in the gambler's fallacy


            	Belief in pseudoscience. According to Paulos, "Innumeracy and pseudoscience are often associated, in part because of the ease with which mathematical certainty can be invoked, to bludgeon the innumerate into a dumb acquiescence."


            	Poor assessment of risk, for example, refusing to fly by airplane (a relatively safe form of transport) while taking unnecessary risks in a car (where an accident is more likely)


            	Limited job prospects

          


          Pathological innumeracy, known as dyscalculia, is often associated with neurological lesions.
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          A numeral system (or system of numeration) is a mathematical notation for representing numbers of a given set by symbols in a consistent manner. It can be seen as the context that allows the numeral "11" to be interpreted as the binary numeral for three, the decimal numeral for eleven, or other numbers in different bases.


          Ideally, a numeral system will:


          
            	Represent a useful set of numbers (e.g. all whole numbers, integers, or real numbers)


            	Give every number represented a unique representation (or at least a standard representation)


            	Reflect the algebraic and arithmetic structure of the numbers.

          


          For example, the usual decimal representation of whole numbers gives every whole number a unique representation as a finite sequence of digits, with the operations of arithmetic (addition, subtraction, multiplication and division) being present as the standard algorithms of arithmetic. However, when decimal representation is used for the rational or real numbers, the representation is no longer unique: many rational numbers have two numerals, a standard one that terminates, such as 2.31, and another that recurs, such as 2.309999999... . Numerals which terminate have no non-zero digits after a given position. For example, numerals like 2.31 and 2.310 are taken to be the same, except in the experimental sciences, where greater precision is denoted by the trailing zero.


          Numeral systems are sometimes called number systems, but that name is misleading, as it could refer to different systems of numbers, such as the system of real numbers, the system of complex numbers, the system of p-adic numbers, etc. Such systems are not the topic of this article.


          


          Types of numeral systems


          The most commonly used system of numerals is known as Hindu-Arabic numerals, and two great Indian mathematicians could be given credit for developing them. Aryabhatta of Kusumapura who lived during the 5th century developed the place value notation and Brahmagupta a century later introduced the symbol zero.


          The simplest numeral system is the unary numeral system, in which every natural number is represented by a corresponding number of symbols. If the symbol / is chosen, for example, then the number seven would be represented by ///////. Tally marks represent one such system still in common use. In practice, the unary system is normally only useful for small numbers, although it plays an important role in theoretical computer science. Also, Elias gamma coding which is commonly used in data compression expresses arbitrary-sized numbers by using unary to indicate the length of a binary numeral.


          The unary notation can be abbreviated by introducing different symbols for certain new values. Very commonly, these values are powers of 10; so for instance, if / stands for one, - for ten and + for 100, then the number 304 can be compactly represented as +++ //// and number 123 as + - - /// without any need for zero. This is called sign-value notation. The ancient Egyptian system is of this type, and the Roman system is a modification of this idea.


          More useful still are systems which employ special abbreviations for repetitions of symbols; for example, using the first nine letters of our alphabet for these abbreviations, with A standing for "one occurrence", B "two occurrences", and so on, we could then write C+ D/ for the number 304. The numeral system of English is of this type ("three hundred [and] four"), as are those of virtually all other spoken languages, regardless of what written systems they have adopted.


          More elegant is a positional system, also known as place-value notation. Again working in base 10, we use ten different digits 0, ..., 9 and use the position of a digit to signify the power of ten that the digit is to be multiplied with, as in 304 = 3100 + 010 + 41. Note that zero, which is not needed in the other systems, is of crucial importance here, in order to be able to "skip" a power. The Hindu-Arabic numeral system, borrowed from India, is a positional base 10 system; it is used today throughout the world.


          Arithmetic is much easier in positional systems than in the earlier additive ones; furthermore, additive systems have a need for a potentially infinite number of different symbols for the different powers of 10; positional systems need only 10 different symbols (assuming that it uses base 10).


          The numerals used when writing numbers with digits or symbols can be divided into two types that might be called the arithmetic numerals 0,1,2,3,4,5,6,7,8,9 and the geometric numerals 1,10,100,1000,10000... respectively. The sign-value systems use only the geometric numerals and the positional system use only the arithmetic numerals. The sign-value system does not need arithmetic numerals because they are made by repetition (except for the Ionic system), and the positional system does not need geometric numerals because they are made by position. However, the spoken language uses both arithmetic and geometric numerals.


          In certain areas of computer science, a modified base-k positional system is used, called bijective numeration, with digits 1, 2, ..., k (k  1), and zero being represented by the empty string. This establishes a bijection between the set of all such digit-strings and the set of non-negative integers, avoiding the non-uniqueness caused by leading zeros. Bijective base-k numeration is also called k-adic notation, not to be confused with p-adic numbers. Bijective base-1 the same as unary.


          


          Bases used


          


          In computing


          Switches, mimicked by their electronic successors built originally of vacuum tubes and in modern technology of transistors, have only two possible states: "open" and "closed". Substituting open=1 and closed=0 (or the other way around) yields the entire set of binary digits. This base-2 system (binary) is the basis for digital computers. It is used to perform integer arithmetic in almost all digital computers; some exotic base-3 ( ternary) and base-10 computers have also been built, but those designs were discarded early in the history of computing hardware.


          Modern computers use transistors that represent two states with either high or low voltages. The smallest unit of memory for this binary state is called a bit. Bits are arranged in groups to aid in processing, and to make the binary numbers shorter and more manageable for humans. More recently these groups of bits, such as bytes and words, are sized in multiples of four. Thus base 16 (hexadecimal) is commonly used as shorthand. Base 8 (octal) has also been used for this purpose.


          A computer does not treat all of its data as numerical. For instance, some of it may be treated as program instructions or data such as text. However, arithmetic and Boolean logic constitute most internal operations. Whole numbers are represented exactly, as integers. Real numbers, allowing fractional values, are usually approximated as floating point numbers. The computer uses different methods to do arithmetic with these two kinds of numbers.


          


          Five


          A base-5 system ( quinary) has been used in many cultures for counting. Plainly it is based on the number of fingers on a human hand. It may also be regarded as a sub-base of other bases, such as base 10 and base 60.


          


          Eight


          A base-8 system ( octal) was devised by the Yuki of Northern California, who used the spaces between the fingers to count. Zero to seven are the only possible digits. There is also linguistic evidence which suggests that the Bronze Age Proto-Indo Europeans (from whom most European and Indic languages descend) might have replaced a base 8 system (or a system which could only count up to 8) with a base 10 system. The evidence is that the word for 9, newm, is suggested by some to derive from the word for 'new', newo-, suggesting that the number 9 had been recently invented and called the 'new number' (Mallory & Adams 1997).


          


          Ten


          The base-10 system (decimal) is the one most commonly used today. It is assumed to have originated because humans have ten fingers. These systems often use a larger superimposed base. See Decimal superbase.


          


          Twelve


          Base-12 systems ( duodecimal or dozenal) have been popular because multiplication and division are easier than in base-10, with addition and subtracting being just as easy. 12 is a useful base because it has many factors. It is the smallest multiple of one through four and of six. There is still a special word for "dozen" and just like there is a word for 102, hundred, there is also a word for 122, gross. Base-12 could have originated from the number of knuckles in the four fingers of a hand excluding the thumb, which is used as a pointer in counting.


          Twelve is a common British unit of measurement. There are twelve inches to a foot. Prior to 1971, in British currency, there were 12 pennies to a shilling. . English words for numbers are also 'base-12' in that there is a unique word for the numbers one through twelve, with 'thirteen' being the first word that was formed by combining numbers (three and ten).


          There are 24 hours per day, usually counted till 12 until noon ( p.m.) and once again until midnight ( a.m.), often further divided per 6 hours in counting (for instance in Thailand) or as switches between using terms like 'night', 'morning', 'afternoon', and 'evening', whereas other languages use such terms with durations of 3 to 9 hours often according to switches at some of the 3 hour interval marks.


          Multiples of 12 have been in common use as English units of resolution in the analog and digital printing world, where 1 point equals 1/72 of an inch and 12 points equal 1 pica, and printer resolutions like 360, 600, 720, 1200 or 1440 dpi (dots per inch) are common. These are combinations of base-12 and base-10 factors: (312)10, 12(510), (612)10, 12(1010) and (1212)10.


          


          Twenty


          The Maya civilization and other civilizations of Pre-Columbian Mesoamerica used base-20 ( vigesimal), possibly originating from the number of a person's fingers and toes. Evidence of base-20 counting systems is also found in the languages of central and western Africa.


          Possible remnants of a base-20 system also exist in French, as seen in the names of the numbers from 60 through 99. For example, sixty-five is soixante-cinq (literally, "sixty [and] five"), while seventy-five is soixante-quinze (literally, "sixty [and] fifteen"). Furthermore, for any number between 80 and 99, the "tens-column" number is expressed as a multiple of twenty (somewhat similar to the archaic English manner of speaking of " scores"). For example, eighty-two is quatre-vingt-deux (literally, four twenty[s] [and] two), while ninety-two is quatre-vingt-douze (literally, four twenty[s] [and] twelve).


          The Irish language also used base-20 in the past, twenty being fichid, forty dh fhichid, sixty tr fhichid and eighty ceithre fhichid. A remnant of this system may be seen in the modern word for 40, daoichead.


          Danish numerals display a similar base-20 structure.


          


          Sixty


          Base 60 ( sexagesimal) was used by the Sumerians and their successors in Mesopotamia and survives today in our system of time (hence the division of an hour into 60 minutes and a minute into 60 seconds) and in our system of angular measure (a degree is divided into 60 minutes and a minute is divided into 60 seconds). 60 also has a large number of factors, including the first six counting numbers. Base-60 systems are believed to have originated through the merging of base-10 and base-12 systems. The Chinese Calendar, for example, uses a base-60 Jia-Zi甲子 system to denote years, with each year within the 60-year cycle being named with two symbols, the first being base-10 (called Tian-Gan天干 or heavenly stems) and the second symbol being base 12 (called Di-Zhi地支 or earthly branches). Both symbols are incremented in successive years until the first pattern recurs 60 years later. The second symbol of this system is also related to the 12-animal Chinese zodiac system. The Jia-zi system can also be applied to counting days, with a year containing roughly six 60-day cycles.


          


          Dual base (five and twenty)


          Many ancient counting systems use 5 as a primary base, almost surely coming from the number of fingers on a person's hand. Often these systems are supplemented with a secondary base, sometimes ten, sometimes twenty. In some African languages the word for 5 is the same as "hand" or "fist" ( Dyola language of Guinea-Bissau, Banda language of Central Africa). Counting continues by adding 1, 2, 3, or 4 to combinations of 5, until the secondary base is reached. In the case of twenty, this word often means "man complete". This system is referred to as quinquavigesimal. It is found in many languages of the Sudan region.


          


          Base names

          
 1 - unary
 2 - binary
 3 - ternary / trinary
 4 - quaternary
 5 - quinary / quinternary
 6 - senary / heximal / hexary
 7 - septenary / septuary
 8 - octal / octonary / octonal / octimal
 9 - nonary / novary / noval
 10 - decimal / denary
 11 - undecimal / undenary / unodecimal
 12 - dozenal / duodecimal / duodenary
 13 - tridecimal / tredecimal / triodecimal
 14 - tetradecimal / quadrodecimal / quattuordecimal
 15 - pentadecimal / quindecimal
 16 - hexadecimal / sexadecimal / sedecimal
 17 - septendecimal / heptadecimal
 18 - octodecimal / decennoctal
 19 - nonadecimal / novodecimal / decennoval
 20 - vigesimal / bigesimal / bidecimal
 21 - unovigesimal / unobigesimal
 22 - duovigesimal
 23 - triovigesimal
 24 - quadrovigesimal / quadriovigesimal
 26 - hexavigesimal / sexavigesimal
 27 - heptovigesimal
 28 - octovigesimal
 29 - novovigesimal
 30 - trigesimal / triogesimal
 31 - unotrigesimal
  (...repeat naming pattern...)
 36 - hexatridecimal / sexatrigesimal
  (...repeat naming pattern...)
 40 - quadragesimal / quadrigesimal
 41 - unoquadragesimal
  (...repeat naming pattern...)
 50 - quinquagesimal / pentagesimal
 51 - unoquinquagesimal 
  (...repeat naming pattern...)
 60 - sexagesimal
  (...repeat naming pattern...)
 64 - quadrosexagesimal
  (...repeat naming pattern...)
 70 - septagesimal / heptagesimal
 80 - octagesimal / octogesimal
 90 - nonagesimal / novagesimal
 100 - centimal / centesimal
  (...repeat naming pattern...)
 110 - decacentimal
 111 - unodecacentimal
  (...repeat naming pattern...)
 200 - bicentimal / bicentesimal
  (...repeat naming pattern...)
 210 - decabicentimal
 211 - unodecabicentimal
  (...repeat naming pattern...)
 300 - tercentimal / tricentesimal
 400 - quattrocentimal / quadricentesimal
 500 - quincentimal / pentacentesimal
 600 - hexacentimal / hexacentesimal
 700 - heptacentimal / heptacentesimal
 800 - octacentimal / octocentimal / octacentesimal / octocentesimal
 900 - novacentimal / novacentesimal
 1000 - millesimal
 2000 - bimillesimal
  (...repeat naming pattern...)
10000 - decamillesimal



          


          Positional systems in detail


          In a positional base-b numeral system (with b a positive natural number known as the radix), b basic symbols (or digits) corresponding to the first b natural numbers including zero are used. To generate the rest of the numerals, the position of the symbol in the figure is used. The symbol in the last position has its own value, and as it moves to the left its value is multiplied by b.


          For example, in the decimal system (base 10), the numeral 4327 means (4103) + (3102) + (2101) + (7100), noting that 100 = 1.


          In general, if b is the base, we write a number in the numeral system of base b by expressing it in the form anbn + an1bn1 + an2bn2 + ... + a0b0 and writing the enumerated digits anan1an2 ... a0 in descending order. The digits are natural numbers between 0 and b1, inclusive.


          If a text (such as this one) discusses multiple bases, and if ambiguity exists, the base (itself represented in base 10) is added in subscript to the right of the number, like this: numberbase. Unless specified by context, numbers without subscript are considered to be decimal.


          By using a dot to divide the digits into two groups, one can also write fractions in the positional system. For example, the base-2 numeral 10.11 denotes 121 + 020 + 121 + 122 = 2.75.


          In general, numbers in the base b system are of the form:


          
            	[image:  (a_na_{n-1}\cdots a_1a_0.c_1 c_2 c_3\cdots)_b = \sum_{k=0}^n a_kb^k + \sum_{k=1}^\infty c_kb^{-k}. ]

          


          The numbers bk and bk are the weights of the corresponding digits. The position k is the logarithm of the corresponding weight w, that is k = logbw = logbbk. The highest used position is close to the order of magnitude of the number.


          The number of tally marks required in the unary numeral system for describing the weight would have been w. In the positional system the number of digits required to describe it is only k + 1 = logbw + 1, for [image: k \ge 0]. E.g. to describe the weight 1000 then 4 digits are needed since log101000 + 1 = 3 + 1. The number of digits required to describe the position is logbk + 1 = logblogbw + 1 (in positions 1, 10, 100... only for simplicity in the decimal example).


          
            
              	Position

              	3

              	2

              	1

              	0

              	-1

              	-2

              	...
            


            
              	Weight

              	b3

              	b2

              	b1

              	b0

              	b  1

              	b  2

              	...
            


            
              	Digit

              	a3

              	a2

              	a1

              	a0

              	c1

              	c2

              	...
            


            
              	Decimal example weight

              	1000

              	100

              	10

              	1

              	0.1

              	0.01

              	...
            


            
              	Decimal example digit

              	4

              	3

              	2

              	7

              	0

              	0

              	...
            

          


          Note that a number has a terminating or repeating expansion if and only if it is rational; this does not depend on the base. A number that terminates in one base may repeat in another (thus 0.310 = 0.0100110011001...2). An irrational number stays unperiodic (infinite amount of unrepeating digits) in all integral bases. Thus, for example in base 2,  = 3.1415926...10 can be written down as the unperiodic 11.001001000011111...2.


          If b = p is a prime number, one can define base-p numerals whose expansion to the left never stops; these are called the p-adic numbers.


          


          Change of radix


          A simple algorithm for converting integers between positive-integer radices is repeated division by the target radix; the remainders give the "digits" starting at the least significant. E.g., 1020304 base 10 into base 7:

          
1020304 / 7 = 145757 r 5
 145757 / 7 = 20822 r 3
 20822 / 7 = 2974 r 4
 2974 / 7 = 424 r 6
 424 / 7 =  60 r 4
  60 / 7 =  8 r 4
  8 / 7 =  1 r 1
  1 / 7 =  0 r 1 => 11446435



          E.g., 10110111 base 2 into base 5:

          
10110111 / 101 = 100100 r 11 (3)
 100100 / 101 = 111 r 1 (1)
  111 / 101 =  1 r 10 (2)
  1 / 101 =  0 r 1 (1) => 1213



          To convert a "decimal" fraction, do repeated multiplication, taking the protruding integer parts as the "digits". Unfortunately a terminating fraction in one base may not terminate in another. E.g., 0.1A4C base 16 into base 9:

          
0.1A4C  9 = 0.ECAC
0.ECAC  9 = 8.520C
0.520C  9 = 2.E26C
0.E26C  9 = 7.F5CC
0.F5CC  9 = 8.A42C 
0.A42C  9 = 5.C58C => 0.082785...



          


          Generalized variable-length integers


          More general is using a notation (here written little-endian) like a0a1a2 for a0 + a1b1 + a2b1b2, etc.


          This is used in punycode, one aspect of which is the representation of a sequence of non-negative integers of arbitrary size in the form of a sequence without delimiters, of "digits" from a collection of 36: a-z and 0-9, representing 0-25 and 26-35 respectively. A digit lower than a threshold value marks that it is the most-significant digit, hence the end of the number. The threshold value depends on the position in the number. For example, if the threshold value for the first digit is b (i.e. 1) then a (i.e. 0) marks the end of the number (it has just one digit), so in numbers of more than one digit the range is only b-9 (1-35), therefore the weight b1 is 35 instead of 36. Suppose the threshold values for the second and third digit are c (2), then the third digit has a weight 34  35 = 1190 and we have the following sequence:


          a (0), ba (1), ca (2), .., 9a (35), bb (36), cb (37), .., 9b (70), bca (71), .., 99a (1260), bcb (1261), etc.


          Note that unlike a regular base-35 numeral system, we have numbers like 9b where 9 and b each represent 35; yet the representation is unique because ac and aca are not allowed.


          The flexibility in choosing threshold values allows optimization depending on the frequency of occurrence of numbers of various sizes.


          The case with all threshold values equal to 1 corresponds to bijective numeration, where the zeros correspond to separators of numbers with digits which are nonzero.


          


          Properties of numerical systems with integer bases


          Numeral systems with base A, where A is a positive integer, possess the following properties:


          
            	If A is even and A/2 is odd, all integral powers greater than zero of the number (A/2)+1 will contain (A/2)+1 as their last digit

          


          
            	If both A and A/2 are even, then all integral powers greater than or equal to zero of the number (A/2)+1 will alternate between having (A/2)+1 and 1 as their last digit. (For odd powers it will be (A/2)+1, for even powers it will be 1)

          


          Proof of the first property:


          Define [image:  {A \over 2} + 1 = x ] Then x is even, and all xp for p greater than 0 must be even. The property is equivalent to


          
            	[image:  \!\ x^p \equiv\ x\ (\mbox{mod}\ A)]

          


          We first check the case for p=1


          
            	[image:  \!\ x \equiv\ x\ (\mbox{mod}\ A)]

          


          x is less than A, so the result is trivial. We then check for p=2:


          
            	[image:  \!\ x^2 = xx ]


            	[image:  \!\ x^2 = x(x-1) + x ]

          


          Since [image:  x-1 = ({A \over 2} + 1) - 1 = {A \over 2}], then for all even N:


          
            	[image:  \!\ {NA \over 2} = N(x-1) \equiv\ 0\ (\mbox{mod}\ A)\ (1)]

          


          Because x is even, then x(x  1) is congruent to zero modulo A. Therefore:


          
            	[image:  \!\ x^2 \equiv\ x\ (\mbox{mod}\ A) ]

          


          Using induction, assuming that the property holds for p-1:


          
            	[image:  \!\ x^p = {x^{p-1}}x = {x^{p-1}}(x-1) + x^{p-1} ]

          


          Since the case holds for p-1, then [image:  {x^{p-1}} \equiv\ x\ (\mbox{mod}\ A) ]. Since


          
            	[image:  \!\ {x^{p-1}}(x-1) ]

          


          is a case of Equation 1, then [image:  {x^{p-1}}(x-1) \equiv\ 0\ (\mbox{mod}\ A) ]. This leaves, for all p greater than 0,


          
            	[image:  \!\ x^p \equiv\ x\ (\mbox{mod}\ A)]

          


          Q.E.D.


          Proof of the second property:


          Define [image:  {A \over 2} + 1 = x ] Then x is odd, and all xp for p greater than or equal to 0 must be odd. The property is equivalent to


          
            	[image:  \!\ x^p \equiv\ 1\ (\mbox{mod}\ A);\ \mbox{if}\ p \equiv\ 0\ (\mbox{mod}\ 2) ]


            	[image:  \!\ x^p \equiv\ x\ (\mbox{mod}\ A);\ \mbox{if}\ p \equiv\ 1\ (\mbox{mod}\ 2) ]

          


          Since [image:  x-1 = ({A \over 2} + 1) - 1 = {A \over 2}], then for all odd E:


          
            	[image:  \!\ {EA \over 2} = E(x-1) \equiv\ {A \over 2}\ (\mbox{mod}\ A)\ (2) ]

          


          The case is first checked for p=0:


          
            	[image:  \!\ x^0 = 1 ]


            	[image:  \!\ 1 \equiv\ 1\ (\mbox{mod}\ A) ]

          


          This result is trivial


          Next, for p=1:


          
            	[image:  \!\ x^1 = x ]


            	[image:  \!\ x \equiv\ x\ (\mbox{mod}\ A) ]

          


          This result is also trivial


          Next, for p=2:


          
            	[image:  \!\ x^2 = xx = x(x-1) + x ]

          


          Because x is odd, then x(x-1) is a case of Equation 2,


          
            	[image:  x(x-1) + x \equiv\ {{A \over 2} + x}\ (\mbox{mod}\ A) ]

          


          
            	[image:  \!\ {A \over 2} + x = {A \over 2} + {A \over 2} + 1 = A+1 ]


            	[image:  \!\ A+1 \equiv\ 1\ (\mbox{mod}\ A), (\mbox{so}\ x(x-1) + x = x^2 \equiv\ 1\ (\mbox{mod}\ A) ]

          


          Next, for p=3:


          
            	[image:  \!\ x^3 = {x^2}x = {x^2}(x-1) + x^2 ]

          


          Because x2 is odd, x2(x  1) + x2 is a case of Equation 2,


          
            	[image:  \!\ {x^2}(x-1) + x^2 \equiv\ {{A \over 2} + x^2}\ (\mbox{mod}\ A) ]

          


          Since [image:  x^2 \equiv\ 1\ (\mbox{mod}\ A) ],


          
            	[image:  \!\ {x^2}(x-1) + x^2 \equiv\ {{A \over 2} + 1}\ (\mbox{mod}\ A) ]

          


          [image:  {{A \over 2} + 1} = x ], so [image:  x^3 \equiv\ x\ (\mbox{mod}\ A) ].


          Using induction, assuming that the property holds for p-1:


          
            	[image:  \!\ x^p \equiv\ {x^{p-1}}(x-1) + x^{p-1} ]

          


          If p is odd:


          
            	[image:  \!\ x^{p-1} \equiv\ 1\ (\mbox{mod}\ A) ]

          


          Since xp  1(x  1) is a case of Equation (2), [image:  {x^{p-1}}(x-1) + x^{p-1} \equiv\ {{A \over 2} + 1}\ (\mbox{mod}\ A) ], so


          
            	[image:  x^p \equiv\ x\ (\mbox{mod}\ A) ]

          


          If p is even:


          
            	[image:  \!\ x^{p-1} \equiv\ x\ (\mbox{mod}\ A) ]

          


          Since xp  1(x  1) is a case of Equation (2), [image:  {x^{p-1}}(x-1) + x^{p-1} \equiv\ {{A \over 2} + x}\ (\mbox{mod}\ A) ].


          [image:  {A \over 2} + x = {A \over 2} + {A \over 2} + 1 = A+1 ]


          [image:  A+1 \equiv\ 1\ (\mbox{mod}\ A) ], so


          
            	[image:  x^p \equiv\ 1\ (\mbox{mod}\ A) ]

          


          Q.E.D.
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        Numerical digit


        
          

          
            [image: The ten digits of the Hindu-Arabic numeral system, in order of value.]

            
              The ten digits of the Hindu-Arabic numeral system, in order of value.
            

          


          In mathematics and computer science, a digit is a symbol (a number symbol, e.g. "3" or "7") used in numerals (combinations of symbols, e.g. "37"), to represent numbers, (integers or real numbers) in positional numeral systems. The name "digit" comes from the fact that the 10 digits (ancient Latin digita meaning fingers) of the hands correspond to the 10 symbols of the common base 10 number system, i.e. the decimal (ancient Latin adjective dec. meaning ten) digits.


          In a given number system, if the base is an integer, the number of digits required is always equal to the absolute value of the base.


          


          Overview


          In a basic digital system, a numeral is a sequence of digits, which may be of arbitrary length. Each position in the sequence has a place value, and each digit has a value. The total value of the numeral is computed by multiplying each digit in the sequence by its place value, and summing the results.


          


          Digital values


          Each digit in a number system represents an integer. For example, in the Hindu-Arabic numeral system the digit "1" represents the integer one, and in the hexadecimal system, the digit "A" represents the number ten. A positional number system must have a digit representing the integers from zero up to, but not including, the radix of the number system.


          


          Computation of place values


          The Arabic numeral system uses a separator, commonly a period in the United States or a comma in Europe, to denote the "ones place," which has a place value one. Each successive place to the left of this has a place value equal to the place value of the previous digit times the base. Similarly, each successive place to the right of the separator has a place value equal to the place value of the previous digit divided by the base. For example, in the numeral 10.34 (written in base ten),


          
            	the 0 is immediately to the left of the separator, so it is in the ones place;


            	the 1 to the left of the zero has a place value of one, and is in the tens place;


            	the 3 is to the right of the ones place, so it is in the tenths place; and


            	the 4 to the right of the tenths place is in the hundredths place.

          


          The total value of the number is 1 ten, 0 ones, 3 tenths, and 4 hundredths. Note that the zero, which contributes no value to the number, indicates that the 1 is in the tens place rather than the ones place.


          


          History


          
            [image: Glyphs used to represent digits of the Hindu-Arabic numeral system.]

            
              Glyphs used to represent digits of the Hindu-Arabic numeral system.
            

          


          The first true written positional numeral system is considered to be the Hindu-Arabic numeral system. This system was established by the 7th century, but was not yet in its modern form because the use of the digit zero had not yet been widely accepted. Instead of a zero, a space was left in the numeral as a placeholder. The first widely acknowledged use of zero was in 876. Although the original Hindu-Arabic system was very similar to the modern one, even down to the glyphs used to represent digits, the direction of writing was reversed, so that place values increased to the right rather than to the left.


          
            [image: The digits of the Maya numeral system, with Hindu-Arabic equivalents]

            
              The digits of the Maya numeral system, with Hindu-Arabic equivalents
            

          


          By the 13th century, Hindu-Arabic numerals were accepted in European mathematical circles ( Fibonacci used them in his Liber Abaci). They began to enter common use in the 15th century. By the end of the 20th century virtually all non-computerized calculations in the world were done with Arabic numerals, which have replaced native numeral systems in most cultures.


          


          Other historical numeral systems using digits


          The exact age of the Maya numerals is unclear, but it is possible that it is older than the Hindu-Arabic system. The system was vigesimal (base twenty), so it has twenty digits. The Mayas used a shell symbol to represent zero. Numerals were written vertically, with the ones place at the bottom. The Mayas had no equivalent of the modern decimal separator, so their system could not represent fractions.


          The Thai numeral system is identical to the Hindu-Arabic numeral system except for the symbols used to represent digits. The use of these digits is less common in Thailand than it once was, but they are still used alongside Hindu-Arabic numerals.


          The rod numerals, the written forms of counting rods once used by Chinese and Japanese mathematicians, are a decimal positional system able to represent not only zero but also negative numbers. Counting rods themselves predate Hindu-Arabic numeral system. The Suzhou nemerals are variants of rod numerals.


          
            
              Rod numerals (vertical)
            

            
              	0

              	1

              	2

              	3

              	4

              	5

              	6

              	7

              	8

              	9
            


            
              	[image: Image:Counting_rod_0.jpg]

              	[image: Image:Counting_rod_v1.jpg]

              	[image: Image:Counting_rod_v2.jpg]

              	[image: Image:Counting_rod_v3.jpg]

              	[image: Image:Counting_rod_v4.jpg]

              	[image: Image:Counting_rod_v5.jpg]

              	[image: Image:Counting_rod_v6.jpg]

              	[image: Image:Counting_rod_v7.jpg]

              	[image: Image:Counting_rod_v8.jpg]

              	[image: Image:Counting_rod_v9.jpg]
            


            
              	-0

              	-1

              	-2

              	-3

              	-4

              	-5

              	-6

              	-7

              	-8

              	-9
            


            
              	[image: Image:Counting_rod_-0.jpg]

              	[image: Image:Counting_rod_v-1.jpg]

              	[image: Image:Counting_rod_v-2.jpg]

              	[image: Image:Counting_rod_v-3.jpg]

              	[image: Image:Counting_rod_v-4.jpg]

              	[image: Image:Counting_rod_v-5.jpg]

              	[image: Image:Counting_rod_v-6.jpg]

              	[image: Image:Counting_rod_v-7.jpg]

              	[image: Image:Counting_rod_v-8.jpg]

              	[image: Image:Counting_rod_v-9.jpg]
            

          


          


          Modern digital systems


          


          In computer science


          The binary, octal, and hexadecimal systems, extensively used in computer science, all follow the conventions of the Hindu-Arabic numeral system. The binary system is base two and uses only the digits "0" and "1", while the octal system is base eight and uses the digits from "0" through "7". The hexadecimal system uses all the digits from the decimal system, plus the letters "A" through "F", which represent the numbers from ten to fifteen respectively.


          


          Unusual systems


          The ternary system is infrequently used; it is a simple base-three system.


          


          Digits in mathematics


          Despite the essential role of digits in describing numbers, they are relatively unimportant to modern mathematics. Nevertheless, there are a few important mathematical concepts that make use of the representation of a number as a sequence of digits.


          


          Digital roots


          The digital root is the single-digit number obtained by summing the digits of a given number, then summing the digits of the result, and so on until a single-digit number is obtained.


          


          Casting out nines


          Casting out nines is a procedure for checking arithmetic done by hand. To describe it, let [image: f(x)\,] represent the digital root of [image: x\,], as described above. Casting out nines makes use of the fact that if [image: A + B = C\,], then [image: f(f(A) + f(B)) = f(C)\,]. In the process of casting out nines, both sides of the latter equation are computed, and if they are not equal the original addition must have been faulty.


          


          Repunits and repdigits


          Repunits are integers that are represented with only the digit 1. For example, 1111 (one thousand, one hundred eleven) is a repunit. Repdigits are a generalization of repunits; they are integers represented by repeated instances of the same digit. For example, 333 is a repdigit. The primacy of repunits is of interest to mathematicians


          


          Palindromic numbers and Lychrel numbers


          Palindromic numbers are numbers that read the same when their digits are reversed. A Lychrel number is a positive integer that never yields a palindromic number when subjected to the iterative process of being added to itself with digits reversed. The question of whether there are any Lychrel numbers in base 10 is an open problem in recreational mathematics; the smallest candidate is 196.
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        Numerical integration


        
          

          In numerical analysis, numerical integration constitutes a broad family of algorithms for calculating the numerical value of a definite integral, and by extension, the term is also sometimes used to describe the numerical solution of differential equations. This article focuses on calculation of definite integrals. The term numerical quadrature (often abbreviated to quadrature) is more or less a synonym for numerical integration, especially as applied to one-dimensional integrals. Two- and higher-dimensional integration is sometimes described as cubature, although the meaning of quadrature is understood for higher dimensional integration as well.


          The basic problem considered by numerical integration is to compute an approximate solution to a definite integral:


          
            	[image: \int_a^b\! f(x)\, dx.]

          


          If f(x) is a smooth well-behaved function with over a small number of dimensions and the limits of integration are bounded, there are many excellent methods of approximating the integral with arbitrary precision.


          
            [image: Numerical Integration with the Monte Carlo method: Nodes are random equally distributed. New nodes are dark blue (navy), old nodes are skyblue. The value of the integral tends to 3.32]

            
              Numerical Integration with the Monte Carlo method: Nodes are random equally distributed. New nodes are dark blue (navy), old nodes are skyblue. The value of the integral tends to 3.32
            

          


          


          Reasons for numerical integration


          There are several reasons for carrying out numerical integration. The integrand f(x) may be known only at certain points, such as obtained by sampling. Some embedded systems and other computer applications may need numerical integration for this reason.


          A formula for the integrand may be known, but it may be difficult or impossible to find an antiderivative which is an elementary function. An example of such an integrand is f(x) = exp(x2), the antiderivative of which cannot be written in elementary form.


          It may be possible to find an antiderivative symbolically, but it may be easier to compute a numerical approximation than to compute the antiderivative. That may be the case if the antiderivative is given as an infinite series or product, or if its evaluation requires a special function which is not available.


          


          Methods for one-dimensional integrals


          Numerical integration methods can generally be described as combining evaluations of the integrand to get an approximation to the integral. An important part of the analysis of any numerical integration method is to study the behaviour of the approximation error as a function of the number of integrand evaluations. A method which yields a small error for a small number of evaluations is usually considered superior. Reducing the number of evaluations of the integrand reduces the number of arithmetic operations involved, and therefore reduces the total round-off error. Also, each evaluation takes time, and the integrand may be arbitrarily complicated.


          A 'brute force' kind of numerical integration can be done, if the integrand is reasonably well behaved (i.e. continuous), by evaluating the integrand with very small increments.


          


          Quadrature rules based on interpolating functions


          A large class of quadrature rules can be derived by constructing interpolating functions which are easy to integrate. Typically these interpolating functions are polynomials.


          
            [image: Illustration of the rectangle rule.]

            
              Illustration of the rectangle rule.
            

          


          The simplest method of this type is to let the interpolating function be a constant function (a polynomial of order zero) which passes through the point ((a+b)/2, f((a+b)/2)). This is called the midpoint rule or rectangle rule.


          
            	[image: \int_a^b f(x)\,dx \approx (b-a) \, f\left(\frac{a+b}{2}\right).]

          


          
            Image:Integration trapezoidal.jpg

            
              Illustration of the trapezoidal rule.
            

          


          The interpolating function may be an affine function (a polynomial of degree 1) which passes through the points (a, f(a)) and (b, f(b)). This is called the trapezoidal rule.


          
            	[image: \int_a^b f(x)\,dx \approx (b-a) \, \frac{f(a) + f(b)}{2}.]

          


          
            [image: Illustration of Simpson's rule.]

            
              Illustration of Simpson's rule.
            

          


          For either one of these rules, we can make a more accurate approximation by breaking up the interval [a, b] into some number n of subintervals, computing an approximation for each subinterval, then adding up all the results. This is called a composite rule, extended rule, or iterated rule. For example, the composite trapezoidal rule can be stated as


          
            	[image: \int_a^b f(x)\,dx \approx \frac{b-a}{n} \left( {f(a) + f(b) \over 2} + \sum_{k=1}^{n-1} f \left( a+k \frac{b-a}{n} \right) \right)]

          


          where the subintervals have the form [k h, (k+1) h], with h = (ba)/n and k = 0, 1, 2, ..., n1.


          Interpolation with polynomials evaluated at equally-spaced points in [a, b] yields the Newton-Cotes formulas, of which the rectangle rule and the trapezoidal rule are examples. Simpson's rule, which is based on a polynomial of order 2, is also a Newton-Cotes formula.


          Quadrature rules with equally-spaced points have the very convenient property of nesting. The corresponding rule with each interval subdivided includes all the current points, so those integrand values can be re-used.


          If we allow the intervals between interpolation points to vary, we find another group of quadrature formulas, such as the Gaussian quadrature formulas. A Gaussian quadrature rule is typically more accurate than a Newton-Cotes rule which requires the same number of function evaluations, if the integrand is smooth (i.e., if it has many derivatives.) Other quadrature methods with varying intervals include Clenshaw-Curtis quadrature and Fejr quadrature methods.


          Gaussian quadrature rules do not nest, but the related Gauss-Kronrod rules do. Clenshaw-Curtis rules nest.


          


          Adaptive algorithms


          If f(x) does not have many derivatives at all points, or if the derivatives become large, then Gaussian quadrature is often insufficient. In this case, an algorithm similar to the following will perform better:

          
 // This algorithm calculates the definite integral of a function
 // from 0 to 1, adaptively, by choosing smaller steps near
 // problematic points.
 // Set initial_h to the initial step size.
 x:=0
 h:=initial_h
 accumulator:=0
 WHILE x<1.0 DO
  IF x+h>1.0 THEN
   h=1.0-x
  END IF
  IF error in quadrature of f(x) over [x,x+h] is too large THEN
   Make h smaller
  ELSE
   accumulator:=accumulator + quadrature of f over [x,x+h]
   x:=x+h
   IF error in quadrature of f(x) over [x,x+h] is very small THEN
    Make h larger
   END IF
  END IF
 END WHILE
 RETURN accumulator



          Some details of the algorithm require careful thought. For many cases, estimating the error from quadrature over an interval for a function f(x) isn't obvious. One popular solution is to use two different rules of quadrature, and use their difference as an estimate of the error from quadrature. The other problem is deciding what "too large" or "very small" signify. A local criterion for "too large" is that the quadrature error should not be larger than [image: t\cdot h] where t, a real number, is the tolerance we wish to set for global error. Then again, if h is already tiny, it may not be worthwhile to make it even smaller even if the quadrature error is apparently large. A global criterion is that the sum of errors on all the intervals should be less than t. This type of error analysis is usually called "a posteriori" since we compute the error after having computed the approximation.


          Heuristics for adaptive quadrature are discussed by Forsythe et al. (Section 5.4).


          


          Extrapolation methods


          The accuracy of a quadrature rule of the Newton-Cotes type is generally a function of the number of evaluation points. The result is usually more accurate as number of evaluation points increases, or, equivalently, as the width of the step size between the points decreases. It is natural to ask what the result would be if the step size were allowed to approach zero. This can be answered by extrapolating the result from two or more nonzero step sizes (see Richardson extrapolation). The extrapolation function may be a polynomial or rational function. Extrapolation methods are described in more detail by Stoer and Bulirsch (Section 3.4).


          


          Conservative (a priori) error estimation


          Let f have a bounded first derivative over [a,b]. The mean value theorem for f, where x < b, gives


          
            	[image: (x - a) f'(y_x) = f(x) - f(a)\,]

          


          for some yx in [a,x] depending on x. If we integrate in x from a to b on both sides and take the absolute values, we obtain


          
            	[image: \left| \int_a^b f(x)\,dx - (b - a) f(a) \right| = \left| \int_a^b (x - a) f'(y_x)\, dx \right|]

          


          We can further approximate the integral on the right-hand side by bringing the absolute value into the integrand, and replacing the term in f' by an upper bound:


          
            	[image: \left| \int_a^b f(x)\,dx - (b - a) f(a) \right| \leq {(b - a)^2 \over 2} \sup_{a \leq x \leq b} \left| f'(x) \right|] (**)

          


          (See supremum.) Hence, if we approximate the integral abf(x)dx by the quadrature rule (ba)f(a) our error is no greater than the right hand side of (**). We can convert this into an error analysis for the Riemann sum (*), giving an upper bound of


          
            	[image: {n^{-1} \over 2} \sup_{0 \leq x \leq 1} \left| f'(x) \right|]

          


          for the error term of that particular approximation. (Note that this is precisely the error we calculated for the example f(x) = x.) Using more derivatives, and by tweaking the quadrature, we can do a similar error analysis using a Taylor series (using a partial sum with remainder term) for f. This error analysis gives a strict upper bound on the error, if the derivatives of f are available.


          This integration method can be combined with interval arithmetic to produce computer proofs and verified calculations.


          


          Multidimensional integrals


          The quadrature rules discussed so far are all designed to compute one-dimensional integrals. To compute integrals in multiple dimensions, one approach is to phrase the multiple integral as repeated one-dimensional integrals by appealing to Fubini's theorem. This approach requires the function evaluations to grow exponentially as the number of dimensions increases. Two methods are known to overcome this so-called curse of dimension.


          


          Monte Carlo


          Monte Carlo methods and quasi-Monte Carlo methods are easy to apply to multi-dimensional integrals, and may yield greater accuracy for the same number of function evaluations than repeated integrations using one-dimensional methods.


          A large class of useful Monte Carlo methods are the so-called Markov chain Monte Carlo algorithms, which include the Metropolis-Hastings algorithm and Gibbs sampling.


          


          Sparse grids


          Sparse grids were originally developed by Smolyak for the quadrature of high dimensional functions. The method is always based on a one dimensional quadrature rule, but performs a more sophisticated combination of univariate results.


          


          Connection with differential equations


          The problem of evaluating the integral


          
            	[image: \int_a^b f(x)\, dx]

          


          can be reduced to an initial value problem for an ordinary differential equation. If the above integral is denoted by I(b), then the function I satisfies


          
            	[image:  I'(x) = f(x), \quad I(a) = 0. ]

          


          Methods developed for ordinary differential equations, such as RungeKutta methods, can be applied to the restated problem and thus be used to evaluate the integral.


          This differential equation has a special form: the right-hand side contains only the dependent variable (here x) and not the independent variable (here I). This suggest that specific methods can be developed for the evaluation of an integral, and that these methods can work better than general methods for the initial value problem for differential equations. This is indeed the case, and in the remainder of this article, we shall discuss these specific methods.


          


          Software for numerical integration


          Numerical integration is one of the most intensively studied problems in numerical analysis. Of the many software implementations we list a few here.


          
            	QUADPACK (part of SLATEC): description , source code . QUADPACK is a collection of algorithms, in Fortran, for numerical integration based on Gaussian quadrature.


            	GSL: The GNU Scientific Library (GSL) is a numerical library written in C which provides a wide range of mathematical routines, like Monte Carlo integration.


            	Numerical integration algorithms are found in GAMS class H2.


            	ALGLIB is a collection of algorithms, in C# / C++ / Delphi / Visual Basic / etc., for numerical integration.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Numerical_integration"
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          Numismatics is the scientific study of currency and its history in all its varied forms. While numismatists are often characterized as students or collectors of coins, the discipline also includes a much larger study of payment media used to resolve debts and the exchange of goods. Lacking a structured monetary system, people in the past as well as some today lived in a barter society and used locally found items of inherent or implied value. Early money used by primitive people is referred to as "Odd and Curious," but the use of other goods in barter exchange is excluded, even where used as a circulating currency (e.g., prison cigarettes). The Kyrgyz people used horses as the principal currency unit and gave small change in lambskins. The lambskins may be suitable for numismatic study, but the horse is not. Many objects have been used for centuries, such as conch shells, precious metals and gems.


          Today, most transactions take place by a form of payment with either inherent, standardized or credit value. Numismatic value may be used to refer to the value in excess of the monetary value conferred by law. This is also known as the "collector's value."


          Economic and historical studies of money's use and development are separate to the numismatists' study of money's physical embodiment (although the fields are related; economic theories of money's origin depend upon numismatics, for example).


          


          History of Money


          The history of money is a story thousands of years old. Numismatics is the scientific study of money and its history in all its varied forms. Money itself must be a scarce good. Many items have been used as money, from naturally scarce precious metals and conch shells through cigarettes to entirely artificial money such as banknotes. Modern money (and most ancient money too) is essentially a token -- an abstraction. Paper currency is perhaps the most common type of physical money today. However, goods such as gold or silver retain many of the essential properties of money.


          


          History of Numismatics


          Coin collecting has existed since ancient times, it is known that Roman Emperors were among some of the earliest coin collectors. It is called the "Hobby of Kings" and rightfully so due to its most esteemed founders. Numismatics reached its apex due to the great demand during the late Middle Ages and the early Renaissance. In this period ancient coins were collected a great deal by European royalty and nobility. It is known that Roman Emperors Augustus and Julius collected Greek coins. Other collectors of coins are Pontif Boniface VIII, Italian poet Petrarch, Emperor Maximilian of the Holy Roman Empire, Louis XIV of France, Ferdinand I, Elector Joachim II of Brandenburg who started the Berlin coin cabinet and Henry IV of France to name a few.


          The 19th century was the most productive in building up national collections and in publishing catalogues. Theodor Mommsen fostered the idea of a general corpus of all Greek coins from all collections, an idea which is still not possible to be realized.


          In 1931 the British Academy promoted the idea of the sylloge, systematic publications of single collections, according to mints and each coin illustrated. Some hundred volumes appeared until today. The idea was taken over by scholars of medieval Britain and in 1993 in the field of Islamic numismatics.


          In the 20th century as well the coins were more and more seen as archaeological object. After World War II in Germany a project "Fundmnzen der Antike (Coin finds of the Classical Period)" were launched, to register every coin found within Germany. This idea found successors in many countries.


          


          Modern Numismatics


          In modern numismatics are the study of the coins of the mid 17th to the 21st century, the period of machine struck coins. Their study serve more the need of collectors than historical studies and it is quite often successfully pursued by amateur scholars than by professional scholars. The focus of modern numismatics lies frequently in the research of production and use of money in historical contexts using mint or other records in order to determine the relative rarity of the coins they study. Varieties, mint-made errors, the results of progressive die wear, mintage figures and even the socio-political context of coin mintings are also matters of interest.


          


          Subfields


          Exonumia is the study of coin-like objects such as token coins and medals, and other items used in place of legal currency or for commemoration. This includes elongated coins, encased coins, souvenir medallions, tags, badges, counterstamped coins, wooden nickels, credit cards, and other similar items. It is related to numismatics proper (concerned with coins which have been legal tender), and many coin collectors are also exonumists.


          Notaphily is the study of paper money or banknotes. It is believed that people have been collecting paper money for as long as it has been in use. However, people only started collecting paper money systematically in Germany in the 1920s, particularly the colourful "Serienscheine" (= Series Notes) Notgeld. The turning point occurred in the 1970s, when notaphily was established as a separate area by collectors. At the same time, some developed countries such as the USA, Germany and France began publishing their respective national catalogues of paper money, which represented major points of reference literature.


          Scripophily is the study and collection of stocks and Bonds. It is an interesting area of collecting due to both the inherent beauty of some historical documents as well as the interesting historical context of each document. Some stock certificates are excellent examples of engraving. Occasionally, an old stock document will be found that still has value as a stock in a successor company.


          


          Numismatists


          The term numismatist applies to collectors and coin dealers as well scholars using coins as source or studying coins.


          The first group chiefly derive pleasure from the simple ownership of monetary devices and studying these coins as private amateur scholars. In the classical field amateur collector studies have achieved quite remarkable progress in the field. Examples are Walter Breen is a well-known example of a noted numismatist who was not an avid collector, and King Farouk I of Egypt was an avid collector who had very little interest in numismatics. Harry Bass by comparison was a noted collector who was also a numismatist.


          The second group are the coin dealers. These often called professional numismatists authenticate or grade coins for commercial purposes. The buying and selling of coin collections by numismatists who are professional dealers advances the study of money, and expert numismatists are consulted by historians, museum curators, and archaeologists.


          The third category are scholar numismatics working in public collections, universities or as independent scholars acquiring knowledge about monetary devices, their systems, their economy and their historical context. Coins are especially relevant as source in the pre-modern period.


          



          
            Retrieved from " http://en.wikipedia.org/wiki/Numismatics"
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              Nun in cloister, 1930; photograph by Doris Ulmann
            

          


          A nun is a woman who has taken special vows committing her to a religious life. She may be an ascetic who voluntarily chooses to leave mainstream society and live her life in prayer and contemplation in a monastery or convent. The term "nun" is applicable to Roman Catholics, Eastern Christians, Anglicans, Lutherans, Jains, Buddhists, and Taoists, for example.


          


          Christianity


          


          Eastern Orthodox


          
            [image: The Way of Humility. Russian Orthodox nun working at Ein Karem, Jerusalem.]

            
              The Way of Humility. Russian Orthodox nun working at Ein Karem, Jerusalem.
            

          


          
            [image: Orthodox nuns arranging flowers for a feast day.]

            
              Orthodox nuns arranging flowers for a feast day.
            

          


          In the Eastern Orthodox Church there is no distinction between a monastery for women and a monastery for men. In Greek, Russian, and other Eastern European languages, both domiciles are called "monasteries" and the ascetics who live therein are "Monastics". In English, however, it is acceptable to use the terms "nun" and "convent" for clarity and convenience. The term for an abbess is the feminine form of abbot ( hegumen)Greek: hegumeni; Serbian: Игуманија (Igumanija); Russian: игумения, ( igumenia). Orthodox monastics do not have distinct "orders" as in Western Christianity. Orthodox monks and nuns lead identical spiritual lives. There may be slight differences in the way a monastery functions internally but these are simply differences in style (Gr. typica) dependent on the Abbess or Abbot. The Abbess is the spiritual leader of the convent and her authority is absolute (no priest, bishop, or even patriarch can override an abbess within the walls of her monasteryshe can, however, be removed from office by her ecclesiastical superiors). There has always been spiritual equality between men and women in the Orthodox Church ( Galatians 3:28). Abbots and Abbesses rank in authority equal to bishops in many ways and were included in ecumenical councils. However, unlike the West where monasteries were given independence from the local ordinary, Orthodox monasteries are always under a bishop or Synod of bishops. Abbesses hear confessions (but do not absolve) and dispense blessings on their charges, though they still require the services of a presbyter (i.e., a priest) to celebrate the Divine Liturgy and perform other priestly functions, such as the absolution of a penitent.


          Orthodox monastics, in general have little or no contact with the outside world, especially family. The pious family whose child decides to enter the monastic profession understands that their child will become "dead to the world" and therefore be unavailable for marriage.


          There are a number of different levels that the nun passes through in her profession:


          
            [image: Princess Praskovya Yusupova before becoming a nun. Nikolai Nevrev, 1886.]

            
              Princess Praskovya Yusupova before becoming a nun. Nikolai Nevrev, 1886.
            

          


          
            	NoviceWhen one enters a monastery the first three to five years are spent as a novice. Novices may or may not (depending on the abbess's wishes) dress in the black inner robe ( Isorassa); those who do will also usually wear the apostolnik or a black scarf tied over the head (see photo, above). The isorassa is the first part of the monastic " habit" of which there is only one style for Orthodox monastics (this is true in general, there have been a few slight regional variations over the centuries, but the style always seems to precipitate back to a style common in the 3rd or 4th century). If a novice chooses to leave during the novitiate period no penalty is incurred.

          


          
            	RassaphoreWhen the abbess deems the novice ready, the novice is asked to join the monastery. If she accepts, she is tonsured in a formal service during which she is given the outer robe ( Exorassa) and veil ( Epanokamelavkion) to wear, and (because she is now dead to the world) receives a new name. Nuns consider themselves part of a sisterhood; however, tonsured nuns are usually addressed as "Mother" (in some convents, the title of "Mother" is reserved to those who enter into the next level of Stavrophore).


            	StavrophoreThe next level for monastics takes place some years after the first tonsure when the abbess feels the nun has reached a level of discipline, dedication, and humility. Once again, in a formal service the nun is elevated to the "Little Schema" which is signified by additions to her habit of certain symbolic articles of clothing. In addition, the abbess increases the nuns prayer rule, she is allowed a stricter personal ascetic practice, and she is given more responsibility.


            	Great SchemaThe final stage, called "Megaloschemos" or " Great Schema" is reached by nuns whose Abbess feels they have reached a high level of excellence. In some monastic traditions the Great Schema is only given to monks and nuns on their death bed, while in others they may be elevated after as little as 25 years of service.

          


          One difference between Roman Catholic and Orthodox nuns is that Orthodox do not have "active" communities with apostolates such as teaching or nursing, so Orthodox nuns do not leave the monastery unless they need to. However, care and concern for the poor, the sick and those in need have always been a charism of the monastic life, so just as Orthodox monasteries have never been "active" in the Roman Catholic sense, neither have they been completely "cloistered" or cut off from society.


          


          Roman Catholic


          
            [image: The Mystic Marriage of Saint Catherine of Siena by Giovanni di Paolo, ca. 1460 (Metropolitan Museum of Art, New York).]

            
              The Mystic Marriage of Saint Catherine of Siena by Giovanni di Paolo, ca. 1460 ( Metropolitan Museum of Art, New York).
            

          


          In Roman Catholicism, a nun is a female monastic who has taken solemn vows (the male equivalent is a "monk"). Nuns are cloisterred to the degree established by the rule of the religious institution they enter.


          In the Roman Catholic tradition, there are a number of different orders of nuns each with its own charism or special character.


          In general, when a woman enters a convent she first undergoes an initial period of testing the life, known as postulancy, for a period of six months to a year. If she, and the order, determine that she may have a vocation to the life, she receives the habit of the order (usually with some modification to distinguish her from professed nuns) and undertakes the novitiate, a period of living the life of a nun without yet taking vows that lasts one to two years.. Upon completion of this period she may take her initial, temporary vows. Temporary vows last one to three years, typically, and will be professed for not less than three years and not more than six. Finally, she will petition to make her "perpetual profession", taking permanent, solemn vows.


          
            [image: Nuns in traditional habit singing Gregorian chant.]

            
              Nuns in traditional habit singing Gregorian chant.
            

          


          In the various branches of the Benedictine tradition (Benedictines, Cistercians, Camaldolese, and Trappists among others) nuns take vows of stability (that is, to remain a member of a single monastic community), obedience (to an abbess or prioress), and "conversion of life" (which includes the ideas of poverty and chastity). The " Poor Clares" (a Franciscan order) and those Dominican nuns who lived a cloistered life take the three-fold vows of poverty, chastity and obedience. Most orders of nuns not listed here follow one of these two patterns, with some orders taking an additional vow related to the specific work or character of their order (e.g., to undertake a certain style of devotion, praying for a specific intention or purpose).


          Cloistered nuns observe "papal enclosure" rules and their monasteries typically have walls and grilles separating the nuns from the outside world. The nuns rarely leave (except for medical necessity, or occasionally for purposes related to their contemplative life) though they may have visitors in specially built parlors that allow them to meet with outsiders. They are usually self-sufficient, earning money by selling jams or candies or baked goods by mail order, or by making liturgical items (vestments, candles, bread for Holy Communion). They sometimes undertake contemplative ministriesthat is, a monastery of nuns is often associated with prayer for some particular good or supporting the missions of another order by prayer (for instance, the Maryknoll order includes a monastery of cloistered nuns who pray for the work of the missionary priests, brothers and religious sisters; the Sister Disciples of the Divine Master are cloistered nuns who pray in support of the religious sisters of the Daughters of Saint Paul in their media ministry; the Dominican nuns of Corpus Christi Monastery in the Bronx, N.Y., pray in support of the priests of the Archdiocese of New York).


          A nun who is elected to head her monastery is termed an abbess if the monastery is an abbey, a prioress if it is a priory, or more generically may be referred to as the Mother Superior and styled "Reverend Mother". The distinction between abbey and priory has to do with the terms used by a particular order or by the level of independence of the monastery. Technically, a convent is any home of a community of sistersor, indeed, of priests and brothers, though this term is rarely used in the U.S. The term "monastery" is often used by communities within the Benedictine family, and "convent" (when referring to a cloister) is often used of the monasteries of certain other orders.


          


          Distinction between nun and religious sister
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              The Vale of Rest by John Everett Millais, 1858 (Tate Gallery, London).
            

          


          In the Roman Catholic Church, the terms "nun" and "religious sister" have distinct meanings. Women belonging to communities like the Sisters of Charity, or Third Order Franciscans or Dominicans are religious sisters, not nuns. Nuns and sisters are distinguished by the type of vows they take ( solemn vows vs. simple vows) and the focus of their good works. The type of vows that are taken are dependent on the Constitutions and/or rule of each community, which are submitted for approval to the Congregation for Institutes of Consecrated Life and Societies of Apostolic Life, a body of the Roman Curia. The religious community of a nun is referred to as a " religious order" while the religious community of a sister is referred to as an "institute" or " congregation". Hence, all nuns are religious sisters, but not all religious sisters are, properly speaking, nuns.


          
            [image: Nuns at Work in the Cloister, by Henriette Browne.]

            
              Nuns at Work in the Cloister, by Henriette Browne.
            

          


          To be a Roman Catholic nun, one must


          
            	Live in a convent, cloister, or monastery;


            	belong to an order in which the members eventually take the solemn vows; and


            	recite the Liturgy of the Hours or other prayers together with her community.

          


          Nuns are restricted from leaving the cloister, though some may engage in teaching or other vocational work depending on the strictness of enforcement. Visitors are not allowed into the monastery to freely associate with nuns. In essence, the work of a nun is within the confines of her monastery, while the work of a sister is in the greater world. Both sisters and nuns are addressed as "Sister".


          There may be both nuns and sisters within a religious order. For instance, the Poor Clares (sometimes known as "Second Order Franciscans") are cloistered nuns following the Franciscan tradition, while the Sisters of St. Francis are among the many groups of "Third Order Franciscan Regulars" who exist to teach, work in hospitals or with the poor or perform other ministries; there are also groups of cloistered Dominican nuns, and groups of Dominican sisters who are dedicated to teaching or working with the sick.


          


          Anglican Communion


          Anglican religious orders are organizations of laity and/or clergy in the Anglican Communion who live under a common rule. The term "religious orders" must be distinguished from Holy Orders (the sacrament of ordination which bishops, priests, and deacons receive), though many communities do have ordained members.


          The structure and function of religious orders in Anglicanism roughly parallels that which exists in Roman Catholicism. Religious communities are divided into orders proper, in which members take solemn vows and congregations, whose members take simple vows.


          Religious communities throughout England were destroyed by King Henry VIII when he separated the Church of England from the papacy during the English Reformation (see Dissolution of the Monasteries). Monasteries were deprived of their lands and possessions, and monastics were forced to either live a secular life or flee the country.


          With the rise of the Catholic Revival and the Oxford Movement in Anglicanism in the early 1800s came interest in the revival of "religious life" in England. Between 1841 and 1855, several religious orders for nuns were founded, among them the Community of St. Mary at Wantage and the Community of St. Margaret at East Grinstead.


          In the United States and Canada, the founding of Anglican religious orders of nuns began in 1845 with the Sisterhood of the Holy Communion (now defunct) in New York.


          In the Episcopal Church in the United States, there are two recognized types of religious communities, called Religious Orders and Christian Communities. The differences are as follows:


          
            A Religious Order of this Church is a society of Christians (in communion with the See of Canterbury) who voluntarily commit themselves for life, or a term of years, to holding their possessions in common or in trust; to a celibate life in community; and obedience to their Rule and Constitution. (Title III, Canon 24, section 1)

          


          
            A Christian Community of this Church is a society of Christians (in communion with the See of Canterbury) who voluntarily commit themselves for life, or a term of years, in obedience to their Rule and Constitution. (Title III, Canon 24, section 2)

          


          In some Anglican orders, there are Sisters who have been ordained and can celebrate the Eucharist.


          


          Other Christian


          Some churches that are directly descended from the Reformation, such as Lutherans, and some Calvinists continue to have small monastic communities, though these generally play a much smaller role in religious practice than in Roman Catholic or Orthodox churches. Most Protestant monastic communities are not organized into formal orders.
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          All Buddhist traditions have nuns, although their status might be different in the various Buddhist countries. Fully ordained Buddhist nuns ( bhikkhunis) have more Patimokkha-rules than the monks ( bhikkhus). This is due to a greater need of protection of women in a patriarchal environment, in which ordination of women by the Buddha in historical times (500 BC) must be seen as almost revolutionary. The important vows are the same, however.


          There are quite a lot of variation in nuns' dress and social conventions between different Buddhist cultures in Asia.


          Both nuns and monks are highly respected in Buddhist countries. Both groups sometimes perform ceremonies or rituals for lay people. Nuns and monks alike can advance spiritually on the path and then become a Buddhist teacher -- e.g. a 'lama'.


          


          Thailand


          In Thailand, a country which never had a tradition of fully-ordained nuns ( bhikkhuni), there developed a separate order of non-ordained female renunciates called Mae Ji. At the beginning of the 21st century some Buddhist women in Thailand have started to introduce the bhikkhuni sangha in their country as well, even if public acceptance is still lacking . Venerable Dhammananda ( Thai: ธัมมนันทาี), , the former successful academic scholar Dr. Chatsumarn Kabilsingh, established a controversial monastery for the training of Buddhist nuns in Thailand.


          


          Tibet
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              A Taoist nun at Wudang Mountains, China.
            

          


          The August 2007 International Congress on Buddhist Women's Role in the Sangha, with the support of H. H. XIVth Dalai Lama, is expected to reinstate the Gelongma (skt. Bikshuni, tib. Gelongma) lineage, having been lost, in India and Tibet, for centuries. It is currently only possible for women to take Rabjungma ('entering') and Getshlma ('novice') ordinations in Tibetan tradition. Gelongma ordination requires the presence of ten fully ordained people keeping the exact same vows (men's and women's vows differ slightly). Because 10 Gelongmas are required in order to ordain a new Gelongma, the effort to reinstate the Gelongma tradition has taken a long time.


          It is permissible for a Tibetan nun to receive Bikshuni ordination from another living tradition, e.g. in Vietnam. Based on this, Western nuns ordained in Tibetan tradition, like Venerable Thubten Chodron, took full ordination in another tradition, in order to revive 'Gelongma' ordination. The same socio-cultural reasons that make it difficult for women to be nuns will still present challenges to the first Tibetan Gelongmas.


          The ordination of monks and nuns in Tibetan Buddhism distinguishes three stages (rabjung(ma), getshl(ma), and gelong(ma)). The clothes of the nuns in Tibet are basically the same with those of monks, but there are differences between novice and gelong robes.


          


          Fiction and dramatizations featuring nuns


          Nuns play an important role in the public's imagination. The following list, of works with Wikipedia articles where nuns play a major part, ranges from A Time for Miracles which is literally hagiography to realistic accounts by Kathryn Hulme and Monica Baldwin to the blatant nunsploitation of Sacred Flesh. All the works use Catholic nuns save Black Narcissus (Anglicans). All are outsiders' views with the exceptions of Dead Man Walking based on an autobiography by Helen Prejean, Monica Baldwin, and The Nun's Story, based on the book by Kathryn Hulme relating the experiences of lapsed nun Marie-Louise Habets.
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          A nursery school is a school for children between the ages of three and five, staffed by qualified teachers and other professionals who encourage and supervise educational play rather than simply providing childcare. It is generally considered part of early childhood education. In some jurisdictions the provision of nursery school services is on a user pays or limited basis while some governments fund nursery school services.


          


          Names


          Other common names for nursery school are pre-school, playschool, playgroup and nursery. The German word kindergarten is also used in many countries to denote a form of pre-school education. However, in the United States, Canada and some parts of Australia kindergarten is instead the term used to describe the first year of compulsory schooling.


          


          Advantages


          In May of 2007, Slate Magazine published an article discussing the results of a working paper by Nobel Prize winner James Heckman of the University of Chicago and Dimitriy Masterov of the University of Michigan about the social and economics benefits of nursery school, claiming that more investment in children at an earlier age is needed to supplement the role of the family.


          The reasons given include the importance of early years in cognitive development, the trouble many families have in providing adequate early-childhood nurturing, and the advantage such programs give students starting the next step in their education. The study considered a number of early childhood educational pilot programs for at risk children, similar to Head Start, but more intense, such as the Perry Project in Ypsilanti, Michigan.


          Over 40 years of the children's lives, participants showed greater literacy, higher grades, greater likelihood to graduate high school, higher post-high school employment rates, higher earnings, less need for welfare, committed less crime, and had lower rates of teen pregnancy. The rate of returns to the children was estimated to be 16 percent (about 3/4 of this is calculated from the decreased social cost due to lower crime and less prison spending).


          The authors also propose that the return on investment declines with age. This study is significant because it advocates spending as an economic investment in a societies future, rather than in the interest of justice.


          


          United Kingdom


          In the UK, pre-school education in nursery classes or schools is fully funded by the government and is generally available to children aged over three. Pre-school education can be provided by childcare centres, playgroups, nursery schools and nursery classes within primary schools. Private nursery education is also available throughout the UK and varies between structured pre-school education and a service offering child-minding facilities.


          


          England and Wales


          Each child in England and Wales, at the first school term after their third birthday, is entitled to five two and a half hour sessions per week - in some counties this has gone up to 15 hours. This entitlement is funded by the government through the local county council. Pre-schools in England and Wales follow the Early Learning Goals for education produced by the Department for Children, Schools and Families which carries on into their first year of school at the age of four. This year of school is usually called Reception. The Early Learning Goals cover the main areas of education without being subject driven. These areas include


          
            	Personal, social and emotional development


            	Language, literacy and communication


            	Mathematical development


            	Knowledge and understanding of the world


            	Physical development


            	Creative development

          


          


          Scotland


          In Scotland children are entitled to a place in a nursery class when they reach their third birthday. This gives parents the option of two years of funded pre-school education before beginning primary one, the first year of compulsory education. Nursery children who are three years old are referred to as ante-pre-school whilst children who are four years old are termed pre-school. Pre-school education in Scotland is planned around the document "A curriculum framework for children 3 to 5," which identifies learning intentions around the following five areas of development:


          
            	Emotional, Personal and Social Development,


            	Communication and Language,


            	Knowledge and Understanding of the World,


            	Expressive and Aesthetic Development,


            	Physical Development and Movement

          


          Responsibility for the review of care standards in Scottish nurseries rests with the Care Commission.


          


          United States


          In the United States, nursery school is provided in a variety of settings. In general pre-school is meant to develop children through planned programs.


          Pre-school is defined as: "centre-based programs for four-year olds that are fully or partially funded by state education agencies and that are operated in schools or under the direction of state and local education agencies".


          Pre-schools, both private and school sponsored, are available for children aged from three to five. Many of these programs follow similar curriculum as pre-kindergarten.


          


          Head Start program


          The goal of Head Start and Early Head Start is to increase the school readiness of young children in low income families. These programs serve children from birth to age five, pregnant women, and their families. Head Start was started by the Federal Government in 1964 to help meet the needs of disadvantaged pre-school children.


          The office of Economic Opportunity launched Project Head Start as an eight-week summer program in 1965. It was then transferred to the Office of Child Development in the US Department of Health, Education, and Welfare in 1969. Today it is a program within the Administration on Children, Youth and Families in the Department of Health and Human Services. Programs are administered locally by school systems and non-profit organizations.


          
            	Services provided by Head Start

          


          
            	Disabilities - All programs fully include children with disabilities


            	Education - The goal of Head Start is to ensure that those children enrolled in the program are ready to begin school. Activities are geared towards skill and knowledge domains.


            	Family and Community Partnerships - both groups are involved in the operation, governance and evaluation of the program.


            	Health - Health is seen as an important factor in a child's ability to thrive and develop. The program provides screenings to evaluate a child's overall health, regular health check-ups, and good practices in oral health, hygiene, nutrition, personal care, and safety.


            	Program Management and Operations - "focus on delivering high-quality child development services to children from low-income families."
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              	Scientific classification
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                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Chondrichthyes

                  


                  
                    	Subclass:

                    	Elasmobranchii

                  


                  
                    	Order:

                    	Orectolobiformes

                  


                  
                    	Family:

                    	Ginglymostomatidae

                    Gill, 1862
                  

                

              
            


            
              	Genera
            


            
              	
                See text for genera and species.

              
            

          


          

          Nurse sharks are cosmopolitan carpet sharks belonging to the family Ginglymostomatidae. Common in shallow, tropical and subtropical waters of the western Atlantic and eastern Pacific, the family comprises three genera each with one species. They are benthic sharks, characterised as being sluggish and docile. Nurse sharks typically attack humans only if directly threatened.


          The largest species, called simply the nurse shark Ginglymostoma cirratum, may reach a length of 4.3 m; the tawny nurse shark Nebrius ferrugineus is somewhat smaller at 3.2 m, and the short-tailed nurse shark Pseudoginglymostoma brevicaudatum is by far the smallest at just 75 cm in length. The first of the three species may reach a weight of 110 kg. Yellowish to dark brown in colour, nurse sharks have muscular pectoral fins, two spineless dorsal fins (the second of which is smaller) in line with the pelvic and anal fins, and a tail exceeding one quarter the shark's body length.


          The mouths of nurse sharks are most distinctive; it is far ahead of the eyes and before the snout (sub-terminal), an indication of the bottom-dwelling ( benthic) nature of these sharks. Also present on the lower jaw are two fleshy barbels, chemosensory organs which help the nurse sharks find prey hidden in the sediments. Behind each eye is a very small circular opening called a spiracle, part of the shark's respiratory system. The serrated teeth are fan-shaped and independent; like other sharks, the teeth are continually replaced throughout the animal's life.


          Nurse sharks are nocturnal animals, spending the day in large inactive groups of up to 40 individuals. Hidden under submerged ledges or in crevices within the reef, the nurse sharks seem to prefer specific haunts and will return to them every day. By night, the sharks are largely solitary; they spend most of their time rifling through the bottom sediments in search of food. Their diet consists primarily of crustaceans, molluscs, tunicates, and other fish, particularly stingrays.


          Nurse sharks are thought to take advantage of dormant fish which would otherwise be too fast for the sharks to catch; although their small mouths limit the size of prey items, the sharks have large throat cavities which are used as a sort of bellows valve. In this way nurse sharks are able to suck in their prey. Nurse sharks are also known to graze algae and coral.


          The mating season runs from late June to the end of July. Most nurse sharks are ovoviviparous, meaning the eggs develop and hatch within the body of the female, where the hatchlings develop further until live birth occurs. The gestation period is six months, with a typical litter of 30-40 pups. The mating cycle is biennial, as it takes 18 months for the female's ovaries to produce another batch of eggs. The young nurse sharks are born fully developed at about 30 cm long in Ginglymostoma cirratum. They possess a spotted coloration which fades with age.


          The name nurse shark is thought to be a corruption of nusse, a name which once referred to the catsharks of the family Scyliorhinidae. The nurse shark family name, Ginglymostomatidae, derives from the Greek: from gynglimos meaning "hinge" and stoma meaning "mouth".


          


          Genera and species


          
            	Genus Ginglymostoma

              
                	Nurse shark, Ginglymostoma cirratum Bonnaterre, 1788

              

            


            	Genus Nebrius

              
                	Tawny nurse shark, Nebrius ferrugineus Lesson, 1831

              

            


            	Genus Pseudoginglymostoma (proposed family Pseudoginglymostomatidae)

              
                	Short-tail nurse shark, Pseudoginglymostoma brevicaudatum Gnther, 1867
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          Nut is a general term for the large, dry, oily seeds or fruit of some plants. While a wide variety of dried seeds and fruits are called nuts, only a certain number of them are considered by biologists to be true nuts. Nuts are an important source of nutrients for both humans and wildlife.


          All nuts are seeds, but not all seeds are nuts. Nuts are both the seed and the fruit, and cannot be separated. Seeds come from fruit, and can be removed from the fruit, like almonds, cashews and pistachios, which were once inside fruit.


          


          Botanical definition


          A nut in botany is a simple dry fruit with one seed (rarely two) in which the ovary wall becomes very hard (stony or woody) at maturity, and where the seed remains unattached or unfused with the ovary wall. Most nuts come from the pistils with inferior ovaries (see flower) and all are indehiscent (not opening at maturity). True nuts are produced, for example, by some plant families of the order Fagales.


          
            	Order Fagales

          


          
            	Family Juglandaceae

              
                	Walnut, butternut ( Juglans)


                	Hickory, Pecan (Carya)


                	Wingnut (Pterocarya)

              

            


            	Family Fagaceae

              
                	Chestnut (Castanea)


                	Beech (Fagus)


                	Oak (Quercus)


                	Stone-oak, Tanoak (Lithocarpus)

              

            


            	Family Betulaceae

              
                	Alder (Alnus)


                	Birch (Betula)


                	Hazel, Filbert (Corylus)


                	Hornbeam

              

            

          


          


          Culinary definition and uses
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              Korean Pine nuts  unshelled, and shell, above; shelled, below
            

          


          A nut in cuisine is a much less restrictive category than a nut in botany, as the term is applied to many seeds that are not botanically true nuts. Any large, oily kernel found within a shell and used in food may be regarded as a nut. Because nuts generally have a high oil content, they are a highly prized food and energy source. A large number of seeds are edible by humans and used in cooking, eaten raw, sprouted, or roasted as a snack food, or pressed for oil that is used in cookery and cosmetics. Nuts (or seeds generally) are also a significant source of nutrition for wildlife. This is particularly true in temperate climates where animals such as jays and squirrels store acorns and other nuts during the autumn to keep them from starving during the late autumn, all of winter, and early spring.


          Nuts, including both tree nuts and peanuts, are among the most common food allergens.


          Some fruits and seeds that are nuts in the culinary sense but not in the botanical sense:


          
            	Almonds and Walnuts are the edible seeds of drupe fruits  the leathery "flesh" is removed at harvest.


            	Brazil nut is the seed from a capsule.


            	Candlenut (used for oil) is a seed.


            	Cashew nut is a seed.


            	Coconut is a dry, fibrous drupe.


            	Gevuinanut


            	Horse-chestnut is an inedible capsule.


            	Macadamia nut is a creamy white kernel ( Macadamia integrifolia).


            	Malabar chestnut


            	Mongongo


            	Peanut is a legume and a seed.


            	Pine nut is the seed of several species of pine ( coniferous trees).


            	Pistachio nut is the seed of a thin-shelled drupe.


            	Lychee is a member of the soapberry family, in which its berrylike fruits can be eaten fresh or sundried as nuts.

          


          See also: List of edible seeds


          


          Nutritional benefits
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              A graph detailing the nutritional properties of nuts and oily seeds.
            

          


          Several epidemiological studies have revealed that people who consume nuts regularly are less likely to suffer from coronary heart disease. Recent clinical trials have found that consumption of various nuts such as almonds and walnuts can lower serum LDL cholesterol concentrations. Although nuts contain various substances thought to possess cardioprotective effects, scientists believe that their fatty acid profile is at least in part responsible for the hypolipidemic response observed in clinical trials.


          In addition to possessing cardioprotective effects, nuts generally have a very low glycemic index (GI). Consequently, dietitians frequently recommend nuts be included in diets prescribed for patients with insulin resistance problems such as diabetes mellitus type 2.


          One study found that people who eat nuts live two to three years longer than those who do not. However, this may be because people who eat nuts tend to eat less junk food.


          


          Other uses


          The "nut" of horse-chestnut trees (Aesculus species, especially Aesculus hippocastanum), is also known as a conker in some areas (mainly the British Isles). Conkers are inedible, due to the presence of the toxic glucoside aesculin, but are collected and used in an children's game, known as conkers, in which a nut is threaded onto a strong cord and then each child attempts to break their opponent's conker by hitting it with their own. A related species, Aesculus californica, was formerly eaten by the Native Americans of California in times of famine. It must be leached to remove the toxic constituents before eating.
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              	Scientific classification
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                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Passeriformes

                  


                  
                    	Suborder:

                    	Passeri

                  


                  
                    	Family:

                    	Sittidae

                    Lesson, 1828
                  


                  
                    	Genus:

                    	Sitta

                    Linnaeus, 1758
                  

                

              
            


            
              	Species
            


            
              	
                see table

              
            

          


          The nuthatches are a family, Sittidae, of generally very similar small passerine birds found throughout the Northern hemisphere.


          Most nuthatches are woodland birds, although a few species have adapted to rocky habitats. They have the unusual ability to climb down trees head first, unlike species such as woodpeckers which can only go upwards.


          Nuthatches have big heads, short tails and powerful bills and feet. Their shape is distinctive, and all species are recognizable as nuthatches if one has been seen.


          They are generally omnivorous, eating mostly insects, nuts and seeds. Most are resident, but the Red-breasted Nuthatch migrates from the north of its range.


          Nests are in holes or crevices. In some species the size of the hole is reduced by the building of a mud wall. The Eurasian Nuthatch includes in its song repertoire a single high pitched note that it repeats often from a high vantage point.


          This group gets its name from the habit of the Eurasian Nuthatch of wedging a nut in a crevice in a tree, and then hacking at it with its strong bill.


          


          Taxonomy


          The nuthatches are all placed in the single genus Sitta (Linnaeus, 1758), the genus name being derived from Greek sitte, "nuthatch". Their nearest relative relative is the Wallcreeper, Tichodroma muraria, which in the past was sometimes considered to be the only representative of the subfamily Tichodromadinae of the nuthatch family, Sittidae, with the "true" nuthatches constituting the subfamily Sittinae; it is more usual now for the Wallcreeper to be separated in its own family, Tichodromadidae.


          Species boundaries may be difficult to define; the North American Red-breasted Nuthatch, Corsican Nuthatch and Chinese Nuthatch have breeding ranges separated by thousands of kilometres, but are similar in habitat, appearance and song. They were formerly often considered to be one species, but are now invariably split as three. Together with Kruper's and Algerian Nuthatch, they form a superspecies, the members of which all excavate their own nests as well as showing resemblances in plumage and vocalisations.


          The Eurasian, Chestnut-vented, Kashmir and Chestnut-bellied Nuthatches form a superspecies replacing each other in various parts of Asia. They have been regarded as anything from one to four species, with the latter being the current view. However, a recent proposed further split is that of Chestnut-bellied Nuthatch into the Indian Nuthatch Sitta castanea, found south of the Ganges, and Chestnut-bellied Nuthatch sensu strictu, S. cinnamoventris of the Himalayas.


          A 2006 review of Asian nuthatches suggested that there are still unresolved problems in nuthatch taxonomy. Proposals include raising the white-breasted northern subspecies of Eurasian Nuthatch, S. (e.) artica to full species status, and splitting the genus Sitta. The latter suggestion would move the red- and yellow-billed south Asian species ( Velvet-fronted, Yellow-billed and Sulphur-billed Nuthatches) to a new genus, create a third genus for Blue Nuthatch, and possibly a fourth for Beautiful Nuthatch.


          The species diversity for this family reaches is greatest in southern Asia, where about 15 species occur, but it has representatives across much of the Northern Hemisphere. The currently recognised nuthatch species are tabulated below.


          



          
            
              	Species in taxonomic order
            


            
              	Common name

              	Binomial

              	Range

              	Image
            


            
              	Eurasian Nuthatch

              	Sitta europaea

              	Temperate Eurasia

              	[image: ]
            


            
              	Chestnut-vented Nuthatch

              	Sitta nagaensis

              	NE India east to NW Thailand

              	[image: ]
            


            
              	Kashmir Nuthatch

              	Sitta cashmirensis

              	E Afghanistan to W Nepal

              	
            


            
              	Chestnut-bellied Nuthatch

              	Sitta castanea

              	Four races found in the foothills of the Himalayas from NE India to W Yunnan and Thailand have been proposed as a separate species from the nominate form which breeds in N and C India.

              	[image: ]
            


            
              	White-tailed Nuthatch

              	Sitta himalayensis

              	Himalayas from NE India to SW China, locally east to Vietnam

              	[image: ]
            


            
              	White-browed Nuthatch

              	Sitta victoriae

              	Endemic to Burma.

              	
            


            
              	Pygmy Nuthatch

              	Sitta pygmaea

              	W North America from British Columbia to SW Mexico

              	[image: ]
            


            
              	Brown-headed Nuthatch

              	Sitta pusilla

              	SE US, Bahamas

              	[image: ]
            


            
              	Corsican Nuthatch

              	Sitta whiteheadi

              	Endemic to Corsica

              	
            


            
              	Algerian Nuthatch

              	Sitta ledanti

              	Endemic to NE Algeria

              	
            


            
              	Krper's Nuthatch

              	Sitta krueperi

              	Turkey, Georgia, Russia and on the Greek island of Lesvos.

              	[image: ]
            


            
              	Snowy-browed Nuthatch or Chinese Nuthatch

              	Sitta villosa

              	China, North Korea, and South Korea

              	
            


            
              	Yunnan Nuthatch

              	Sitta yunnanensis

              	Endemic to SW China

              	
            


            
              	Red-breasted Nuthatch

              	Sitta canadensis

              	W and N temperate North America, winters across much of the US and southern Canada

              	[image: ]
            


            
              	White-cheeked Nuthatch

              	Sitta leucopsis

              	E Afghanistan to W Nepal, W China

              	[image: ]
            


            
              	White-breasted Nuthatch

              	Sitta carolinensis

              	North America from S Canada to Mexico

              	[image: ]
            


            
              	Western Rock Nuthatch

              	Sitta neumayer

              	The Balkans east through Greece and Turkey to Iran

              	[image: ]
            


            
              	Eastern Rock Nuthatch

              	Sitta tephronota

              	N Iraq, W Iran east through Central Asia

              	[image: ]
            


            
              	Velvet-fronted Nuthatch

              	Sitta frontalis

              	India and Sri Lanka through Southeast Asia to Indonesia

              	[image: ]
            


            
              	Yellow-billed Nuthatch

              	Sitta solangiae

              	Vietnam and Hainan Island, China

              	
            


            
              	Sulphur-billed Nuthatch

              	Sitta oenochlamys

              	Endemic to the Philippines

              	
            


            
              	Blue Nuthatch

              	Sitta azurea

              	Malaysia, Sumatra and Java

              	
            


            
              	Giant Nuthatch

              	Sitta magna

              	China, Burma, and Thailand.

              	
            


            
              	Beautiful Nuthatch

              	Sitta formosa

              	NE India, Burma locally in S China and northern SE Asia

              	[image: ]
            

          


          


          Description


          The Nuthatches are compact birds with a sturdy, long, straight and pointed bill. They have short legs with strong toes and long claws, short wings, and short square 12-feathered tails. The back is typically blue-grey (violet-blue in some east Asian species) and the underparts are white variably tinted with buff, orange, rufous or lilac. The head bears a long black eye stripe, and sometimes a white supercilium or dark cap. The sexes are similar, but differ in the underpart colouration, especially on the rear flanks and under the tail. Juveniles and first-year birds are very similar to adults, and may be impossible to age.


          Nuthatches range in size from the Giant Nuthatch, 195mm (7.75in) long and weighing 3647g (1.31.6oz) to the Brown-headed Nuthatch 105mm (4in) long and weighing 10.2g (0.36oz), but all are immediately recognisable as members of the same family.


          Nuthatches are typically very vocal, with an assortment of whistles, trills and calls, but their songs tend to be simple, and often identical to the calls.


          


          Distribution and habitat
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          Representatives of the nuthatch family occur in suitable habitat in most of North America and Europe, and through Asia down to the Wallace Line. The group has a toehold in North Africa through the the endemic Algerian Nuthatch in a small area of north-east Algeria, and a population of the Eurasian Treecreeper subspecies S. e. hispaniensis in the mountains of Morocco. Most species are resident year-round, the only significant migrant being the Red-breasted Nuthatch, which winters widely across North America, deserting the northernmost parts of its breeding range in Canada. It has occurred as vagrant to Bermuda, Iceland and England.


          Most nuthatches are woodland birds, the preferred tree types varying from species to species, although the majority of nuthatches are found in conifer or other evergreen forests. The strength of the association varies from Corsican Nuthatch's close link with Corsican Pine to the catholic habitat choice of the Eurasian Nuthatch, which prefers deciduous or mixed woods, but breeds in coniferous forests in the north of its extensive range. Two species are not strongly tied to woodland; as their names imply the two rock nuthatches breed on rocky slopes or cliffs, although both will move into wooded areas when not breeding.


          Nuthatches typically prefer a fairly temperate climate, and most of the species breeding in the more southerly regions of the northern hemisphere are found in highland habitats. Those that breed further north may be lowland birds in the north of their range, but associated with mountains further south. Thus, the Eurasian Nuthatch, which breed within the 16-27oC isotherm, is found only between 1,750 and 1,850 m (5,7006,100 ft) altitude in Morocco. The only member of the family for which the preferred habitat is tropical lowland forests is the Velvet-fronted Nuthatch.


          


          Behaviour


          


          Breeding


          


          Nuthatches are monogamous and pair for life. They nest in cavities, normally tree holes except in the case of the two rock nuthatches, and make a simple cup with softer materials to receive the eggs, which are white eggs with coloured (usually red or yellow) markings. The clutch size varies, with northern species tending to lay more eggs. The eggs are incubated by the female alone or both sexes for between 12 and 18 days, with another 2127 days until the young can fly. Both sexes feed the young, and in the two small American species, Brown-headed and Pygmy, young males from the previous year also assist with feeding.


          The five species in the Red-breasted Nuthatch superspecies excavate their own tree holes whereas other species use natural holes or old woodpecker nests. Several species reduce the size of the entrance to the nest hole and seal up cracks with mud. Two American nuthatches have other nest defences. The Red-breasted Nuthatch daubs sticky conifer resin globules around the entrance to its nest hole, the male applying the resin outside, and the female inside. It is thought that resin may deter predators or competitors. The resident birds avoid the resin by diving straight through the hole. White-breasted Nuthatches smear blister beetles around the entrance to the nest. It has been hypothesised that the unpleasant smell from the crushed insects deters squirrels, the chief competitor for natural tree cavities.
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          Western Rock Nuthatch builds an elaborate flask-shaped nest from mud, dung and hair or feathers in a rock crevice, cave, under an overhang on a cliff or on a building. and may push decorative items into crevices and cracks near the entrance to the nest. Its eastern counterpart also heavily plasters the entrance to a cavity, which will be enlarged by the pair if necessary.


          Predators of nuthatches are those typical of small woodland birds including accipiters, owls, squirrels and woodpeckers. For those few species for which the data is available, the average lifespan in the wild is between 2 and 3.5 years, although ages of up to 10 years have been recorded. The Eurasian Nuthatch has an adult annual survival rate of 53%.


          Cold can be a problem for non-migratory small birds, and several species will form communal roosts in winter. 170 Pygmy Nuthatches have been recorded in a single roost, and this species also engages in controlled hypothermia, lowering its body temperature while roosting to reduce its metabolic rate and conserve energy.


          


          Feeding
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          Nuthatches typically forage on tree trunks and branches, but unlike woodpeckers and treecreepers they do not use their tails as additional support against the trunk, instead relying on their strong legs and feet to progress. They are able descend head-first and hang upside down beneath twigs and branches. the rock nuthatches are similar in their behaviour, but forage on rock faces and sometimes buildings. When breeding, a pair will feed within its territory, but will readily join mixed-species feeding flocks at other times.


          Insects and other invertebrates are a major part of the diet, especially during the breeding season, when the diet may be almost exclusively live prey, but most species also eat seeds at least during the winter months when invertebrates are less readily available. An unusual example of tool use by a bird is the Brown-headed Nuthatch's utilisation of a piece of tree bark as a lever to pry up other bark flakes to look for food. It may carry the bark tool from tree to tree, or to cover a seed cache. As far as is known, all nuthatches store food, usually seeds, but the rock nuthatches will also wedge snails into suitable crevices for consumption in times of need.


          Bigger food items, such as large insects, acorns or seeds may be wedged into cracks and hacked with the birds strong bill, this of course being the behaviour which gives this group its name.


          


          Status
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          Some nuthatches, like the Eurasian Nuthatch and the North American species, have large populations and extensive geographical ranges, and present few conservation problems. In contrast, some of the more restricted species face severe pressures. The endangered White-browed Nuthatch is known only from the Mount Victoria area of Burma, where forest up to 2,000m (6,560ft) has been almost totally cleared and habitat between 2,0002,500m (6,5608200ft) has been heavily degraded. The population of a few thousand birds is decreasing, and no conservation measures are in place..


          The Algerian Nuthatch occurs only at four known sites in Algeria, and it is possible that the total population does not exceed 1,000 birds. Fire, grazing by livestock, disturbance and erosion have reduced the quality of the habitat, despite it being in a national park.


          Deforestation has also caused population declines for the vulnerable Yunnan Nuthatch and Yellow-billed Nuthatch. The former species has a preference for open pine woodland, and is better able to cope with tree felling, but although still locally common, it has been lost from several of the areas in which it was recorded in the early 20th century. The threat to Yellow-billed is particularly acute on Hainan, where more than 70% of the woodland has been lost in 50 years. Shifting cultivation and use of wood for charcoal-making or fuel are intensifying after Chinese government re-settlement programmes.


          A threat of a different kind faces Krueper's Nuthatch in Turkey, where urbanisation and development for tourism are placing considerable pressure on mature coniferous forest, particularly in the coastal areas where the species was once numerous. A law for the promotion of tourism came into force in Turkey in 2003, further exacerbating the threat from habitat loss.
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                  	Myristica argentea
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          The nutmegs Myristica are a genus of evergreen trees indigenous to tropical southeast Asia and Australasia. They are important for two spices derived from the fruit, nutmeg and mace.


          Nutmeg is the actual seed of the tree, roughly egg-shaped and about 20 mm to 30 mm (1 inch) long and 15 mm to 18 mm ( inch) wide, and weighing between 5 g and 10 g ( ounce and  ounce) dried, while mace is the dried "lacy" reddish covering or arillus of the seed.


          Several other commercial products are also produced from the trees, including essential oils, extracted oleoresins, and nutmeg butter (see below).


          The outer surface of the nutmeg bruises easily.


          The pericarp (fruit/pod) is used in Grenada to make a jam called "Morne Delice". In Indonesia, the fruit is sliced finely, cooked and crystallised to make a fragrant candy called manisan pala ("nutmeg sweets").


          The most important species commercially is the Common or Fragrant Nutmeg Myristica fragrans, native to the Banda Islands of Indonesia; it is also grown in the Caribbean, especially in Grenada. Other species include Papuan Nutmeg M. argentea from New Guinea, and Bombay Nutmeg M. malabarica from India; both are used as adulterants of M. fragrans products.


          


          Culinary uses


          Nutmeg and mace have similar taste qualities, nutmeg having a slightly sweeter and mace a more delicate flavour. Mace is often preferred in light-coloured dishes for the bright orange, saffron-like colour it imparts. Nutmeg is a flavorful addition to cheese sauces and is best grated fresh (see nutmeg grater).


          In Indian cuisine, nutmeg powder is used almost exclusively in sweet dishes. It is known as Jaiphal in most parts of India and as Javitri and Jathi seed in Kerala. It may also be used in small quantities in garam masala. Ground nutmeg is also smoked in India.


          In Middle Eastern cuisine, nutmeg powder is often used as a spice for savoury dishes. In Arabic, nutmeg is called Jawzt at-Tiyb.


          In Greece and Cyprus nutmeg is called moschokarydo (Greek: "nut that smells nice") and is used in cooking and savoury dishes.


          In European cuisine, nutmeg and mace are used especially in potato dishes and in processed meat products; they are also used in soups, sauces and baked goods. In Dutch cuisine nutmeg is quite popular, it is added to vegetables like Brussels sprouts, cauliflower and string beans.


          Japanese varieties of curry powder include nutmeg as an ingredient.


          A Norwegian bun called kavring includes nutmeg.


          Nutmeg is a traditional ingredient in mulled cider, mulled wine, and eggnog.


          


          Essential oils
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          The essential oil is obtained by the steam distillation of ground nutmeg and is used heavily in the perfumery and pharmaceutical industries. The oil is colourless or light yellow, and smells and tastes of nutmeg. It contains numerous components of interest to the oleochemical industry, and is used as a natural food flavouring in baked goods, syrups, beverages, and sweets. It replaces ground nutmeg as it leaves no particles in the food. The essential oil is also used in the cosmetic and pharmaceutical industries, for instance, in toothpaste, and as a major ingredient in some cough syrups. In traditional medicine nutmeg and nutmeg oil were used for illnesses related to the nervous and digestive systems. Externally, the oil is used for rheumatic pain and, like clove oil, can be applied as an emergency treatment to dull toothache. Drops are put on a cotton swab, and applied to the gums around an aching tooth until dental treatment can be obtained. In France, it is given in drop doses in honey for digestive upsets and used for bad breath. Drops are put on a sugar lump or in a teaspoon of honey for nausea, gastroenteritis, chronic diarrhea, and indigestion. Alternatively, a massage oil can be created by diluting the essential oil in almond oil. This is sometimes used for muscular pains associated with rheumatism or overexertion. It is also combined with thyme or rosemary essential oils. It should be noted that these are folk remedies. Nutmeg when ingested can be fatal and when applied to the skin it can be an irritant.


          


          Nutmeg butter


          Nutmeg butter is obtained from the nut by expression. It is semi-solid, reddish brown in colour, and tastes and smells of nutmeg. Approximately 75% (by weight) of nutmeg butter is trimyristin, which can be turned into myristic acid, a 14-carbon fatty acid which can be used as a replacement for cocoa butter, can be mixed with other fats like cottonseed oil or palm oil, and has applications as an industrial lubricant.


          


          History


          There is some evidence that Roman priests may have burned nutmeg as a form of incense, although this is disputed. It is known to have been used as a prized and costly spice in medieval cuisine. Saint Theodore the Studite ( ca. 758  ca. 826) was famous for allowing his monks to sprinkle nutmeg on their pease pudding when required to eat it. In Elizabethan times it was believed that nutmeg could ward off the plague, so nutmeg was very popular. Nutmeg was traded by Arabs during the Middle Ages in the profitable Indian Ocean trade.


          In the late 15th century, Portugal started trading in the Indian Ocean, including the trade of nutmeg, under the Treaty of Tordesillas with Spain and a separate treaty with the sultan of Ternate. But full control of this trade was not possible and they remained largely participants, rather than overlords since the authority Ternate held over the nutmeg-growing centre of the Banda Islands was quite limited. Therefore, the Portuguese failed to gain a foothold in the islands themselves.


          The trade in nutmeg later became dominated by the Dutch in the 17th century. The British and Dutch engaged in prolonged struggles to gain control of Run island, then the only source of nutmeg. At the end of the Second Anglo-Dutch War the Dutch gained control of Run in exchange for the British controlling New Amsterdam (New York) in North America.


          The Dutch managed to establish control over the Banda Islands after an extended military campaign that culminated in the massacre or expulsion of most of the islands' inhabitants in 1621. Thereafter, the Banda Islands were run as a series of plantation estates, with the Dutch mounting annual expeditions in local war-vessels to extirpate nutmeg trees planted elsewhere.


          As a result of the Dutch interregnum during the Napoleonic Wars, the English took temporary control of the Banda Islands from the Dutch and transplanted nutmeg trees to their own colonial holdings elsewhere, notably Zanzibar and Grenada. Today, a stylised split-open nutmeg fruit is found on the national flag of Grenada.


          Connecticut gets its nickname ("the Nutmeg State", " Nutmegger") from the legend that some unscrupulous Connecticut traders would whittle "nutmeg" out of wood, creating a "wooden nutmeg" (a term which came to mean any fraud) .
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          World production
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          World production of nutmeg is estimated to average between 10,000 and 12,000 tonnes per year with annual world demand estimated at 9,000 tonnes; production of mace is estimated at 1,500 to 2,000 tonnes. Indonesia and Grenada dominate production and exports of both products with a world market share of 75% and 20% respectively. Other producers include India, Malaysia, Papua New Guinea, Sri Lanka and Caribbean islands such as St. Vincent. The principal import markets are the European Community, the United States, Japan and India. Singapore and the Netherlands are major re-exporters.


          At one time, nutmeg was one of the most valuable spices. It has been said that in England, several hundred years ago, a few nutmeg nuts could be sold for enough money to enable financial independence for life.


          The first harvest of nutmeg trees takes place 79 years after planting and the trees reach their full potential after 20 years.


          


          Risks and toxicity


          In low doses, nutmeg produces no noticeable physiological or neurological response. Large doses of 60 g (~12 teaspoons) or more are dangerous, potentially inducing convulsions, palpitations, nausea, eventual dehydration, and generalized body pain In amounts of 10-40 g (~4-8 teaspoons) it is a mild to medium hallucinogen, producing visual distortions and a mild euphoria. Nutmeg contains myristicin, a weak monoamine oxidase inhibitor.


          A test was carried out on the substance that showed that, when ingested in large amounts, nutmeg takes on a similar chemical make-up to MDMA (ecstasy)" MDMA".. However, use of nutmeg as a recreational drug is unpopular due to its unpleasant taste and its side effects, including dizziness, flushes, dry mouth, accelerated heartbeat, temporary constipation, difficulty in urination, nausea, and panic. A user will not experience a peak until approximately six hours after ingestion, and effects can linger for up to three days afterwards.


          A risk in any large-quantity (over 25 g, ~5 teaspoons) ingestion of nutmeg is the onset of 'nutmeg poisoning', an acute psychiatric disorder marked by thought disorder, a sense of impending doom/death, and agitation. Some cases have resulted in hospitalization.


          Fatalities occur with lower doses with children. An 8-year-old boy who consumed just two nutmegs fell into a coma, only to die 20 hours later.


          


          Toxicity during pregnancy


          Nutmeg was once considered an abortifacient, but may be safe for culinary use during pregnancy. However, it inhibits prostaglandin production and contains hallucinogens that may affect the fetus if consumed in large quantities.
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          A nutrient is food or chemicals that an organism needs to live and grow or a substance used in an organism's metabolism which must be taken in from its environment. Non-autotrophic organisms typically acquire nutrients by the ingestion of foods. Methods for nutrient intake vary, with animals and protists having an internal digestive system, but plants externally digesting nutrients before ingesting them. The effects of nutrients are dose-dependent.


          Organic nutrients include carbohydrates, fats, proteins (or their building blocks, amino acids), and vitamins. Inorganic chemical compounds such as minerals; water and oxygen may also be considered nutrients. A nutrient is essential to an organism if it cannot be synthesized by the organism in sufficient quantities and must be obtained from an external source. Nutrients needed in relatively large quantities are called macronutrients and those needed in relatively small quantities are called micronutrients.


          See healthy diet for more information on the role of nutrients in human nutrition.


          


          Types of nutrient


          Macronutrients are defined in several different ways.


          
            	The chemical elements humans consume in the largest quantities are carbon, hydrogen, nitrogen, oxygen, phosphorus, and sulfur.


            	The classes of chemical compounds humans consume in the largest quantities and which provide bulk energy are carbohydrates, proteins, and fats. Water and atmospheric oxygen also must be consumed in large quantities, but are not always considered "food" or "nutrients".


            	Calcium, salt (sodium and chloride), magnesium, and potassium (along with phosphorus and sulfur) are sometimes added to the list of macronutrients because they are required in relatively large quantities compared to other vitamins and minerals. They are sometimes referred to as the macrominerals.

          


          The remaining vitamins, minerals, or elements, are called micronutrients because they are required in relatively small quantities.


          


          Substances that provide energy


          
            	Carbohydrates are compounds made up of sugars. Carbohydrates are classified by their number of sugar units: monosaccharides (such as glucose and fructose), disaccharides (such as sucrose and lactose), oligosaccharides, and polysaccharides (such as starch, glycogen, and cellulose).


            	Proteins are organic compounds that consists of the amino acids joined by peptide bonds. The body cannot manufacture some of the amino acids (termed essential amino acids); the diet must supply these. In nutrition, proteins are broken down through digestion by proteases back into free amino acids.


            	Fats consist of a glycerin molecule with three fatty acids attached. Fatty acids are unbranched hydrocarbon chains, connected by single bonds alone ( saturated fatty acids) or by both double and single bonds ( unsaturated fatty acids). Fats are needed to keep cell membranes functioning properly, to insulate body organs against shock, to keep body temperature stable, and to maintain healthy skin and hair. The body does not manufacture certain fatty acids (termed essential fatty acids) and the diet must supply these.

          


          Fat has an energy content of 9 kcal/g (~37.7 kJ/g); proteins and carbohydrates 4 kcal/g (~16.7 kJ/g). Ethanol (grain alcohol) has an energy content of 7 kcal/g (~29.3 kJ/g).


          


          Substances that support metabolism


          
            	Dietary minerals are generally trace elements, salts, or ions such as copper and iron. Some of these minerals are essential to human metabolism.


            	Vitamins are organic compounds essential to the body. They usually act as coenzymes or cofactors for various proteins in the body.


            	Water is an essential nutrient and is the solvent in which all the chemical reactions of life take place.

          


          


          Nutrients and plants
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          The chemical elements consumed in the greatest quantities by plants are carbon, hydrogen, and oxygen. These are present in the environment in the form of water and carbon dioxide; energy is provided by sunlight. Nitrogen, phosphorus, potassium, and sulfur are also needed in relatively large quantities. Together, these are the elemental macronutrients for plants, often represented by the acronym CHNOPS. Usually they are sourced from inorganic (e.g. carbon dioxide, water, nitrate, phosphate, sulfate) or organic (e.g. carbohydrates, lipids, proteins) compounds, although elemental diatomic molecules of nitrogen and (especially) oxygen are often used.


          Other chemical elements are also necessary to carry out various life processes and build structures; see fertilizer and micronutrient for more information.


          Some of these are considered macronutrients in certain organisms. The acronym C. HOPKiN'S CaFe Mg (to be used as C. Hopkins coffee mug) is used by some students to remember the list as: Carbon, Hydrogen, Oxygen, Phosphorus, Potassium (K), Nitrogen, Sulfur, Calcium, Iron (Fe), and Magnesium (Mg). Silicon, chloride, sodium, copper, zinc, and molybdenum are sometimes also included, but are in other cases considered micronutrients.


          Oversupply of plant nutrients in the environment can cause excessive plant and algae growth. Eutrophication, as this process is called, may cause imblances in population numbers and other nutrients that can be harmful to certain species. For example, an algal bloom can deplete the oxygen available for fish to breathe. Causes include water pollution from sewage or runoff from farms (carrying excess agricultural fertilizer). Nitrogen and phosphorus are most commonly the limiting factor in growth, and thus the most likely to trigger eutrophication when introduced artificially.


          


          Essential and non-essential nutrients


          Nutrients are frequently categorized as essential or nonessential. Essential nutrients are unable to be synthesized internally (either at all, or in sufficient quantities), and so must be consumed by an organism from its environment.


          For humans, these include essential fatty acids, essential amino acids, vitamins, and certain dietary minerals. Oxygen and water are also essential for human survival, but are generally not considered "food" when consumed in isolation.


          Humans can derive energy from a wide variety of fats, carbohydrates, proteins, and ethanol, and can synthesize other needed amnio acids from the essential nutrients.


          Non-essential nutrients can still have a significant impact on health, whether beneficial or toxic. For example, most dietary fibre is not absorbed by the human digestive tract, but is important in digestion and absorption of otherwise harmful substances. Interest has recently increased in phytochemicals, which include many non-essential nutrients which may have health benefits.
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          Nutrition (also called nourishment or aliment) is the provision, to cells and organisms, of the materials necessary (in the form of food) to support life. Many common health problems can be prevented or alleviated with good nutrition.


          The diet of an organism refers to what it eats. Dietitians are health professionals who specialize in human nutrition, meal planning, economics, preparation, and so on. They are trained to provide safe, evidence-based dietary advice and management to individuals (in health and disease), as well as to institutions.


          Poor diet can have an injurious impact on health, causing deficiency diseases such as scurvy, beriberi, and kwashiorkor; health-threatening conditions like obesity and metabolic syndrome, and such common chronic systemic diseases as cardiovascular disease, diabetes, and osteoporosis.


          


          Overview


          Nutritional science investigates the metabolic and physiological responses of the body to diet. With advances in the fields of molecular biology, biochemistry, and genetics, the study of nutrition is increasingly concerned with metabolism and metabolic pathways, the sequences of biochemical steps through which the many substances of living things change from one form to another.


          The human body contains chemical compounds, such as water, carbohydrates (sugar, starch, and fibre), amino acids (in proteins), fatty acids (in lipids), and nucleic acids (DNA/ RNA). These compounds, in turn, consist of elements such as carbon, hydrogen, oxygen, nitrogen, phosphorus, calcium, iron, zinc, magnesium, manganese, and so on. All of these chemical compounds and elements occur in various forms and combinations (e.g. hormones/vitamins, phospholipids, hydroxyapatite), both in the human body and in organisms (e.g. plants, animals) that humans eat.


          The human body consists of elements and compounds ingested, digested, absorbed, and circulated through the bloodstream. Except in the unborn fetus, it is the digestive system which carries out the first steps in feeding the cells of the body. In a typical adult, about seven liters of digestive juices enter the lumen of the digestive tract. They break chemical bonds in ingested molecules and modulate their conformations and energy states. Though some molecules are absorbed into the bloodstream unchanged, digestive processes release them from the matrix of foods in which they occur. Unabsorbed matter is secreted in the feces.


          Studies of nutritional status must take into account the state of the body before and after experiments, as well as the chemical composition of the diet and the products of excretion. Comparing the food to the waste can help determine the specific compounds and elements absorbed in the body. Their effects may only be discernible after an extended period of time, during which all food and waste must be analyzed. The number of variables involved in such experiments is high, making nutritional studies time-consuming and expensive, which explains why the science of human nutrition is still slowly evolving.


          In general, eating a wide variety of fresh, whole (unprocessed), foods has proven favourable compared to monotonous diets based on processed foods. In particular, the consumption of whole plant foods slows digestion and provides higher amounts, and a more favourable balance, of essential nutrients per Calorie, resulting in better management of cell growth, maintenance, and mitosis (cell division), as well as better regulation of appetite and blood sugar. Regularly scheduled meals (every few hours) have also proven more wholesome than infrequent, haphazard ones.


          


          Nutrients


          There are seven major classes of nutrients: carbohydrates (saccharides), fats (triglycerides), fibre (cellulose), minerals, proteins, vitamins, and water.


          These nutrient classes can be generally grouped into the categories of macronutrients (needed in relatively large amounts), and micronutrients (needed in smaller quantities). The macronutrients are carbohydrates, fats, fibre, proteins and water. The other nutrient classes are micronutrients.


          The macronutrients (excluding fibre and water) provide energy, which is measured in kilocalories, often called "Calories" and written with a capital C to distinguish them from small calories. Carbohydrates and proteins provide four (4) Calories of energy per gram, while fats provide nine (9) Calories per gram. Vitamins, minerals, fibre, and water do not provide energy, but are necessary for other reasons.


          Molecules of carbohydrates and fats consist of carbon, hydrogen, and oxygen atoms. Carbohydrates may be simple monomers (glucose, fructose, galactose), or large polymers polysaccharides (starch). Fats are triglycerides, made of various fatty acid monomers bound to glycerol. Some fatty acids are essential, but not all. Protein molecules contain nitrogen atoms in addition to the elements of carbohydrates and fats. The nitrogen-containing monomers of protein, called amino acids, fulfill many roles other than energy metabolism, and when they are used as fuel, getting rid of the nitrogen places a burden on the kidneys. Similar to fatty acids, certain amino acids are essential.


          Other micronutrients not categorized above include antioxidants and phytochemicals.


          Most foods contain a mix of some or all of the nutrient classes. Some nutrients are required on a regular basis, while others are needed less frequently. Poor health can be caused by an imbalance of nutrients, whether an excess or a deficiency.


          


          Carbohydrates


          Calories/gram: 4
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          Carbohydrates may be classified as monosaccharides, disaccharides, or polysaccharides by the number of monomer (sugar) units they contain. They are found in foods as rice, noodles and other grain-based products, potatoes, ... Monosaccharides contain 1 sugar unit, disaccharides contain 2, and polysaccharides contain 3 or more. Polysaccharides are often referred to as complex carbohydrates because they are long chains of sugar units, whereas monosaccharides and disaccharides are simple carbohydrates. The difference is important to nutritionists because complex carbohydrates take longer to metabolize since their sugar units are processed one-by-one off the ends of the chains. Simple carbohydrates are metabolized quickly and thus raise blood sugar levels more quickly resulting in rapid increases in blood insulin levels compared to complex carbohydrates.


          


          Fat


          Calories/gram: 9


          Fats are composed of fatty acids (long carbon/hydrogen chains) bonded to a glycerol. Certain fatty acids are essential. Fats may be classified as saturated or unsaturated. Saturated fats have all of their carbon atoms bonded to hydrogen atoms, whereas unsaturated fats have some of their carbon atoms double-bonded in place of a hydrogen atom. Unsaturated fats are generally healthier than saturated fat. Saturated fat is typically solid at room temperature (such as butter), while unsaturated fat is a liquid (such as olive oil). Unsaturated fats may be further classified as monounsaturated (one double-bond) or polyunsaturated (many double-bonds). Trans fats are saturated fats which are typically created from unsaturated fat by adding the extra hydrogen atoms in a process called hydrogenation (also called hydrogenated fat). They are very rare in nature and are the least healthy type of fat.


          


          Essential fatty acids


          Most fatty acids are non-essential, meaning the body can produce them as needed, however, at least two fatty acids are essential and must be consumed in the diet. An appropriate balance of essential fatty acids - omega-3 and omega-6 fatty acids - has been discovered to be important for maintaining health. Both of these unique "omega" long-chain polyunsaturated fatty acids are substrates for a class of eicosanoids known as prostaglandins which function as hormones. The omega-3 eicosapentaenoic acid (EPA) (which can be made in the body from the omega-3 essential fatty acid alpha-linolenic acid (LNA), or taken in through marine food sources), serves as building block for series 3 prostaglandins (e.g. weakly- inflammation PGE3). The omega-6 dihomo-gamma-linolenic acid (DGLA) serves as building block for series 1 prostaglandins (e.g. anti-inflammatory PGE1), whereas arachidonic acid (AA) serves as building block for series 2 prostaglandins (e.g. pro-inflammatory PGE 2). Both DGLA and AA are made from the omega-6 linoleic acid (LA) in the body, or can be taken in directly through food. An appropriately balanced intake of omega-3 and omega-6 partly determines the relative production of different prostaglandins, which partly explains the importance of omega-3/omega-6 balance for cardiovascular health. In industrialised societies, people generally consume large amounts of processed vegetable oils that have reduced amounts of essential fatty acids along with an excessive amount of omega-6 relative to omega-3.


          The rate of conversions of omega-6 DGLA to AA largely determines the production of the respective prostaglandins PGE1 and PGE2. Omega-3 EPA prevents AA from being released from membranes, thereby skewing prostaglandin balance away from pro-inflammatory PGE2 made from AA toward anti-inflammatory PGE1 made from DGLA. Moreover, the conversion (desaturation) of DGLA to AA is controlled by the enzyme delta-5-desaturase, which in turn is controlled by hormones such as insulin (up-regulation) and glucagon (down-regulation). Because different types and amounts of food eaten/absorbed affect insulin, glucagon and other hormones to varying degrees, not only the amount of omega-3 versus omega-6 eaten but also the general composition of the diet therefore determine health implications in relation to essential fatty acids, inflammation (e.g. immune function) and mitosis (i.e. cell division).


          Good sources of essential fatty acids include: fish, flax seeds, hemp seeds, soy beans, pumpkin seeds, sunflower seeds, and walnuts.


          


          Fibre


          Calories/gram: 0


          Dietary fibre consists mainly of cellulose, a large carbohydrate polymer, that is indigestible because humans do not have enzymes to digest it. Whole grains, fruits (especially plums, prunes, and figs), and vegetables are rich in dietary fibre. It provides bulk to the intestinal contents and stimulates peristalsis (rhythmic muscular contractions passing along the digestive tract). Consequently, a lack of dietary fibre in the diet leads to constipation (failure to pass motions).


          


          Protein


          Calories/gram: 4
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          Protein is composed of amino acids, that are the body's structural (muscles, skin, hair etc.) materials. The body requires amino acids to produce new body protein (protein retention) and to replace damaged proteins (maintenance) that are lost in the urine. In animals, amino acid requirements are classified in terms of essential (an animal cannot produce them) and non-essential (the animal can produce them from other nitrogen containing compounds) amino acids. Consuming a diet that contains adequate amounts of essential (but also non-essential) amino acids is particularly important for growing animals, who have a particularly high requirement. Dietary sources of protein include meats, tofu and other soy-products, eggs, grains, legumes, and dairy products such as milk and cheese. Proteins can be converted into carbohydrates through a process called gluconeogenesis.


          


          Minerals


          Calories/gram: 0


          Dietary minerals are the chemical elements required by living organisms, other than the four elements carbon, hydrogen, nitrogen, and oxygen which are present in common organic molecules. The term "mineral" is archaic, since the intent of the definition is to describe ions, not chemical compounds or actual minerals. Some dietitians recommend that these heavier elements should be supplied by ingesting specific foods (that are enriched in the element(s) of interest), compounds, and sometimes including even minerals, such as calcium carbonate. Sometimes these "minerals" come from natural sources such as ground oyster shells. Sometimes minerals are added to the diet separately from food, such as mineral supplements, the most famous being iodine in " iodized salt".


          


          Macrominerals


          A variety of elements are required to support the biochemical processes, many play a role as electrolytes or in a structural role. In human nutrition, the dietary bulk "mineral elements" ( RDA > 200 mg/day) are in alphabetical order (parenthetical comments on folk medicine perspective):


          
            	Calcium (for muscle and digestive system health, builds bone, neutralizes acidity, clears toxins, helps blood stream)


            	Chloride


            	Magnesium required for processing ATP and related reactions (health, builds bone, causes strong peristalsis, increases flexibility, increases alkalinity)


            	Phosphorus required component of bones (see apatite) and energy processing and many other functions (bone mineralization)


            	Potassium required electrolyte (heart and nerves health)


            	Sodium electrolyte


            	Sulfur for three essential amino acids and many proteins and cofactors (skin, hair, nails, liver, and pancreas health)

          


          


          Trace minerals


          A variety of elements are required in trace amounts, unusually because they play a role in catalysis in enzymes. Some trace mineral elements (RDA < 200 mg/day) are (alphabetical order):


          
            	Cobalt required for biosynthesis of vitamin B12 family of coenzymes


            	Copper required component of many redox enzymes, including cytochrome c oxidase


            	Chromium required for sugar metabolism


            	Iodine required for the biosynthesis of thyroxin


            	Iron required for many proteins and enzymes, notably hemoglobin


            	Manganese (processing of oxygen)


            	Molybdenum required for xanthine oxidase and related oxidases


            	Nickel present in urease


            	Selenium required for peroxidase (antioxidant proteins)


            	Vanadium (There is no established RDA for vanadium. No specific biochemical function has been identified for it in humans, although vanadium is found in lower organisms.)


            	Zinc required for several enzymes such as carboxypeptidase, liver alcohol dehydrogenase, carbonic anhydrase. Zinc is pervasive.

          


          Iodine is required in larger quantities than the other trace minerals in this list and is sometimes classified with the bulk minerals. Sodium is not generally found in dietary supplements, despite being needed in large quantities, because the ion is very common in food.


          


          Vitamins


          Calories/gram: 0


          Mineral and/or vitamin deficiency or excess may yield symptoms of diminishing health such as goitre, scurvy, osteoporosis, weak immune system, disorders of cell metabolism, certain forms of cancer, symptoms of premature aging, and poor psychological health (including eating disorders), among many others.


          As of 2005, twelve vitamins and about the same number of minerals are recognized as "essential nutrients", meaning that they must be consumed and absorbedor, in the case of vitamin D, alternatively synthesized via UVB radiationto prevent deficiency symptoms and death. Certain vitamin-like substances found in foods, such as carnitine, have also been found essential to survival and health, but these are not strictly "essential" to eat because the body can produce them from other compounds. Moreover, thousands of different phytochemicals have recently been discovered in food (particularly in fresh vegetables), which have many known and yet to be explored properties including antioxidant activity (see below). Other essential nutrients include essential amino acids, choline and the essential fatty acids.


          


          Water
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          Calories/gram: 0


          About 70% of the non-fat mass of the human body is made of water. To function properly, the body requires between one and seven liters of water per day to avoid dehydration; the precise amount depends on the level of activity, temperature, humidity, and other factors. With physical exertion and heat exposure, water loss will increase and daily fluid needs may increase as well.


          It is not clear how much water intake is needed by healthy people, although some experts assert that 810 glasses of water (approximately 2 liters) daily is the minimum to maintain proper hydration. The notion that a person should consume eight glasses of water per day cannot be traced back to a scientific source. The effect of water on weight loss and constipation is also still unknown. Original recommendation for water intake in 1945 by the Food and Nutrition Board of the National Research Council read: "An ordinary standard for diverse persons is 1 milliliter for each calorie of food. Most of this quantity is contained in prepared foods." The latest dietary reference intake report by the United States National Research Council in general recommended (including food sources): 2.7 liters of water total for women and 3.7 liters for men. Specifically, pregnant and breastfeeding women need additional fluids to stay hydrated. According to the Institute of Medicinewho recommend that, on average, women consume 2.2 litres and men 3.0 litresthis is recommended to be 2.4 litres (approx. 9 cups) for pregnant women and 3 litres (approx. 12.5 cups) for breastfeeding women since an especially large amount of fluid is lost during nursing.


          For those who have healthy kidneys, it is rather difficult to drink too much water, but (especially in warm humid weather and while exercising) it is dangerous to drink too little. People can drink far more water than necessary while exercising, however, putting them at risk of water intoxication, which can be fatal.


          Normally, about 20 percent of water intake comes from food, while the rest comes from drinking water and beverages (caffeinated included). Water is excreted from the body in multiple forms; through urine and feces, through sweating, and by exhalation of water vapor in the breath.


          


          Other nutrients


          Calories/gram: 0


          Other micronutrients include antioxidants and phytochemicals. These substances are generally more recent discoveries which: have not yet been recognized as vitamins; are still under investigation; or contribute to health but are not necessary for life. Phytochemicals may act as antioxidants, but not all phytochemicals are antioxidants.


          


          Antioxidants


          Antioxidants are a recent discovery. As cellular metabolism/energy production requires oxygen, potentially damaging (e.g. mutation causing) compounds known as radical oxygen species or free radicals form as a result. For normal cellular maintenance, growth, and division, these free radicals must be sufficiently neutralized by antioxidant compounds, some produced by the body with adequate precursors ( glutathione, Vitamin C in most animals) and those that the body cannot produce may only be obtained through the diet through direct sources (Vitamin C in humans, Vitamin A, Vitamin K) or produced by the body from other compounds ( Beta-carotene converted to Vitamin A by the body, Vitamin D synthesized from cholesterol by sunlight). Phytochemicals (Section Below) and their subgroup polyphenols comprise of the majority of antioxidants, some 4,000 known, and therefore there is much overlap. Different antioxidants are now known to function in a cooperative network, e.g. vitamin C can reactivate free radical-containing glutathione or vitamin E by accepting the free radical itself, and so on. Some antioxidants are more effective than others at neutralizing different free radicals. Some cannot neutralize certain free radicals. Some cannot be present in certain areas of free radical development (Vitamin A is fat-soluble and protects fat areas, Vitamin C is water soluble and protects those areas). When interacting with a free radical, some antioxidants produce a different free radical compound that is less dangerous or more dangerous than the previous compound. Having a variety of antioxidants allows any byproducts to be safely dealt with by more efficient antioxidants in neutralizing a free radical's butterfly effect.


          


          Phytochemicals
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          A growing area of interest is the effect upon human health of trace chemicals, collectively called phytochemicals. These nutrients are typically found in edible plants, especially colorful fruits and vegetables, but also other organisms including seafood, algae, and fungi. The effects of phytochemicals increasingly survive rigorous testing by prominent health organizations. One of the principal classes of phytochemicals are polyphenol antioxidants, chemicals which are known to provide certain health benefits to the cardiovascular system and immune system. These chemicals are known to down-regulate the formation of reactive oxygen species, key chemicals in cardiovascular disease.


          Perhaps the most rigorously tested phytochemical is zeaxanthin, a yellow-pigmented carotenoid present in many yellow and orange fruits and vegetables. Repeated studies have shown a strong correlation between ingestion of zeaxanthin and the prevention and treatment of age-related macular degeneration (AMD). Less rigorous studies have proposed a correlation between zeaxanthin intake and cataracts. A second carotenoid, lutein, has also been shown to lower the risk of contracting AMD. Both compounds have been observed to collect in the retina when ingested orally, and they serve to protect the rods and cones against the destructive effects of light.


          Another caretenoid, beta- cryptoxanthin, appears to protect against chronic joint inflammatory diseases, such as arthritis. While the association between serum blood levels of beta-cryptoxanthin and substantially decreased joint disease has been established, neither a convincing mechanism for such protection nor a cause-and-effect have been rigorously studied. Similarly, a red phytochemical, lycopene, has substantial credible evidence of negative association with development of prostate cancer.


          The correlations between the ingestion of some phytochemicals and the prevention of disease are, in some cases, enormous in magnitude.


          Even when the evidence is obtained, translating it to practical dietary advice can be difficult and counter-intuitive. Lutein, for example, occurs in many yellow and orange fruits and vegetables and protects the eyes against various diseases. However, it does not protect the eye nearly as well as zeaxanthin, and the presence of lutein in the retina will prevent zeaxanthin uptake. Additionally, evidence has shown that the lutein present in egg yolk is more readily absorbed than the lutein from vegetable sources, possibly because of fat solubility. At the most basic level, the question "should you eat eggs?" is complex to the point of dismay, including misperceptions about the health effects of cholesterol in egg yolk, and its saturated fat content.


          As another example, lycopene is prevalent in tomatoes (and actually is the chemical that gives tomatoes their red colour). It is more highly concentrated, however, in processed tomato products such as commercial pasta sauce, or tomato soup, than in fresh "healthy" tomatoes. Yet, such sauces tend to have high amounts of salt, sugar, other substances a person may wish or even need to avoid.


          The following table presents phytochemical groups and common sources, arranged by family:



          
            
              	Family

              	Sources

              	Possible Benefits
            


            
              	flavonoids

              	berries, herbs, vegetables, wine, grapes, tea

              	general antioxidant, oxidation of LDLs, prevention of arteriosclerosis and heart disease
            


            
              	isoflavones ( phytoestrogens)

              	soy, red clover, kudzu root

              	general antioxidant, prevention of arteriosclerosis and heart disease, easing symptoms of menopause, cancer prevention
            


            
              	isothiocyanates

              	cruciferous vegetables

              	cancer prevention
            


            
              	monoterpenes

              	citrus peels, essential oils, herbs, spices, green plants, atmosphere

              	cancer prevention, treating gallstones
            


            
              	organosulfur compounds

              	chives, garlic, onions

              	cancer prevention, lowered LDLs, assistance to the immune system
            


            
              	saponins

              	beans, cereals, herbs

              	
                Hypercholesterolemia, Hyperglycemia, Antioxidant, cancer prevention,

                Anti-inflammatory

              
            


            
              	capsaicinoids

              	all capiscum (chile) peppers

              	topical pain relief, cancer prevention, cancer cell apoptosis
            

          


          


          Intestinal bacterial flora


          It is now also known that the human digestion system contains a population of a range of bacteria and yeast such as Bacteroides, L. acidophilus and E. coli which are essential to digestion, and which are also affected by the food we eat. Bacteria in the gut fulfill a host of important functions for humans, including breaking down and aiding in the absorption of otherwise indigestible food; stimulating cell growth; repressing the growth of harmful bacteria, training the immune system to respond only to pathogens; and defending against some diseases.


          


          Balanced diet


          Balanced diet is a diet which consists of all the nutrients in a required proportion with water and roughage.


          


          Junk food


          Junk food is a slang name for food items containing limited nutritional value. It includes food high in salts, fats, sugar, and calories, and low nutrient content.


          


          Sports nutrition


          


          Protein


          The protein requirements of athletes, once the source of great controversy, has settled into a current consensus. Sedentary people and recreational athletes have similar protein requirements, about 1 gram of protein per kilogram of body mass. These needs are easily met by a balanced diet containing about 70 grams of protein for a 70 kg (150 pound) man or 60 grams of protein for a 60 kg (130 pound) woman.


          People who exercise at greater intensity, and especially those whose activity grows muscle bulk, have significantly higher protein requirements. According to Clinical Sports Nutrition (see footnote above), active athletes playing power sports (such as football), those engaged in muscle-development training, and elite endurance athletes, all require approximately 2 grams of protein per day per kilogram of body weight, roughly double that of a sedentary persons. Older athletes seeking primarily to maintain developed muscle mass require 2 to 3 g per day per kg.


          Protein intake in excess of that required to build muscle (and other) tissue is broken-down by gluconeogenesis to be used as energy.


          


          Water and salts


          Maintaining hydration during periods of physical exertion is key to good performance. While drinking too much water during activities can lead to physical discomfort, dehydration in excess of 2% of body mass (by weight) markedly hinders athletic performance. It is recommended that an athlete drink about 400-600 mL 2-3 hours before activity, during exercise he or she should drink 150-350mL every 15 to 20 minutes and after exercise that he or she replace sweat loss by drinking 450-675 mL for every 0.5 kg body weight loss during activity. Some studies have shown that an athlete that drinks before they feel thirsty stays cooler and performs better than one who drinks on thirst cues, although recent studies of such races as the Boston Marathon have indicated that this recommendation can lead to the problem of overhydration. Additional carbohydrates and protein before, during, and after exercise increase time to exhaustion as well as speed recovery. Dosage is based on work performed, lean body mass, and environmental factors, especially ambient temperature and humidity.


          


          Carbohydrates


          The main fuel used by the body during exercise is carbohydrates, which is stored in muscle as glycogen- a form of sugar. During exercise, muscle glycogen reserves can be used up, especially when activities last longer than 90 min. When glycogen is not present in muscles, the muscle cells perform anaerobic respiration producing lactic acid, which is responsible for fatigue and burning sensation, and post exercise stiffness in muscles. Because the amount of glycogen stored in the body is limited, it is important for athletes to replace glycogen by consuming a diet high in carbohydrates. Meeting energy needs can help improve performance during the sport, as well as improve overall strength and endurance.

          There are different kinds of carbohydrates--simple or refined, and unrefined. A typical American consumes about 50% of their carbohydrates as simple sugars, which are added to foods as opposed to sugars that come naturally in fruits and vegetables. These simple sugars come in large amounts in sodas and fast food. Over the course of a year, the average American consumes 54 gallons of soft drinks, which contain the highest amount of added sugars. Even though carbohydrates are necessary for humans to function, they are not all equally healthful. When machinery has been used to remove bits of high fibre, the carbohydrates are refined. These are the carbohydrates found in white bread and fast food.


          


          Longevity


          


          Whole plant food diet


          Heart disease, cancer, obesity, and diabetes are commonly called "Western" diseases because these maladies were once rarely seen in developing countries. One study in China found some regions had essentially no cancer or heart disease, while in other areas they reflected "up to a 100-fold increase" coincident with diets that were found to be entirely plant-based to heavily animal-based, respectively. In contrast, diseases of affluence like cancer and heart disease are common throughout the United States. Adjusted for age and exercise, large regional clusters of people in China rarely suffered from these "Western" diseases possibly because their diets are rich in vegetables, fruits and whole grains.


          The United Healthcare/Pacificare nutrition guideline recommends a whole plant food diet, and recommends using protein only as a condiment with meals. A National Geographic cover article from November, 2005, entitled The Secrets of Living Longer, also recommends a whole plant food diet. The article is a lifestyle survey of three populations, Sardinians, Okinawans, and Adventists, who generally display longevity and "suffer a fraction of the diseases that commonly kill people in other parts of the developed world, and enjoy more healthy years of life. In sum, they offer three sets of 'best practices' to emulate. The rest is up to you." In common with all three groups is to "Eat fruits, vegetables, and whole grains."


          The National Geographic article noted that an NIH funded study of 34,000 Seventh-day Adventists between 1976 and 1988 "...found that the Adventists' habit of consuming beans, soy milk, tomatoes, and other fruits lowered their risk of developing certain cancers. It also suggested that eating whole grain bread, drinking five glasses of water a day, and, most surprisingly, consuming four servings of nuts a week reduced their risk of heart disease."


          


          The French "paradox"


          It has been discovered that people living in France live longer. Even though they consume more saturated fats than Americans, the rate of heart disease is lower in France than in North America. A number of explanations have been suggested:


          
            	Reduced consumption of processed carbohydrate and other junk foods;


            	Ethnic genetic differences allowing the body to be harmed less by fats;


            	Regular consumption of red wine; or


            	Living in the South requires the body to produce less heat, allowing a slower, and therefore healthier, metabolic rate.


            	More active lifestyles involving plenty of daily exercise, especially walking; the French are much less dependent on cars than Americans are.


            	Higher consumption of artificially produced trans-fats by Americans, which has been shown to have greater lipoprotein impacts per gram than saturated fat.

          


          However, a growing number of French health researchers doubt the theory that the French are healthier than other populations. Statistics collected by the WHO from 1990-2000 show that the incidence of heart disease in France may have been underestimated and in fact be similar to that of neighboring countries.


          


          Malnutrition


          Malnutrition refers to insufficient, excessive, or imbalanced consumption of nutrients. In developed countries, the diseases of malnutrition are most often associated with nutritional imbalances or excessive consumption. Although there are more people in the world who are malnurished due to excessive consumption, according to the United Nations World Health Organization, the real challenge in developing nations today, more than starvation, is combating insufficient nutrition  the lack of nutrients necessary for the growth and maintenance of vital functions.


          


          Illnesses caused by improper nutrient consumption


          
            
              	NUTRIENTS

              	DEFICIENCY

              	EXCESS
            


            
              	Calories

              	Starvation

              	Obesity, diabetes mellitus, Cardiovascular disease
            


            
              	Simple carbohydrates

              	Marasmus, starvation

              	diabetes mellitus
            


            
              	Complex carbohydrates

              	Marasmus, starvation

              	Obesity
            


            
              	Saturated fat / trans fat

              	none

              	Cardiovascular disease,
            


            
              	Unsaturated fat

              	Rabbit starvation

              	Obesity
            


            
              	Cholesterol

              	none

              	Cardiovascular disease
            


            
              	Protein

              	Marasmus

              	Ketoacidosis, Rabbit starvation, kidney disease
            


            
              	Sodium

              	hyponatremia

              	Hypernatremia, hypertension
            


            
              	Iron

              	Anaemia

              	Hepatitis C, cirrhosis, heart disease
            


            
              	Iodine

              	Goiter, hypothyroidism

              	Iodine Toxicity (goiter, hypothyroidism)
            


            
              	Vitamin A

              	Xerophthalmia and Night Blindness

              	Hypervitaminosis A (cirrhosis, hair loss, birth defects)
            


            
              	Vitamin B1

              	Beri-Beri

              	
            


            
              	Vitamin B2

              	Cracking of skin and Corneal Unclearation

              	
            


            
              	Niacin

              	Pellagra

              	dyspepsia, cardiac arrhythmias, birth defects
            


            
              	Vitamin B12

              	Pernicious Anaemia

              	
            


            
              	Vitamin C

              	Scurvy

              	
            


            
              	Vitamin D

              	Rickets

              	Hypervitaminosis D (dehydration, vomiting, constipation)
            


            
              	Vitamin E

              	

              	Hypervitaminosis E (anticoagulant: excessive bleeding)
            


            
              	Vitamin K

              	Hemorrhage

              	
            

          


          


          Mental agility


          Research indicates that improving the awareness of nutritious meal choices and establishing long-term habits of healthy eating has a positive effect on a cognitive and spatial memory capacity, potentially increasing a student's potential to process and retain academic information.


          Some organizations have begun working with teachers, policymakers, and managed foodservice contractors to mandate improved nutritional content and increased nutritional resources in school cafeterias from primary to university level institutions. Health and nutrition have been proven to have close links with overall educational success (Behrman, 1996). Currently less than 10% of American college students report that they eat the recommended five servings of fruit and vegetables daily. Better nutrition has been shown to have an impact on both cognitive and spatial memory performance; a study showed those with higher blood sugar levels performed better on certain memory tests. In another study, those who consumed yogurt performed better on thinking tasks when compared to those who consumed caffeine free diet soda or confections. Nutritional deficiencies have been shown to have a negative effect on learning behaviour in mice as far back as 1951.


          
            	"Better learning performance is associated with diet induced effects on learning and memory ability".

          


          The "nutrition-learning nexus" demonstrates the correlation between diet and learning and has application in a higher education setting.


          
            	"We find that better nourished children perform significantly better in school, partly because they enter school earlier and thus have more time to learn but mostly because of greater learning productivity per year of schooling."

          


          
            	91% of college students feel that they are in good health while only 7% eat their recommended daily allowance of fruits and vegetables.

          


          
            	Nutritional education is an effective and workable model in a higher education setting.

          


          
            	More "engaged" learning models that encompass nutrition is an idea that is picking up steam at all levels of the learning cycle.

          


          There is limited research available that directly links a student's Grade Point Average (G.P.A.) to their overall nutritional health. Additional substantive data is needed to prove beyond a shadow of a doubt that overall intellectual health is closely linked to a person's diet, rather than just another correlation fallacy.


          


          Mental disorders


          Nutritional supplement treatment may be appropriate for major depression, bipolar disorder, schizophrenia, and obsessive compulsive disorder, the four most common mental disorders in developed countries.


          


          Cancer


          Cancer is now common in developing countries. According a study by the International Agency for Research on Cancer, "In the developing world, cancers of the liver, stomach and esophagus were more common, often linked to consumption of carcinogenic preserved foods, such as smoked or salted food, and parasitic infections that attack organs." Lung cancer rates are rising rapidly in poorer nations because of increased use of tobacco. Developed countries "tended to have cancers linked to affluence or a 'Western lifestyle'  cancers of the colon, rectum, breast and prostate  that can be caused by obesity, lack of exercise, diet and age."


          


          Metabolic syndrome


          Several lines of evidence indicate lifestyle-induced hyperinsulinemia and reduced insulin function (i.e. insulin resistance) as a decisive factor in many disease states. For example, hyperinsulinemia and insulin resistance are strongly linked to chronic inflammation, which in turn is strongly linked to a variety of adverse developments such as arterial microinjuries and clot formation (i.e. heart disease) and exaggerated cell division (i.e. cancer). Hyperinsulinemia and insulin resistance (the so-called metabolic syndrome) are characterized by a combination of abdominal obesity, elevated blood sugar, elevated blood pressure, elevated blood triglycerides, and reduced HDL cholesterol. The negative impact of hyperinsulinemia on prostaglandin PGE1/PGE2 balance may be significant.


          The state of obesity clearly contributes to insulin resistance, which in turn can cause type 2 diabetes. Virtually all obese and most type 2 diabetic individuals have marked insulin resistance. Although the association between overweight and insulin resistance is clear, the exact (likely multifarious) causes of insulin resistance remain less clear. Importantly, it has been demonstrated that appropriate exercise, more regular food intake and reducing glycemic load (see below) all can reverse insulin resistance in overweight individuals (and thereby lower blood sugar levels in those who have type 2 diabetes).


          Obesity can unfavourably alter hormonal and metabolic status via resistance to the hormone leptin, and a vicious cycle may occur in which insulin/leptin resistance and obesity aggravate one another. The vicious cycle is putatively fuelled by continuously high insulin/leptin stimulation and fat storage, as a result of high intake of strongly insulin/leptin stimulating foods and energy. Both insulin and leptin normally function as satiety signals to the hypothalamus in the brain; however, insulin/leptin resistance may reduce this signal and therefore allow continued overfeeding despite large body fat stores. In addition, reduced leptin signalling to the brain may reduce leptin's normal effect to maintain an appropriately high metabolic rate.


          There is a debate about how and to what extent different dietary factors such as intake of processed carbohydrates, total protein, fat, and carbohydrate intake, intake of saturated and trans fatty acids, and low intake of vitamins/mineralscontribute to the development of insulin and leptin resistance. In any case, analogous to the way modern man-made pollution may potentially overwhelm the environment's ability to maintain homeostasis, the recent explosive introduction of high glycemic index and processed foods into the human diet may potentially overwhelm the body's ability to maintain homeostasis and health (as evidenced by the metabolic syndrome epidemic).


          


          Hyponatremia


          Excess water intake, without replenishment of sodium and potassium salts, leads to hyponatremia, which can further lead to water intoxication at more dangerous levels. A well-publicized case occurred in 2007, when Jennifer Strange died while participating in a water-drinking contest. More usually, the condition occurs in long-distance endurance events (such as marathon or triathlon competition and training) and causes gradual mental dulling, headache, drowsiness, weakness, and confusion; extreme cases may result in coma, convulsions, and death. The primary damage comes from swelling of the brain, caused by increased osmosis as blood salinity decreases. Effective fluid replacement techniques include Water aid stations during running/cycling races, trainers providing water during team games such as Soccer and devices such as Camel Baks which can provide water for a person without making it too hard to drink the water.


          


          Processed foods


          Since the Industrial Revolution some two hundred years ago, the food processing industry has invented many technologies that both help keep foods fresh longer and alter the fresh state of food as they appear in nature. Cooling is the primary technology used to maintain freshness, whereas many more technologies have been invented to allow foods to last longer without becoming spoiled. These latter technologies include pasteurisation, autoclavation, drying, salting, and separation of various components, and all appear to alter the original nutritional contents of food. Pasteurisation and autoclavation (heating techniques) have no doubt improved the safety of many common foods, preventing epidemics of bacterial infection. But some of the (new) food processing technologies undoubtedly have downfalls as well.


          Modern separation techniques such as milling, centrifugation, and pressing have enabled upconcentration of particular components of food, yielding flour, oils, juices and so on, and even separate fatty acids, amino acids, vitamins, and minerals. Inevitably, such large scale upconcentration changes the nutritional content of food, saving certain nutrients while removing others. Heating techniques may also reduce food's content of many heat-labile nutrients such as certain vitamins and phytochemicals, and possibly other yet to be discovered substances. Because of reduced nutritional value, processed foods are often 'enriched' or 'fortified' with some of the most critical nutrients (usually certain vitamins) that were lost during processing. Nonetheless, processed foods tend to have an inferior nutritional profile compared to whole, fresh foods, regarding content of both sugar and high GI starches, potassium/sodium, vitamins, fibre, and of intact, unoxidized (essential) fatty acids. In addition, processed foods often contain potentially harmful substances such as oxidized fats and trans fatty acids.


          A dramatic example of the effect of food processing on a population's health is the history of epidemics of beri-beri in people subsisting on polished rice. Removing the outer layer of rice by polishing it removes with it the essential vitamin thiamine, causing beri-beri. Another example is the development of scurvy among infants in the late 1800s in the United States. It turned out that the vast majority of sufferers were being fed milk that had been heat-treated (as suggested by Pasteur) to control bacterial disease. Pasteurisation was effective against bacteria, but it destroyed the vitamin C.


          As mentioned, lifestyle- and obesity-related diseases are becoming increasingly prevalent all around the world. There is little doubt that the increasingly widespread application of some modern food processing technologies has contributed to this development. The food processing industry is a major part of modern economy, and as such it is influential in political decisions (e.g. nutritional recommendations, agricultural subsidising). In any known profit-driven economy, health considerations are hardly a priority; effective production of cheap foods with a long shelf-life is more the trend. In general, whole, fresh foods have a relatively short shelf-life and are less profitable to produce and sell than are more processed foods. Thus the consumer is left with the choice between more expensive but nutritionally superior whole, fresh foods, and cheap, usually nutritionally inferior processed foods. Because processed foods are often cheaper, more convenient (in both purchasing, storage, and preparation), and more available, the consumption of nutritionally inferior foods has been increasing throughout the world along with many nutrition-related health complications.


          


          Advice and guidance


          


          Governmental policies
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          In the US, " dietitians". are registered (RD) or licensed (LD) with the Commission for Dietetic Registration and the American Dietetic Association, and are only able to use the title "dietitian," as described by the business and professions codes of each respective state, when they have met specific educational and experiential prerequisites and passed a national registration or licensure examination, respectively. In California, registered dietitions must abide by the " Business and Professions Code of Section 2585-2586.8".Anyone may call themselves a nutritionist, including unqualified personnel, as this term is unregulated. Some states, such as the State of Florida, have begun to include the title "nutritionist" in state licensure requirements. Most governments provide guidance on nutrition, and some also impose mandatory disclosure/labeling requirements for processed food manufacturers and restaurants to assist consumers in complying with such guidance.


          In the US, nutritional standards and recommendations are currently controlled by the US Department of Agriculture. Dietary and exercise guidelines from the USDA are presented in the concept of a food pyramid, which superseded the Four Food Groups. The Senate committee currently responsible for oversight of the USDA is the Agriculture, Nutrition and Forestry Committee. Committee hearings are often televised on C-SPAN as seen here.


          The U.S. Department of Health and Human Services provides a sample week-long menu which fulfills the nutritional recommendations of the government.


          Canada's Food Guide is another governmental recommendation.


          


          Teaching


          Nutrition is taught in schools in many countries. In England and Wales the Personal and Social Education and Food Technology curricula include nutrition, stressing the importance of a balanced diet and teaching how to read nutrition labels on packaging.


          


          History


          Humans have evolved as omnivorous hunter-gatherers over the past 250,000 years. The diet of early modern humans varied significantly depending on location and climate. The diet in the tropics tended to be based more heavily on plant foods, while the diet at higher latitudes tended more towards animal products. Analysis of postcranial and cranial remains of humans and animals from the Neolithic, along with detailed bone modification studies have shown that cannibalism was also prevalent among prehistoric humans.


          Agriculture developed about 10,000 years ago in multiple locations throughout the world, providing grains such as wheat, rice, and maize, with staples such as bread and pasta. Farming also provided milk and dairy products, and sharply increased the availability of meats and the diversity of vegetables. The importance of food purity was recognized when bulk storage led to infestation and contamination risks. Cooking developed as an often ritualistic activity, due to efficiency and reliability concerns requiring adherence to strict recipes and procedures, and in response to demands for food purity and consistency.


          


          Antiquity through 1900


          
            	The first recorded nutritional experiment is found in the Bible's Book of Daniel. Daniel and his friends were captured by the king of Babylon during an invasion of Israel. Selected as court servants, they were to share in the king's fine foods and wine. But they objected, preferring vegetables ( pulses) and water in accordance with their Jewish dietary restrictions. The king's chief steward reluctantly agreed to a trial. Daniel and his friends received their diet for 10 days and were then compared to the king's men. Appearing healthier, they were allowed to continue with their diet.


            	c. 475 BC: Anaxagoras states that food is absorbed by the human body and therefore contained "homeomerics" (generative components), thereby deducing the existence of nutrients.


            	c. 400 BC: Hippocrates says, "Let food be your medicine and medicine be your food."


            	1500s: Scientist and artist Leonardo da Vinci compared metabolism to a burning candle.


            	1747: Dr. James Lind, a physician in the British navy, performed the first scientific nutrition experiment, discovering that lime juice saved sailors who had been at sea for years from scurvy, a deadly and painful bleeding disorder. The discovery was ignored for forty years, after which British sailors became known as "limeys." The essential vitamin C within lime juice would not be identified by scientists until the 1930s.


            	1770: Antoine Lavoisier, the "Father of Nutrition and Chemistry" discovered the details of metabolism, demonstrating that the oxidation of food is the source of body heat.


            	1790: George Fordyce recognized calcium as necessary for fowl survival.


            	Early 1800s: The elements carbon, nitrogen, hydrogen and oxygen were recognized as the primary components of food, and methods to measure their proportions were developed.


            	1816: Franois Magendie discovers that dogs fed only carbohydrates and fat lost their body protein and died in a few weeks, but dogs also fed protein survived, identifying protein as an essential dietary component.


            	1840: Justus Liebig discovers the chemical makeup of carbohydrates (sugars), fats (fatty acids) and proteins ( amino acids.)


            	1860s: Claude Bernard discovers that body fat can be synthesized from carbohydrate and protein, showing that the energy in blood glucose can be stored as fat or as glycogen.


            	Early 1880s: Kanehiro Takaki observed that Japanese sailors (whose diets consisted almost entirely of white rice) developed beriberi (or endemic neuritis, a disease causing heart problems and paralysis) but British sailors and Japanese naval officers did not. Adding various types of vegetables and meats to the diets of Japanese sailors prevented the disease.


            	1896: Baumann observed iodine in thyroid glands.


            	1897: Christiaan Eijkman worked with natives of Java, who also suffered from beriberi. Eijkman observed that chickens fed the native diet of white rice developed the symptoms of beriberi, but remained healthy when fed unprocessed brown rice with the outer bran intact. Eijkman cured the natives by feeding them brown rice, discovering that food can cure disease. Over two decades later, nutritionists learned that the outer rice bran contains vitamin B1, also known as thiamine.

          


          [bookmark: 1900_through_1941]


          1900 through 1941


          
            	Early 1900s: Carl Von Voit and Max Rubner independently measure caloric energy expenditure in different species of animals, applying principles of physics in nutrition.


            	1906: Wilcock and Hopkins showed that the amino acid tryptophan was necessary for the survival of rats. He fed them a special mixture of food containing all the nutrients he believed were essential for survival, but the rats died. A second group of rats to which he also fed fed an amount of milk contained something else, vitamins (from the Heinemann 2e Biology Activity Manual by Judith Brotherton and Kate Mundie). Gowland Hopkins recognized "accessory food factors" other than calories, protein and minerals, as organic materials essential to health but which the body cannot synthesise.


            	1907: Stephen M. Babcock and Edwin B. Hart conduct the single-grain experiment. This experiment runs through 1911.


            	1912: Casimir Funk coined the term vitamin, a vital factor in the diet, from the words "vital" and "amine," because these unknown substances preventing scurvy, beriberi, and pellagra, were thought then to be derived from ammonia.


            	1913: Elmer McCollum discovered the first vitamins, fat soluble vitamin A, and water soluble vitamin B (in 1915; now known to be a complex of several water-soluble vitamins) and names vitamin C as the then-unknown substance preventing scurvy. Lafayette Mendel and Thomas Osborne also perform pioneering work on vitamin A and B.


            	1919: Sir Edward Mellanby incorrectly identified rickets as a vitamin A deficiency, because he could cure it in dogs with cod liver oil.


            	1922: McCollum destroys the vitamin A in cod liver oil but finds it still cures rickets, naming vitamin D


            	1922: H.M. Evans and L.S. Bishop discover vitamin E as essential for rat pregnancy, originally calling it "food factor X" until 1925.


            	1925: Hart discovers trace amounts of copper are necessary for iron absorption.


            	1927: Adolf Otto Reinhold Windaus synthesizes vitamin D, for which he won the Nobel Prize in Chemistry in 1928.


            	1928: Albert Szent-Gyrgyi isolates ascorbic acid, and in 1932 proves that it is vitamin C by preventing scurvy. In 1935 he synthesizes it, and in 1937 he wins a Nobel Prize for his efforts. Szent-Gyrgyi concurrently elucidates much of the citric acid cycle.


            	1930s: William Cumming Rose identifies essential amino acids, necessary protein components which the body cannot synthesize.


            	1935: Underwood and Marston independently discover the necessity of cobalt.


            	1936: Eugene Floyd Dubois shows that work and school performance are related to caloric intake.


            	1938: The chemical structure of vitamin E is discovered by Erhard Fernholz, and it is synthesised by Paul Karrer.


            	1940 UK institutes rationing according to nutritional principles drawn up by Elsie Widdowson and others


            	1941: The first Recommended Dietary Allowances (RDAs) were established by the National Research Council.

          


          


          Recent


          
            	1992 The U.S. Department of Agriculture Introduces Food Guide Pyramid


            	2002 Study shows relation between nutrition and violent behaviour


            	2005 Obesity may be caused by adenovirus in addition to bad nutrition

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Nutrition"
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          The term oak can be used as part of the common name of any of several hundred species of trees and shrubs in the genus Quercus (from Latin "oak tree"), which are listed in the List of Quercus species, and some related genera, notably Cyclobalanopsis and Lithocarpus. The genus is native to the northern hemisphere, and includes deciduous and evergreen species extending from cold latitudes to tropical Asia and the Americas.


          Oaks have spirally arranged leaves, with a lobed margin in many species; some have serrated leaves or entire leaves with a smooth margin. The flowers are catkins, produced in spring. The fruit is a nut called an acorn, borne in a cup-like structure known as a cupule; each acorn contains one seed (rarely two or three) and takes 6-18 months to mature, depending on species. The "live oaks" (oaks with evergreen leaves) are not a distinct group, instead with their members scattered among the sections below.


          


          Classification


          Oak trees are flowering plants. The genus is divided into a number of sections:


          
            	Sect. Quercus (synonyms Lepidobalanus and Leucobalanus), the oaks of Europe, Asia and North America. Styles short; acorns mature in 6 months, sweet or slightly bitter, inside of acorn shell hairless. Leaves mostly lack a bristle on lobe tips, which are usually rounded.


            	Sect. Mesobalanus, the Hungarian oak and its relatives of Europe and Asia. Styles long; acorns mature in 6 months, bitter, inside of hairless acorn shell (closely related to sect. Quercus and sometimes included in it).


            	Sect. Cerris, the Turkey oak and its relatives of Europe and Asia. Styles long; acorns mature in 18 months, very bitter, inside of acorn shell hairless. Leaves typically have sharp lobe tips, with bristles at the lobe tip.


            	Sect. Protobalanus, the Canyon live oak and its relatives, in southwest United States and northwest Mexico. Styles short, acorns mature in 18 months, very bitter, inside of acorn shell woolly. Leaves typically have sharp lobe tips, with bristles at the lobe tip.


            	Sect. Lobatae (synonym Erythrobalanus), the red oaks of North America, Central America and northern South America. Styles long, acorns mature in 18 months, very bitter, inside of acorn shell woolly. Leaves typically have sharp lobe tips, with spiny bristles at the lobe.

          


          

          List of Quercus species
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          Hybrids are common in oaks but usually only between species within the same section; no verified inter-section hybrids are known, except between species of sections Quercus and Mesobalanus, where several occur.


          The genus Cyclobalanopsis, here treated as a distinct genus following the Flora of China, is often included within Quercus as a distinct subgenus.


          


          Hybridization


          Interspecific hybridization is quite common among oaks, especially in the white oak group (subgenus Quercus, section Quercus; see List of Quercus species). Hybridization is considered fairly common, if not widespread, in the plant world (certainly much more so than in animal taxa). Yet not all plant groups exhibit hybridization. Botanists have often described white oaks as having weak internal barriers to hybridization, that is to say, because they are wind pollinated, oaks often do not discriminate against being pollinated by another species in the same section (Quercus), thus resulting in fertile hybrid offspring. Ecological stresses, especially near habitat margins, can also cause a breakdown of mate recognition as well as a reduction of male function (pollen quantity and quality) in one parent species. Recent systematic studies appear to confirm the high tendency of Quercus species to hybridize as a result of a combination of the aforementioned factors.


          Frequent hybridization has brought about a number of consequences to oak populations around the world. Most notably, hybridization has led to the creation of large populations of hybrids, copious amounts of introgression, and even the evolution of new species. Frequent hybridization and high levels of introgression have caused different species in the same populations to share up to 50% of their genetic information. As a result of such high rates of hybridization and introgression, genetic data often does not differentiate between two clearly morphologically distinct species, but rather by different populations. In spite of numerous hypotheses, the way in which oak species are able to remain morphologically and ecologically distinct with such high levels of gene flow remains largely a mystery to botanists.


          The consequences of frequent hybridization can also be seen on a higher level. The Fagaceae, the oak family, is known to be a very slowly evolving clade compared other angiosperms. More than anything, however, hybridization patterns in Quercus pose a great challenge to the concept of a species. A species is often defined as a group of actually or potentially interbreeding populations which are reproductively isolated from other such groups. By this definition, many species of Quercus would be lumped together according to their geographic and ecological habitat, despite clear distinctions in morphology and, to a large extent, genetic data. Thus, although it may be difficult to place a definition on a species within a genus like Quercus, it is trivial and uninformative to apply the biological species concept to all forms of life.


          


          Uses


          Oak wood has a density of about 0.75 g/cm, great strength and hardness, and is very resistant to insect and fungal attack because of its high tannin content. It also has very attractive grain markings, particularly when quarter-sawn. Wide, quarter-sawn boards of oak have been prized since the Middle Ages for use in interior panelling of prestigious buildings such as the debating chamber of the British House of Commons in London, England, and in the construction of fine furniture. Oak wood, from Quercus robur and Q. petraea, was used in Europe for the construction of ships until the 19th century, and was the principal timber used in the construction of European timber-framed buildings. Today oakwood is still commonly used for furniture making and flooring, timber frame buildings, and for veneer production. Barrels in which red wines, sherry, brandy and spirits such as Scotch whisky and Bourbon whiskey are aged are made from European and American oak. The use of oak in wine can add many different dimensions to wine based on the type and style of the oak. Oak barrels, which may be charred before use, contribute to the colour, taste, and aroma, of the contents, imparting a desirable oaky vanillin flavour to these drinks. The great dilemma for wine producers is to choose between French and American oakwoods. French oaks (Quercus robur, Q. petraea) give the wine greater refinement and are chosen for best wines since they increase the price compared to those aged in American oak wood. American oak contributes greater texture and resistance to ageing, but produces more violent wine bouquets. Oak wood chips are used for smoking fish, meat, cheeses and other foods.
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          The bark of Quercus suber, or Cork oak, is used to produce wine stoppers (corks). This species grows in the Mediterranean Sea region, with Portugal, Spain, Algeria and Morocco producing most of the world's supply. Of the North American oaks, the Northern red oak Quercus rubra is the most prized of the red oak group for lumber, all of which is marketed as red oak regardless of the species of origin. The standard for the lumber of the white oak group, all of which is marketed as white oak, is the White Oak Quercus alba. White Oak is often used to make wine barrels. The wood of the deciduous Pedunculate Oak Quercus robur and Sessile Oak Quercus petraea account for most of the European oak production, but evergreen species, such as Holm oak Quercus ilex, and Cork oak Quercus suber also produce valuable timber.


          The bark of the White Oak is dried and used in medical preparations. Oak bark is also rich in tannin, and is used by tanners for tanning leather. Acorns are used for making flour or roasted for acorn coffee. Oak galls were used for centuries as the main ingredient in manuscript ink, harvested at a specific time of year.


          Japanese oak is used in the making of professional drums from manufacturer Yamaha Drums. The rough, hard surface of oak gives the drum a brighter and louder tone compared to traditional drum materials such as maple and birch.


          The Irish shillelagh is made with oak or blackthorn.


          


          Diseases and pests


          Sudden Oak Death (Phytophthora ramorum) is a water mould that can kill oaks within just a few weeks. Oak Wilt, caused by the fungus Ceratocystis fagacearum (a fungus closely related to Dutch Elm Disease), is also a lethal disease of some oaks, particularly the red oaks (the white oaks can be infected but generally live longer). Other dangers include wood-boring beetles, as well as root rot in older trees which may not be apparent on the outside, often only being discovered when the trees come down in a strong gale. Oak apples are galls on oaks made by the gall wasp. The female kermes scale causes galls to grow on kermes oak. Oaks are used as food plants by the larvae of Lepidoptera species.


          
            	See also list of Lepidoptera that feed on oaks

          


          Also another pest would be the Gypsy moth. The Gypsy Moth is dominant in North America and there are many concerns of the loss of economically critical and ecologically dominant Oak species.


          


          Toxicity


          The leaves and acorns of the Oak tree are poisonous to horses in large amounts, due to the toxin tannic acid, and causes kidney damage and gastroenteritis. Additionally, once horses have a taste for the leaves and acorns, they may seek them out. Therefore, horse owners are encouraged to fence out Oak trees from their pasture, especially if forage is scarce. Symptoms of poisoning include lack of appetite, depression, constipation, diarrhea (which may contain blood), blood in urine, and colic.


          


          Cultural significance


          The oak is a common symbol of strength and endurance and has been chosen as the national tree of England, Estonia, France, Germany, Lithuania, Poland, the United States and Wales.
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          In Celtic mythology it is the tree of doors, believed to be a gateway between worlds, or a place where portals could be erected.


          Thor's Oak was a sacred tree of the Germanic Chatti tribe. Its destruction marked the Christianisation of the heathen tribes by the Franks.


          In Classical mythology the oak was a symbol of Zeus and his sacred tree. An example is the oracle of Dodona, which in prehistory consisted solely of a holy oak.


          In the Bible, the oak tree at Shechem is the site where Jacob buries the foreign gods of his people (Gen. 35.4) . In addition, Joshua erects a stone under an oak tree as the first covenant of the Lord (Josh. 24.25-7). See other examples from the Bible.


          The Oak tree is traditionally sacred to Serbs and is widely used throughout Serbia on national and regional symbols both old and new.


          Several individual oak trees, such as the Royal Oak in Britain and the Charter Oak in the United States, are of great historical or cultural importance; for a list of important oaks, see Individual oak trees.


          Iowa has designated the oak as its official state tree in 1961, and the White Oak is the state tree of Connecticut, Illinois and Maryland.


          "Ambrosian Oaks" set to the Finlandia Hymn is the school song of St. Ambrose University in Davenport, Iowa.


          The oak is the emblem of County Londonderry in Northern Ireland, as a vast amount of the county was covered in forests of the tree until relatively recently. The name of the county comes from the city of Derry, which originally in Irish was known as Doire meaning oak.


          There is a proverb, "Mighty oaks from little acorns grow." Another is: "Every majestic oak tree was once a nut who stood his ground."


          Many woods are connected to certain birth months, according to the Irish, and oak is the wood of June/July. However, in some variations, rosewood has been known to be June's wood.


          Raleigh, North Carolina has been nicknamed the "City of Oaks."


          The Romania national rugby union team is nicknamed The Oaks.


          Oak leaves symbolize rank in the United States Armed Forces. A gold oak leaf indicates an O-4 ( Major or Lt. Commander), whereas a silver oak leaf indicates an O-5 ( Lt. Colonel or Commander). Arrangements of oak leaves, acorns and sprigs indicate different branches of the United States Navy Staff corps officers.


          Oak leaves were added to the Iron Cross for added status.


          


          Historical note on Linnaean species


          Linnaeus described only five species of oak from eastern North America, based on general leaf form. These were White oak, Q. alba, Chestnut oak, Q. Montana, Red oak, Q. rubra, Willow oak, Q. phellos, and Water oak, Q. nigra. Because he was dealing with confusing leaf forms, the Q. prinus and Q. rubra specimens actually included mixed foliage of more than one species. For that reason, some taxonomists in the past proposed different names for these two species (Q. Montana and Q. borealis, respectively), but the original Linnaean names have now been lectotypified with only the specimens in Linnaeus' herbarium that refer to the species the names are applied to now.
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              	Origin

              	[image: Flag of England] Manchester, England
            


            
              	Genre(s)

              	Rock

              Alternative rock

              Britpop

              Psychedelic rock
            


            
              	Years active

              	1991present
            


            
              	Label(s)

              	Creation

              Epic

              Columbia

              Big Brother
            


            
              	Associated acts

              	The Rain

              Starclub

              The Who

              Ride

              Heavy Stereo
            


            
              	Website

              	www.oasisnet.com
            


            
              	Members
            


            
              	Liam Gallagher

              Noel Gallagher

              Gem Archer

              Andy Bell

              Zak Starkey
            


            
              	Formermembers
            


            
              	Alan White

              Paul "Guigsy" McGuigan

              Paul "Bonehead" Arthurs

              Tony McCarroll
            

          


          Oasis are a popular English rock band, formed in Manchester in 1991. Led by lead guitarist and primary songwriter Noel Gallagher and his younger brother, lead vocalist and songwriter Liam Gallagher, they are the most successful group to emerge during the Britpop movement of the mid- 1990s. In 2005, The Guinness Book Of Hit Singles And Albums declared Oasis the Most Successful Act of the Last Decade in the UK. Oasis have sold more than 50 million records worldwide, and have had eight UK number one singles. The Gallagher brothers are the only remaining original band members, and the present lineup is completed by rhythm/lead guitarist Gem Archer, bass guitarist Andy Bell and drummer Zak Starkey.


          Musically and lyrically, Oasis cite British Invasion bands such as The Beatles, The Who, The Rolling Stones and The Kinks as their major influences. They also cite The Stone Roses, The Sex Pistols, The Smiths, The Jam and T.Rex as other key influences.


          With the success of their critically acclaimed debut album, Definitely Maybe (1994), and its even more successful follow-up, the 19 million selling (What's the Story) Morning Glory? (1995), coupled with a rivalry with their contemporary Blur, Oasis attained fame in the mid-1990s, and became one of the leaders of the Britpop movement. The Gallagher brothers featured regularly in tabloid newspaper stories, and cultivated a reputation as both bad boys and a band of the people.


          At the height of their fame, Oasis' third album, Be Here Now (1997), reached #1 in the UK charts, #2 in the U.S. and also became the fastest-selling album in chart history, with almost half a million copies sold on the first day alone. However, as the decade ended, the initial praise the album received on its release vanished, and the band suffered a huge drop in popularity. In 2005, their sixth album Don't Believe the Truth was released becoming their best-selling and best-received album since the mid-90's, selling 65,000 records in the first week in the United States.


          


          History


          [bookmark: .281991.E2.80.931993.29_Early_years_and_breakthrough]


          (19911993) Early years and breakthrough


          Oasis evolved from an earlier band called The Rain, who took their name from a 1966 Beatles B-side. It comprised Paul "Guigsy" McGuigan ( bass guitar), Paul "Bonehead" Arthurs (guitar), Tony McCarroll ( drums) and Chris Hutton (vocals). When McGuigan invited school friend Liam Gallagher to join the group, Gallagher accepted, and quickly pushed for the band's name to be changed to Oasis. Although there have been many theories on where Liam got the name from, he got it from an Inspiral Carpets tour poster which was in his and Noel's bedroom. One of the venues on it was the Oasis Leisure Centre in Swindon.


          Oasis first played live in August of 1991 at the Boardwalk club in Manchester. Noel Gallagher, who had heard of Liam's involvement when he phoned his mother whilst on tour in Germany as a roadie for the Inspiral Carpets, came to watch his younger brother play. A few months later he was invited to join the band. Although he had been critical of them, he agreed, with the provision that he would become the band's sole songwriter and leader, and that they would commit to an earnest pursuit of commercial success. Oasis under Noel Gallagher crafted their musical approach to rely on simplicity: with Arthurs and McGuigan restricted to playing barre chords and root bass notes, respectively, McCarroll playing basic rhythms, and the band's amplifiers turned up until the sound distorted, Oasis created a sound "so devoid of finesse and complexity that it came out sounding pretty much unstoppable."


          After over a year of live shows, rehearsals and even taking the time out to record a proper demo (known as the Live Demonstration tape), the band's big break came May 31st when they were spotted by Creation Records co-owner Alan McGee. Oasis were invited to play a gig at King Tut's Wah Wah Hut in Glasgow, Scotland, by a band called Sister Lovers, who shared their rehearsal rooms. Oasis, along with a group of friends, found the money to hire a van and make the six-hour journey to Glasgow.
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              Oasis original line-up, 1991-1995: Tony McCarroll, Paul Arthurs, Liam Gallagher, Paul McGuigan and Noel Gallagher
            

          


          When they arrived, they were refused entry to the club as they were not on that night's set list, but bullied their way in. They were given the opening slot and impressed McGee, who was there to see 18 Wheeler, one of his own bands, that night. McGee was so impressed by what he saw he signed the band to Creation four days later. [bookmark: .281994.E2.80.931998.29_Britpop_era_and_height_of_fame]


          (19992003) Transitional stage


          In early 1999 the band began work on their fourth studio album. First details were announced in February with Mark "Spike" Stent revealed to be taking a co-producing role. The majority of the album had been written by a now "clean" Noel Gallagher, who had quit taking cocaine in the summer of 1998. This was to have a major influence on the lyrical content of the album. Recording sessions began in the south of France in April, with everything believed to be have been going to plan. Behind the scenes, however, things were not going well and the shock departure of founding member Paul "Bonehead" Arthurs was announced in August. This departure was reported at the time as amicable, with Noel stating that Arthurs wanted to spend more time with his family. Arthurs' statement clarified his leaving as "to concentrate on other things". However, Noel has since offered a contradicting version: that a series of violations of Noel's "no drink or drugs" policy (imposed by Noel so that Liam could sing properly) for the album's sessions resulted in a confrontation between the two. Oasis fans were given a further shock days later, as the departure of bassist Paul "Guigsy" McGuigan was announced. McGuigan said later that the departure of his close friend triggered his own.


          The now three-piece Oasis chose to continue recording the album, with Noel Gallagher re-recording most of Arthurs' guitar and McGuigan's bass parts. The hunt was also on for replacements for the two guitarists with such names as Bernard Butler, Johnny Marr, John Squire, David Potts, Gary "Mani" Mounfield and Steve Cradock all rumoured to be contenders to fill the positions. The first new member to be announced was new lead/rhythm guitarist Colin "Gem" Archer formerly of Heavy Stereo, who later claimed to have been approached by Noel Gallagher only a couple of days after Arthurs' departure was publicly announced. One of Archer's first roles was on November 5, 1999, where he took part in filming of the promo video for Oasis' new single, " Go Let It Out", which was the first single to be taken from their new album. David Potts, who was rehearsing at the time with the band, backed off because he thought he would be sacked soon and didn't want to play the bass. The band then drafted Andy Bell, former guitarist/songwriter of Ride and Hurricane#1 who was announced as their new bassist, a week later. Bell had never played bass before and he was obliged to learn to play it, along with a handful of Oasis' back catalogue of songs, in preparation for a scheduled tour of America in December 1999.


          With the death of Creation Records, Oasis formed their own label, Big Brother, named after Noel, which released all of Oasis' records in the UK and Ireland.


          Oasis' fourth album, Standing on the Shoulder of Giants, was released in February 2000 to good first-week sales. However, the album was met with lukewarm reviews and seen as a small but noticeable departure from their traditional sound, with more experimental, psychedelic influences. To coincide with the general atmosphere of change surrounding the band, the cover of the album  an animated photo of New York  featured a new "Oasis" logo designed by Gem Archer and was also the first Oasis release to include a song written by Liam Gallagher, entitled "Little James". As of now, Standing is among the band's lowest-selling albums worldwide, although it did spawn another UK #1 with "Go Let It Out" , which is often used as an opener for Oasis gigs.
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              Oasis circa 1999-2004. Left to right: Gem, Alan, Liam, Noel and Andy
            

          


          After two months of ongoing rumours about the band's future after every such sibling brawl, Noel returned for the Irish and British legs of the tour, which included two major shows at Wembley Stadium. A live album of the first show, called Familiar to Millions, was released in late 2000 to positive reviews. The second Wembley show, which was broadcast to over a dozen countries, was a chaotic affair. Liam was clearly drunk, making several rambling statements, which included a derogatory announcement of his separation with his wife, Patsy Kensit and also at brother Noel. He also had trouble singing in tune and at times changed the words to certain lines and at other times did not bother to sing at all.


          Along with Liam, Noel and Alan both ended their marriages during this period. Liam started a relationship with former All Saints member Nicole Appleton, who soon became pregnant with their son Gene. Noel started dating publicist Sara MacDonald and their relationship continues to this day, even though the pair broke up for a short time in 2002.


          Throughout 2001, Oasis split time between sessions for their fifth studio album and live shows around the world. In January, the band played three festival dates in South America before returning to England for studio work. In May, the band travelled to North America for the month-long 'Tour of Brotherly Love' with The Black Crowes and Spacehog. Alan White missed the tour with a thumb injury, and was replaced by older brother Steve. Noel and Gem joined The Black Crowes on stage at the end of most shows, performing classic rock covers. The tour was followed by a June gig in Paris supporting Neil Young and July appearances at the Fuji Rock Festival in Japan and a festival show in Bangkok, Thailand. In October, following two months of recording, Oasis performed six shows to sold-out venues in London, Manchester and Glasgow. Dubbed 'Ten Years of Noise and Confusion,' the shows celebrated the band's first ten years as a live act.


          Heathen Chemistry, Oasis' first album with new members Andy Bell and Gem Archer, was released in July 2002. The record blended the band's sonic experiments from their last albums, but borrowed heavily from 1960s and 1970s English rock music. Liam, who was rapidly growing as a capable songwriter, wrote the hit single, " Songbird". Heathen Chemistry was also a much more balanced recording process for the band, with all of the members, apart from White, penning songs. This new working method, along with less fighting and drug and alcohol abuse in the studio, ultimately gave the record a more relaxed feel compared to past efforts. Johnny Marr provided additional guitar as well as backup vocals on a couple of songs, and while critics gave Heathen Chemistry lukewarm reviews, it was commercially successful.


          After the album's release, the band embarked on a world tour that was successful but once again flavoured with incidents. In the US kick off Tour in Pompano Beach, Florida, vocalist Liam lost his voice on the third song, after a brief confussion on stage, Noel decided to go alone with the concert, performing most of the Masterplan album songs, it was considered a memorable concert for the fans. In late summer 2002, whilst the band was on tour in the US, Noel, Bell and touring keyboardist Jay Darlington were involved in a car accident in Indianapolis, IN. While none of the band members sustained any major injuries, some shows were cancelled as a result. Liam also suddenly bolted offstage for no apparent reason during a show in Fukuoka, Japan, leaving Noel to take over vocal duties. It was the second Fukuoka show in three years that Liam failed to complete.


          In December 2002, the latter half of the German leg of the band's European tour had to be postponed after Liam Gallagher, Alan White and three other members of the band's entourage were involved in a violent brawl at a Munich nightclub. All of the Oasis party were arrested and were only released after the band's management reportedly paid out around 170,000 in bail money. Police later said that Liam, White and members of the band's entourage had been drinking "very heavily". Tests also showed Liam had been taking cocaine as well. Two years later Liam was fined around 35,000, with part of the money going to an injured police officer, violently kicked in the groins by Liam. Liam lost two of his front teeth, while White had a brain scan, due to minor head injuries.


          The band ended the year by embarking on a short UK arena tour. 2003 began with the release of "Songbird", the fourth single taken from Heathen Chemistry. It was the first Oasis single that hadn't been written by Noel Gallagher, and reached number 3 in the official UK charts in February. The band then ended the Heathen Chemistry tour in March by performing two shows in Dublin, before returning to Germany to play four rescheduled dates.
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          (2004present) Resurgence in popularity


          Oasis began recording a sixth album in late December 2003 with producers Death in Vegas at Sawmills Studios in Cornwall. The album was originally slated for a September 2004 release to coincide with the 10th anniversary of the release of Definitely Maybe. However, longtime drummer Alan White, who at this time had played on nearly all of the band's material, left the band in early January 2004. At the time, his brother Steve White stated on his own website that "the spirit of being in a band was kicked out of him" and he wanted to be with his current girlfriend. In subsequent interviews, Noel seemed to agree, saying that he has nothing against Alan, but the latter's personal life was impeding on his professional commitments with Oasis.


          Recording sessions continued with drummer Terence Kirkbride, brought in temporarily, who only performed on the track "Mucky Fingers". Zak Starkey, drummer of The Who and the son of Beatles' Ringo Starr, was later asked by the band to join them in the sessions. He also played on the subsequent world tour as well as all of the band's music videos. However, as he is still unconfirmed as a bandmember, he was not featured on the album's sleeve and did not appear in promotional activities such as interviews and photo-shoots. Thus, for the first time in the band's career, Oasis appeared as an official four-piece. Starkey was invited to join Oasis full-time after the end of the band's tour in April 2006.


          In June 2004, Oasis, with Starkey, headlined the Glastonbury Festival for the second time in their career and performed a greatest hits set, which included two new songs  Gem's "A Bell Will Ring" and Liam's "The Meaning of Soul". The performance received mixed reviews as the brothers were reprising their roles as brawling siblings. Liam, having problems with his singing, walked offstage at the end of the concert, and Starkey was still getting to grips with the songs, which he had only played publicly for the first time a couple of days previously at Poole Lighthouse.


          In September 2004, the band released Definitely Maybe: The DVD commemorating the 10th anniversary of their debut album's release. The DVD contains an enhanced audio version of the album, four hours of live footage, and interviews with band members and the production team.
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          After much turbulence, the band's sixth album was finally recorded in Los Angeles-based Capitol Studios from October to December the same year. Producer Dave Sardy took over the lead producing role from Noel, who decided to step back from these duties after a decade of producing leadership over the band.


          In May 2005, after three years and as many scrapped recording sessions, the band released their sixth studio album, Don't Believe the Truth, fullfulling their contract with Sony BMG. It followed the path of Heathen Chemistry as being a collaborative project again, rather than a Noel-written album. It was also the band's first album in a decade not to feature the drumming of Alan White, with Zak Starkey taking his place. The record was generally hailed as the band's best effort since (What's the Story) Morning Glory? by fans and critics alike, spawning two UK #1 singles: " Lyla" and " The Importance of Being Idle" (the band's 7th and 8th #1 UK singles, respectively), whilst " Let There Be Love" entered at #2. Oasis picked up two awards at the Q Awards: one a special People's Choice Award and the second for Don't Believe the Truth as Best Album. Following in the footsteps of Oasis' previous five albums, Don't Believe the Truth also entered the UK album charts at #1. The three singles off that album were all hits in the UK and demonstrated the fact Oasis can still make the music and attract the fans 10 years after they were at their most popular.


          In May 2005, the band embarked on a massive world tour  one of the biggest in their career. Beginning on May 10 at the London Astoria, and finishing on March 31, 2006 in front of a sold out gig in Mexico City, Oasis played more live shows than at any time since the Definitely Maybe tour of 19941995, visiting 26 countries, headlining 110 shows and playing to 1.7 million people. The tour passed without any major incidents and was the band's most successful in more than a decade. The tour included sold out shows at New York's Madison Square Garden and LA's Hollywood Bowl, two venues important to the Gallagher brothers because their idol, John Lennon, proclaimed them to be the two places a band must play if they visit the States.


          Also in 2005, Oasis contributed to the original soundtrack of the film Goal! with a new song called "Who Put the Weight of the World on My Shoulders", written and sung by Noel Gallagher. The CD also contains a new version of " Cast No Shadow" completely re-recorded and produced by UNKLE which features Noel on vocals, as well as a remix by Dave Sardy of " Morning Glory".


          In 2006, Oasis released a "Best-of" double album entitled Stop the Clocks, which featured what the band consider to be their "definitive" songs. Though the band didn't want to release a 'Best of', their contract with Sony Music had just expired, forcing a release against the band's wishes. In November 2006 the band released " Lord Don't Slow Me Down", a rockumentary film looking back at the 20052006 world tour. That same month, Noel and Gem, backed by Terry Kirkbride, began a short tour to promote Stop the Clocks. They have played around a dozen shows in various countries around the world.


          On February 14, 2007, Oasis received the BRIT Award for outstanding contribution to music. After receiving their award, the band played a set consisting of " Cigarettes & Alcohol", " The Meaning of Soul", " Morning Glory", " Don't Look Back in Anger" and " Rock 'n' Roll Star".


          Oasis' next album has been hinted at by Noel. In April 2007 issue of NME he claimed "The next one in theory is already written. I've got eight songs that I'm pretty happy with. I think Liam's got one or two that he thinks are brilliant. We're waiting for Gem and Andy. It's just a case of sitting down and saying, 'When do we want to do this?'". Recording sessions for new material will not commence until mid-2007 at the earliest, due to the absence of Starkey, who is touring with The Who until June 2007. Noel also said to NME that he is working on a solo album, which however was quickly dismissed by the band's official site, a couple of days later. Touring in the summer also isn't in the list, because the band are writing and demoing new material. Rumours of Gem and Noel participating in Glastonbury and the full band on Live Earth prove to be untrue.


          


          Discography


          The following is a list of only full length studio albums:


          
            	Definitely Maybe - August 30, 1994


            	(What's the Story) Morning Glory? - October 2, 1995


            	Be Here Now - August 21, 1997


            	Standing on the Shoulder of Giants - February 28, 2000


            	Heathen Chemistry - July 1, 2002


            	Don't Believe the Truth - May 30, 2005

          


          


          The band


          


          Line-up


          
            	Liam Gallagher  lead vocals, rhythm guitar, songwriting


            	Noel Gallagher  lead guitar, back-up vocals, lead songwriting, lead vocals


            	Colin "Gem" Archer  rhythm guitar, keyboards, lead guitar, back-up vocals, songwriting


            	Andy Bell  bass guitar, songwriting, lead guitar, keyboards


            	Zak Starkey (semi-official member)  drums and percussion

          


          


          Live and temporary members


          
            	Jay Darlington  keyboards, hammond organ (2002present)


            	Terence Kirkbride  drums and percussion (2004present)


            	Steve White  drums and percussion (2001)


            	Scott McLeod  bass guitar (1995)

          


          


          Past members


          
            	Alan White  drums and percussion


            	Paul "Bonehead" Arthurs  rhythm guitar


            	Paul "Guigsy" McGuigan  bass guitar


            	Tony McCarroll  drums and percussion
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          Awards and nominations
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            	Oats redirects here. It may mean either the common cereal oat discussed here, or any cultivated or wild species of the genus Avena.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Liliopsida

                  


                  
                    	Order:

                    	Poales

                  


                  
                    	Family:

                    	Poaceae

                  


                  
                    	Genus:

                    	Avena

                  


                  
                    	Species:

                    	A. sativa

                  

                

              
            


            
              	Binomial name
            


            
              	Avena sativa

              L. (1753)
            

          


          The common oat plant (Avena sativa) is a species of cereal grain grown for its seed, which is known by the same name (usually in the plural, unlike other grains). While oats are suitable for human consumption as oatmeal and rolled oats, one of the most common uses is as livestock feed. Oats make up a large part of the diet of horses and are regularly fed to cattle as well. Oats are also used in some brands of dog and chicken feed.


          


          Origin


          The wild ancestor of Avena sativa and the closely-related minor crop, A. byzantina, is the hexaploid wild oat A. sterilis. Genetic evidence shows that the ancestral forms of A. sterilis grow in the Fertile Crescent of the Near East. Domesticated oats appear relatively late, and far from the Near East, in Bronze Age Europe. Oats, like rye, are usually considered a secondary crop, i.e. derived from a weed of the primary cereal domesticates wheat and barley. As these cereals spread westwards into cooler, wetter areas, this may have favoured the oat weed component, leading to its eventual domestication.


          


          Cultivation


          
            
              	Top Oats Producers

              in 2005
            


            
              	(million metric tons)
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              	5.1
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              	0.8
            


            
              	World Total

              	24.6
            


            
              	Source:

              UN Food & Agriculture Organisation

              (FAO)
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          Oats are grown throughout the temperate zones. They have a lower summer heat requirement and greater tolerance of rain than other cereals like wheat, rye or barley, so are particularly important in areas with cool, wet summers such as Northwest Europe, even being grown successfully in Iceland. Oats are an annual plant, and can be planted either in autumn (for late summer harvest) or in the spring (for early autumn harvest).


          Historical attitudes towards oats vary. Oat bread was first manufactured in England, where the first oat bread factory was established in 1899. In Scotland they were, and still are, held in high esteem, as a mainstay of the national diet. A traditional saying in England is that "oats are only fit to be fed to horses and Scotsmen", to which the Scottish riposte is "and England has the finest horses, and Scotland the finest men". Samuel Johnson notoriously defined oats in his Dictionary as "a grain, which in England is generally given to horses, but in Scotland supports the people". Given the centrality of oats in traditional Scottish cuisine, it is not surprising that in Scotland the word "corn", when otherwise unqualified, refers to oats, just as in England it refers to wheat and in North America and Australia, to maize. Oats grown in Scotland command a premium price throughout the United Kingdom as a result of these traditions.


          


          Uses
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          Oats have numerous uses in food; most commonly, they are rolled or crushed into oatmeal, or ground into fine oat flour. Oatmeal is chiefly eaten as porridge, but may also be used in a variety of baked goods, such as oatcakes, oatmeal cookies, and oat bread. Oats are also an ingredient in many cold cereals, in particular muesli and granola. Oats may also be consumed raw, and cookies with raw oats are becoming popular.


          Oats are also occasionally used in Britain for brewing beer. Oatmeal stout is one variety brewed using a percentage of oats for the wort. The more rarely used Oat Malt is produced by the Thomas Fawcett & Sons Maltings and was used in the Maclay Oat Malt Stout before Maclay ceased independent brewing operations.


          In Scotland a dish called Sowans was made by soaking the husks from oats for a week so that the fine, floury part of the meal remained as sediment to be strained off, boiled and eaten (Gauldie 1981).


          Oats are also commonly used as feed for horses, where it is dehulled and rolled. Cattle are also fed oats, either whole, or ground into a coarse flour using a roller mill, burr mill, or hammer mill.


          Oat straw is prized by cattle and horse producers as bedding, due to its soft, relatively dust-free, and absorbent nature. The straw can also be used for making corn dollies.


          Oat extract can also be used to soothe skin conditions, e.g. skin lotions.


          


          Health


          Oats are generally considered "healthy", or a health food, being touted commercially as nutritious. The discovery of the healthy cholesterol-lowering properties has led to wider appreciation of oats as human food.
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          Soluble fibre


          Oat bran is the outer casing of the oat. Its consumption is believed to lower LDL ("bad") cholesterol, and possibly to reduce the risk of heart disease.


          After reports found that oats can help lower cholesterol, an "oat bran craze" swept the U.S. in the late 1980s, peaking in 1989, when potato chips with added oat bran were marketed. The food fad was short-lived and faded by the early 1990s. The popularity of oatmeal and other oat products again increased after the January 1998 decision by the Food and Drug Administration (FDA) when it issued its final rule allowing a health claim to be made on the labels of foods containing soluble fiber from whole oats (oat bran, oat flour and rolled oats), noting that 3.00 grams of soluble fibre daily from these foods, in conjunction with a diet low in saturated fat, cholesterol, and fat may reduce the risk of heart disease. In order to qualify for the health claim, the whole oat-containing food must provide at least 0.75 grams of soluble fiber per serving. The soluble fibre in whole oats comprises a class of polysaccharides known as Beta-D-glucan.


          Beta-D-glucans, usually referred to as beta-glucans, comprise a class of non-digestible polysaccharides widely found in nature in sources such as grains, barley, yeast, bacteria, algae and mushrooms. In oats, barley and other cereal grains, they are located primarily in the endosperm cell wall.


          Oat beta-glucan is a soluble fibre. It is a viscous polysaccharide made up of units of the sugar D-glucose. Oat beta-glucan is comprised of mixed-linkage polysaccharides. This means that the bonds between the D-glucose or D-glucopyranosyl units are either beta-1, 3 linkages or beta-1, 4 linkages. This type of beta-glucan is also referred to as a mixed-linkage (13), (14)-beta-D-glucan. The (13)-linkages break up the uniform structure of the beta-D-glucan molecule and make it soluble and flexible. In comparison, the non-digestible polysaccharide cellulose is also a beta-glucan but is non-soluble. The reason that it is non-soluble is that cellulose consists only of (14)-beta-D-linkages. The percentages of beta-glucan in the various whole oat products are: oat bran, greater than 5.5% and up to 23.0%; rolled oats, about 4%; whole oat flour about 4%.


          Oats after corn (maize) have the highest lipid content of any cereal, e.g., greater than 10 percent for oats and as high as 17 percent for some maize cultivars compared to about 23 percent for wheat and most other cereals. The polar lipid content of oats (about 817% glycolipid and 1020% phospholipid or a total of about 33% ) is greater than that of other cereals since much of the lipid fraction is contained within the endosperm.


          


          Protein


          
            
              	Oats

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 390 kcal  1630 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	66 g
                  


                  
                    	- Dietary fibre 11 g 
                  


                  
                    	Fat

                    	7 g
                  


                  
                    	Protein

                    	17 g
                  


                  
                    	Pantothenic acid (B5) 1.3 mg

                    	26%
                  


                  
                    	Folate (Vit. B9) 56 g

                    	14%
                  


                  
                    	Iron 5 mg

                    	40%
                  


                  
                    	Magnesium 177 mg

                    	48%
                  


                  
                    	-glucan (soluble fibre)

                    	4 g
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          Oat is the only cereal containing a globulin or legume-like protein, avenalin, as the major (80%) storage protein. Globulins are characterized by water solubility; because of this property, oats may be turned into milk but not into bread. The more typical cereal proteins such as gluten and zein are prolamines (prolamins). The minor protein of oat is a prolamine: avenin.


          Oat protein is nearly equivalent in quality to soy protein, which has been shown by the World Health Organization to be equal to meat, milk, and egg protein. The protein content of the hull-less oat kernel ( groat) ranges from 1224%, the highest among cereals.


          


          Agronomy


          Oats are sown in the spring or early summer, as soon as the soil can be worked. An early start is crucial to good yields as oats will go dormant during the summer heat. Oats are cold-tolerant and will be unaffected by late frosts or snow.


          


          Seeding rates


          Typically about 125 to 175 kg/hectare (between 2.75 and 3.25 bushels per acre) are sown, either broadcast, drilled, or planted using an airseeder. Lower rates are used when underseeding with a legume. Somewhat higher rates can be used on the best soils, or where there are problems with weeds. Excessive sowing rates will lead to problems with lodging and may reduce yields.


          Winter oats may be grown as an off-season groundcover and plowed under in the spring as a green fertilizer.


          


          Fertilizer requirements


          Oats remove substantial amounts of nitrogen from the soil. They also remove phosphorus in the form of P2O5 at the rate of 0.25 pound per bushel per acre (1 bushel = 38 pounds at 12% moisture); Phosphate is thus applied at a rate of 30 to 40 kg/ha, or 30 to 40 lb/ac. Oats remove potash (K2O) at a rate of 0.19 pound per bushel per acre, which causes it to use 1530 kg/ha, or 1327 lb/ac. Usually 50100 kg/ha (4590 pounds per acre) of nitrogen in the form of urea or anhydrous ammonia is sufficient, as oats uses about 1 pound per bushel per acre. A sufficient amount of nitrogen is particularly important for plant height and hence straw quality and yield. When the prior-year crop was a legume, or where ample manure is applied, nitrogen rates can be reduced somewhat.


          


          Weed control


          The vigorous growth habit of oats will tend to choke out most weeds. A few tall broadleaf weeds, such as ragweed, goosegrass, wild mustard and buttonweed (velvetleaf), can occasionally be a problem as they complicate harvest and reduce yields. These can be controlled with a modest application of a broadleaf herbicide such as 2,4-D while the weeds are still small.


          


          Pests and diseases


          Oats are relatively free from diseases and pests, with the exception being leaf diseases, such as leaf rust and stem rust. A few Lepidoptera caterpillars feed on the plantse.g. Rustic Shoulder-knot and Setaceous Hebrew Characterbut these rarely become a major pest. See also List of oats diseases.


          


          Harvesting


          Modern harvest technique is a matter of available equipment, local tradition, and priorities. Best yields are attained by swathing, cutting the plants at about 10 cm (4 inches) above ground and putting them into windrows with the grain all oriented the same way, when the kernels have reached 35% moisture, or when the greenest kernels are just turning cream-colour. The windrows are left to dry in the sun for several days before being combined using a pickup header. Then the straw is baled.


          Oats can also be left standing until completely ripe and then combined with a grain head. This will lead to greater field losses as the grain falls from the heads and to harvesting losses as the grain is threshed out by the reel. Without a draper head, there will also be somewhat more damage to the straw since it will not be properly oriented as it enters the throat of the combine. Overall yield loss is 1015% compared to proper swathing.


          Historical harvest methods involved cutting with a scythe or sickle, and threshing under the feet of cattle. Late 19th and early 20th century harvesting was performed using a binder. Oats were gathered into shocks and then collected and run through a stationary threshing machine.


          


          Storage


          After it is combined, the oats are transported to the farm-yard using a grain truck, semi, or road train, where it is augered or conveyed into a bin for storage. Sometimes, when there is not enough bin-space, it is augered into portable grain rings, or piled on the ground. Oats can be safely stored at 12% moisture; at higher moisture levels, it must be aereated, or dried.


          


          Yield and quality


          In the United States, No.1 oats weighs 42 lb per bushel; No.3 oats must weigh at least 38 lb/bu. If it weighs over 36 lb/bu, it is a No.4, and anything under 36 lb/bu is graded as "light weight".


          Note, however, that oats are bought and sold, and yields are figured, on the basis of a bushel equal to 32 lb in the United States. A Canadian bushel of oats, however, is 34 lb. Yields range from 60 to 80 bushels on marginal land, to 100 to 150 bushels per acre on high-producing land. The average production is 100 bushels per acre, or 3 tonnes per hectare.


          Straw yields are variable, ranging from one to three tonnes per hectare, mainly due to available nutrients, and the variety used (some are short-strawed, meant specifically for straight-combining).


          


          Processing


          Oats processing is a relatively simple process:


          


          Cleaning & sizing


          Upon delivery to the milling plant, chaff, rocks, other grains, and other foreign material are removed from the oats.


          


          Dehulling


          Separation of the outer hull from the inner oat groat is effected by means of centrifugal acceleration. Oats are fed by gravity onto the center of a horizontally spinning stone, which accelerates them towards an outer ring. Groat and hull are separated on impact with this ring. The lighter oat hulls are then aspirated away while the denser oat groats are taken to the next step of processing. Oat hulls can be used as feed, processed further into insoluble oat fibre, or used as a biomass fuel.


          


          Kilning


          The unsized oat groats will then pass through a heat and moisture treatment to balance moisture, but mainly to stabilize the groat. Oat groats are high in fat (lipids) and once exposed from their protective hull, enzymatic (lipase) activity begins to break down the fat into free fatty acids, ultimately causing an off flavor or rancidity. Oats will begin to show signs of enzymatic rancidity within 4 days of being dehulled and not stabilized. This process is primarily done in food grade plants, not in feed grade plants. An oat groat is not considered a raw oat groat if it has gone through this process: the heat has disrupted the germ, and the oat groat will not sprout.


          


          Sizing of groats


          Many whole oat groats are broken during the dehulling process, leaving the following types of groats to be sized and separated for further processing: Whole Oat Groats, Coarse Steel Cut Groats, Steel Cut Groats and Fine Steel Cut Groats. Groats are sized and separated using screens, shakers and indent screens. After the whole oat groats are separated, the remaining broken groats get sized again into the 3 groups (Coarse, Regular, Fine) and then stored. The term steel cut is referred to all sized or cut groats. When there are not enough broken to size for further processing, then whole oat groats get sent to a cutting unit with steel blades that will evenly cut the groats into the three sizes as discussed earlier.


          


          Final processing


          Three methods are used to make the finished product:


          


          Flaking


          This process uses two large smooth or corrugated rolls spinning at the same speed in opposite directions at a controlled distance. Oat flakes, also known as Rolled Oats, have many different sizes, thicknesses and other characteristics depending on the size of oat groat passed between the rolls. Typically the three sizes of steel cut oats are used to make Instant, Baby and Quick rolled oats, whereas whole oat groats are used to make Regular, Medium and Thick Rolled Oats. Oat flakes range from a thickness of 0.014" to 0.040".


          


          Oat bran milling


          This process takes the oat groats through several roll stands that flatten and separate the bran from the flour (endosperm). The two separate products (flour and bran) get sifted through a gyrating sifter screen to further separate them. The final products are oat bran and debranned oat flour.


          


          Whole flour milling


          This process takes oat groats straight to a grinding unit (stone or hammer mill) and then over sifter screens to separate the coarse flour and final whole oat flour. The coarser flour gets sent back to the grinding unit until it's ground fine enough to be whole oat flour. This method is used very much in India.
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          The oboe is a double reed musical instrument of the woodwind family. The English word "oboe" was adopted ca. 1770 from the Italian obo, as close as possible a representation in that language's orthography of the 17th-century pronunciation of the French word hautbois, a compound word made of haut ("high, loud") and bois ("wood, woodwind"). (In England prior to 1770, the instrument was called "hautbois", "hoboy", or "French hoboy".) A musician who plays the oboe is called an oboist. Careful manipulation of embouchure and air pressure allows the player to express a large timbral and dynamic range.


          


          Sound


          In comparison to other modern woodwind instruments, the oboe has a clear and penetrating voice. The Sprightly Companion, an instruction book of 1695, describes the voice as "Majestical and Stately, and not much Inferior to the Trumpet." Similarly, the voice is described in the play Angels in America as sounding like that of a duck if the duck were a songbird. The timbre of the oboe is derived from the oboe's conical bore (as opposed to the generally cylindrical bore of flutes and clarinets). As a result, oboes are readily audible over other instruments in large ensembles.


          The oboe is pitched in concert C and has a mezzo-soprano to soprano range. Orchestras will usually tune by listening to the oboe play a concert A (usually A440, but sometimes higher if the orchestra tunes to a higher pitch). The pitch of the oboe may be adjusted by permanently altering the scrape, removing cane from the reed, or changing the position of the reed in the instrument (although the latter method should only be used as a last resort, because adjusting the position of the reed may cause some notes to warble). Subtle changes in pitch are also possible by adjusting the embouchure.


          


          History


          


          Baroque
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          The baroque oboe first appeared in the French court in the mid-17th century, where it was called hautbois. The basic form of the instrument was derived from the shawm, an instrument widely used in the Medieval and Renaissance periods. Musician and instrument maker Martin Hotteterre was responsible for many of the new instrument's early developments, according to one source, while another credits Jean Hotteterre and Michel Philidor, ca. 1657. The instrument quickly spread throughout Europe (including England, where it was called "hautboy", "hoboy", "hautboit", "howboye", and similar variants of the French name). It was the main melody instrument in early military bands, until it was succeeded by the clarinet.


          The baroque oboe was generally made of boxwood and had three keys; a "great", and two side keys. (The side key was often doubled to facilitate use of either the right or left hand on the bottom holes) In order to produce higher pitches, the player had to "overblow," or increase the air stream to reach the next harmonic. Notable oboe-makers of the period are the German Denner and Eichentopf, and the English Stanesby Sr. and Jr. The range for the baroque oboe comfortably extends from c1 to d3. With the resurgence of interest in early music in the mid 20th century, a few makers began producing copies to specifications from surviving historical instruments.
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          Classical


          The classical period brought an oboe whose bore was gradually narrowed, and the instrument became outfitted with several keys, among them were those for the notes D♯, F, and G♯. A key similar to the modern octave key was also added called the "slur key," though it was at first used more like the "flick" keys on the modern German bassoon. Only later did French instrument makers redesign the octave key to be used in the manner of the modern key (i.e. held open for the upper register, closed for the lower). The narrower bore allowed the higher notes to be more easily played, and composers began to more often utilize the oboe's upper register in their works. Because of this, the oboe's tessitura in the Classical era was somewhat broader than that found in baroque works. The range for the Classical oboe extends from c1 to f3, though some German and Austrian oboes were capable of playing one half-step lower. Classical-era composers who wrote concertos for oboe include Mozart (both the solo concerto in C major K. 314/285d and the lost Sinfonia Concertante in E-flat major K. 297b), Haydn, (both the Sinfonia Concertante in B-flat Hob. I:105 and the spurious concerto in C major Hob. VIIg:C1), Beethoven (the F major concerto, Hess 12, of which only sketches survive, though the second movement was reconstructed in the late twentieth century), and numerous other composers including Johann Christian Bach, Johann Christian Fischer, Jan Antonn Koželuh, and Ludwig August Lebrun. Innumerable solos exist for the oboe in chamber, symphonic, and operatic compositions from the Classical era.


          


          Viennese oboe


          In Vienna, a unique oboe has been preserved with its bore and tonal characteristics remaining relatively unchanged in use to the present day. The Akademiemodel Wiener oboe, developed in the early 20th century by Hermann Zuleger, is now made by several makers, such as Andr Constantinides, Karl Rado, Guntram Wolf and Yamaha. In their definitive historical work "The Oboe", Geoffrey Burgess and Bruce Haynes write (page 212) "The differences are most clearly marked in the middle register, which is reedier and more pungent, and the upper register, which is richer in harmonics on the Viennese oboe". Apart from its use in the major Viennese orchestras, it is not used elsewhere.


          


          Modern


          The oboe was developed further in the 19th century by the Triebert family of Paris. Using the Boehm flute as a source of ideas for key work, Guillaume Triebert and his sons, Charles and Frederic, devised a series of increasingly complex yet functional key systems. A variant form using large tone holes; the Boehm system oboe, was never in common use, though it was used in some military bands in Europe into the 20th century. F. Lore of Paris made further developments to the modern instrument. Minor improvements to the bore and key work have continued through the 20th century, but there has been no fundamental change to the general characteristics of the instrument for several decades.


          The modern oboe is most commonly made from grenadilla wood (African blackwood), though some manufacturers also make oboes out of other members of the dalbergia family of woods, which includes cocobolo, rosewood, ebony, and violetwood. Student model oboes are often made from plastic resin, to avoid instrument cracking that wood instruments are prone to, but also to make the instrument more economical. The oboe has an extremely narrow conical bore. The oboe is played with a double reed consisting of two thin blades of cane tied together on a small-diameter metal tube (staple), which is inserted into the reed socket at the top of the instrument. The commonly accepted range for the oboe extends from b♭0 to about g3, over two and a half octaves, though its common tessitura lies from c1 to e♭3. Some student oboes only extend to b0; the key for b♭ is not present, however this variant is becoming less common.


          A modern oboe with the "full conservatory" ("conservatoire" outside the USA) or Gillet key system has 45 pieces of keywork, with the possible additions of a third octave key and alternate (left little finger) F- or C-key. The keys are usually made of nickel silver, and are silver or occasionally gold-plated. Besides the full conservatoire system, oboes are also made using the English thumbplate system. Most have "semi-automatic" octave keys, in which the second octave action closes the first, and some have a fully automatic octave key system, as used on saxophones. Some full conservatory oboes have finger holes covered with rings rather than plates ("open-holed"), and most of the professional models have at least the right hand third key open-holed. Professional oboes used in the UK frequently feature conservatoire system combined with a thumb plate. With this type of mechanism the oboist has the best of both worlds as far as the convenience of fingerings is concerned.


          


          Other members of the oboe family


          The oboe has several siblings. The most widely known today is the cor anglais, or English horn, the tenor (or alto) member of the family. A transposing instrument; it is pitched in F, a perfect fifth lower than the oboe. The oboe d'amore, the alto (or mezzo-soprano) member of the family, is pitched in A, a minor third lower than the oboe. J.S. Bach made extensive use of both the oboe d'amore as well as the taille and oboe da caccia, Baroque antecedents of the cor anglais. Even less common is the bass oboe (also called baritone oboe), which sounds one octave lower than the oboe. Delius and Holst both scored for the instrument. Similar to the bass oboe is the more powerful heckelphone, which has a wider bore and larger tone than the bass oboe. Only 165 heckelphones have ever been made, and competent players are hard to find . The least common of all are the musette (also called oboe musette or piccolo oboe), the sopranino member of the family (it is usually pitched in E-flat or F above the oboe), and the contrabass oboe (typically pitched in C, two octaves deeper than the standard oboe).


          Keyless folk versions of the oboe (most descended from the shawm) are found throughout Europe. These include the musette (France) and bombarde ( Brittany), the piffaro and ciaramella (Italy), and the xirimia or chirimia (Spain). Many of these are played in tandem with local forms of bagpipe. Similar oboe-like instruments, most believed to derive from Middle Eastern models, are also found throughout Asia as well as in North Africa.


          


          Notable classical works featuring the oboe


          
            	Wolfgang Amadeus Mozart, Oboe Concerto in C major, Quartet in F major


            	Antonio Vivaldi, at least 15 oboe concertos


            	Antonio Pasculli, oboe concertos for oboe and piano/orchestra


            	Johann Sebastian Bach, Brandenburg Concertos nos. 1 and 2, Concerto for Violin and oboe, lost oboe concerti, numerous oboe obbligato lines in the sacred and secular cantatas


            	Tomaso Albinoni, Oboe (and two-oboe) Concerti


            	George Frideric Handel, The Arrival of the Queen of Sheba, Oboe Concerti and Sonatas


            	Georg Philipp Telemann, Oboe Concerti and Sonatas, trio sonatas for oboe, recorder and basso continuo


            	Richard Strauss, Oboe Concerto


            	Joseph Haydn (spurious), Oboe Concerto in C major


            	Vincenzo Bellini, Concerto in E[image: \flat]major, for oboe and string orchestra (before 1825)


            	Luciano Berio, Sequenza VII (1969), also Chemins IV (on Sequenza VII), for oboe and string orchestra (1975)


            	Domenico Cimarosa, Oboe Concerto in C major (arranged)


            	Francis Poulenc, Oboe Sonata


            	Benjamin Britten, Six Metamorphoses after Ovid, Temporal Variations


            	Robert Schumann, Three Romances for oboe or violin and piano


            	Edmund Rubbra, Oboe Sonata


            	Carl Nielsen, Two Fantasy Pieces for Oboe and Piano


            	Alessandro Marcello, Concerto in D/C minor


            	Ralph Vaughan Williams, Concerto for Oboe and Strings, Ten Blake Songs for oboe and tenor


            	Camille Saint-Sans, Sonata for Oboe and Piano in D Major


            	Bohuslav Martinů, Oboe Concerto


            	Darius Milhaud, Les rves de Jacob, op. 294, for oboe, violin, viola, cello, and doublebass (1949); Sonatina, op. 337, for oboe and piano (1954)


            	Bernd Alois Zimmermann, Concerto for Oboe and Small Orchestra (1952)


            	Carlos Chvez, Upingos, for unaccompanied oboe


            	John Barnes Chance, Variations on a Korean Folk Song


            	Hans Werner Henze, Doppio concerto, for oboe, harp, and string orchestra (1966)


            	Bruno Maderna, three oboe concertos (196263) (1967) (1973); Grande aulodia, for flute, oboe, and orchestra (1970)


            	Witold Lutosławski, Double Concerto for Oboe, Harp, and Chamber Orchestra


            	Ellen Taaffe Zwilich, Oboe Concerto


            	Paul Hindemith, Sonata for Oboe and Piano


            	Ennio Morricone, "Gabriel's Oboe" from The Mission. It is usually followed by The Mission's main theme and the choral symphony On Earth as It Is in Heaven.


            	Samuel Barber, Canzonetta, op. 48, for oboe and string orchestra (197778, orch. completed by Charles Turner)


            	Igor Stravinsky, Pastorale (transcribed in 1933 for Violin and Wind Quartet)


            	Elliott Carter, Oboe Concerto (1986-87); Trilogy, for oboe and harp (1992); Quartet for oboe, violin, viola, and cello (2001)


            	Heinz Holliger, Sonata, for unaccompanied oboe (195657/99); Mobile, for oboe and harp (1962); Trio, for oboe (doubling English horn), viola, and harp (1966); Studie ber Mehrklnge, for unaccompanied oboe (1971); Sechs Stcke, for oboe (doubling oboe damore) and harp (199899)
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          Use outside of classical music


          While the oboe is rarely used in musical genres other than Western classical, there have been a few notable exceptions.


          


          Traditional and folk music


          Although keyless folk oboes are still used in many European folk music traditions, the modern oboe has been little used in folk music. One exception was Derek Bell, harpist for the Irish group The Chieftains, who used the instrument in some performances and recordings. The U.S. contra dance band Wild Asparagus, based in western Massachusetts, also uses the oboe, played by David Cantieni. The folk musician Paul Sartin plays the oboe in several English folk bands including Faustus and Bellowhead. The bagpipe player and bagpipe maker Jonathan Shorland plays the oboe with the bands Primeaval and Juice, and formerly played with Fernhill, which play traditional British Isles music.


          


          Jazz


          Although the oboe has never been featured prominently in jazz music, some early bands, most notably that of Paul Whiteman, included it for coloristic purposes. The multi-instrumentalist Garvin Bushell (1902-1991) played the oboe in jazz bands as early as 1924 and used the instrument throughout his career, eventually recording with John Coltrane in 1961. Gil Evans scored for the instrument in his famous Miles Davis collaboration Sketches of Spain. Though primarily a tenor saxophone and flute player, Yusef Lateef was among the first (in 1963) to use the oboe as a solo instrument in modern jazz performances and recordings. Composer and double bassist Charles Mingus gave the oboe a brief but prominent role (played by Dick Hafer) in his composition "I.X. Love" on the 1963 album Mingus Mingus Mingus Mingus Mingus. The oboe was used more extensively in the 1970s by the English multi-instrumentalist Karl Jenkins in his work with Soft Machine and by Paul McCandless, when he played with Paul Winter Consort and Oregon. Romeo Penque played oboe on Roland Kirk's 1975 album Return of the 5000 Lb. Man, in the song "Theme for the Eulipions."


          The 1980s saw an increasing number of oboists try their hand at non-classical work, and many players of note have recorded and performed alternative music on oboe. Some present-day jazz groups influenced by classical music, such as the Maria Schneider Orchestra, feature the oboe.


          


          Rock (and Pop)


          The oboe has been used sporadically in rock recordings, generally by studio musicians on recordings of specific songs.


          In the 1970's, several bands emerged that featured oboists as members, including Henry Cow ( Lindsay Cooper), Japan:band ( Mick Karn), New York Rock & Roll Ensemble ( Martin Fulterman and Michael Kamen), and Roxy Music ( Andy Mackay). The oboists in these bands generally used the oboe as a secondary instrument, not playing it on every song. Japan and Roxy Music however, did use the oboe quite frequently.


          A historical sampling of uses of oboe in rock:


          1964- Peter and Gordon's " I don't want to see you again" has an oboe solo.


          1965-Sonny and Cher's "I Got You Babe" features oboe hook (ob. Harold Battiste). http://www.musicweb-international.com/encyclopaedia/s/S155.HTM


          1969 Ray Thomas of The Moody Blues on the album On a Threshold of a Dream (album).


          1970, 1971 The Move's album's "Looking On" and "Message from the Country" (e.g. "It Wasn't My Idea to Dance") -- (ob. Roy Wood)


          1970-1972 Electric Light Orchestra (ob. Roy Wood)


          1972-1975 Wizzard (ob. Roy Wood)


          1974 " Hergest Ridge" by Mike Oldfield (ob. Lindsay Cooper)


          1983 China Crisis album Working with fire and steel, Possible pop songs volume two (guest artist, ob. Steve Levy)


          1985 Madonna's "Crazy for You" (ob. George Marge) http://mlvc.org/archives/?a=mir&y=2001&m=February&i=27.txt


          1988 Twist in My Sobriety by Tanita Tikaram (ob. Malcolm Messiter)


          1991 REM's "Endgame" from Out of Time,


          1992 REM Automatic for the People (ob. Deborah Workman).


          1992-1994 Portastatic's recordings feature oboe.


          1994-present Sigur Rs (ob. Kjartan Kjarri Sveinsson)


          1995 Queen's song " It's A Beautiful Day," from the album Made in Heaven, contains an oboe part conceived by bassist John Deacon.


          1996-2003 French gothic metal band Penumbra, (ob. Jarlaath, also the vocalist).


          2001 Stereophonics' cover of "Handbags and Gladrags" by Rod Stewart features oboe.


          2000-2006 Indie rock musician Sufjan Stevens plays the oboe and cor anglais, and often overdubs both instruments on his albums.


          2003-present Dutch melodic doom/ death metal band Another Messiah (ob. Robbie J. de Klerk, also the vocalist).


          


          Film music


          The oboe is frequently featured in film music, often to underscore a particularly poignant or sad scene. One of the most prominent uses of the oboe in a film score is Ennio Morricone's "Gabriel's Oboe" theme from The Mission.


          It is also featured as a solo instrument in the theme "Across the Stars" from the John Williams score to Star Wars Episode II: Attack of the Clones.


          


          Famous oboists


          See this list of oboists.


          


          Oboe manufacturers


          
            	Buffet


            	Dupin


            	Bulgheroni


            	Cabart ( A Division of F. Lore )


            	Covey


            	Fossati


            	Fox


            	Frank


            	Howarth


            	A. Laubin


            	Linton


            	F. Lore


            	Marigaux


            	Miraphone


            	Musik Josef


            	Mnnig


            	Patricola


            	Pchner


            	Rigoutat


            	Selmer


            	Tom Sparkes


            	Yamaha
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          In Big Bang cosmology, the observable universe is the region of space bounded by a sphere, centered on the observer, that is small enough that we might observe objects in it, i.e. there has been sufficient time for a signal emitted from the object at any time after the Big Bang, and moving at the speed of light, to have reached the observer by the present time. Every position has its own observable universe which may or may not overlap with the one centered around the Earth.


          The word observable used in this sense has nothing to do with whether modern technology actually permits us to detect radiation from an object in this region. It simply means that it is possible in principle for light or other radiation from the object to reach an observer on Earth. In practice, we can only observe objects as far as the surface of last scattering, before which the universe was opaque to photons. However, it may be possible to infer information from before this time through the detection of gravitational waves which also move at the speed of light.


          


          The universe versus the observable universe


          Both popular and professional research articles in cosmology often use the term "universe" to mean "observable universe". This can be justified on the grounds that we can never know anything by direct experimentation about any part of the universe that is causally disconnected from us, although many credible theories, such as cosmic inflation require a universe much larger than the observable universe. No evidence exists to suggest that the boundary of the observable universe corresponds precisely to the physical boundary of the universe (if such a boundary exists); this is exceedingly unlikely in that it would imply that Earth is exactly at the centre of the universe, in violation of the cosmological principle. It is likely that the galaxies within our visible universe represent only a minuscule fraction of the galaxies in the universe.


          It is also possible that the universe is smaller than the observable universe. In this case, what we take to be very distant galaxies may actually be duplicate images of nearby galaxies, formed by light that has circumnavigated the universe. It is difficult to test this hypothesis experimentally because different images of a galaxy would show different eras in its history, and consequently might appear quite different. A 2004 paper claims to establish a lower bound of 24 giga parsecs (78 billion light-years) on the diameter of the universe, based on matching-circle analysis of the WMAP data.


          


          Size


          The comoving distance from Earth to the edge of the visible universe (also called cosmic light horizon) is about 14 billion parsecs (46 billion light-years) in any direction. This defines a lower limit on the comoving radius of the observable universe, although as noted in the introduction, it's expected that the visible universe is somewhat smaller than the observable universe since we only see light from the cosmic microwave background radiation that was emitted after the time of recombination, giving us the spherical surface of last scattering (gravitational waves could theoretically allow us to observe events that occurred earlier than the time of recombination, from regions of space outside this sphere). The visible universe is thus a sphere with a diameter of about 28 billion parsecs (about 92 billion light-years). Since space is roughly flat, this size corresponds to a comoving volume of about


          [image: \frac{4}{3} \times \pi \times \mathrm{R}^3 = 4 \times 10^{32}\text{ ly}^3 ]


          or about 31080 cubic meters.


          The figures quoted above are distances now (in cosmological time), not distances at the time the light was emitted. For example, the cosmic microwave background radiation that we see right now was emitted at the time of recombination, 379,000 years after the Big Bang, which occurred around 13.7 billion years ago. This radiation was emitted by matter that has, in the intervening time, mostly condensed into galaxies, and those galaxies are now calculated to be about 46 billion light-years from us. To estimate the distance to that matter at the time the light was emitted, a mathematical model of the expansion must be chosen and the scale factor, a(t), calculated for the selected time since the Big Bang, t. For the observationally-favoured Lambda-CDM model, using data from the WMAP satellite, such a calculation yields a scale factor change of approximately 1292. This means the universe has expanded to 1292 times the size it was when the CMBR photons were released. Hence, the most distant matter that is observable at present, 46 billion light-years away, was only 36 million light-years away from the matter that would eventually become Earth when the microwaves we are currently receiving were emitted.


          


          Misconceptions


          Many secondary sources have reported a wide variety of incorrect figures for the size of the visible universe. Some of these are listed below.


          
            	13.7 billion light-years. The age of the universe is about 13.7 billion years. While it is commonly understood that nothing travels faster than light, it is a common misconception that the radius of the observable universe must therefore amount to only 13.7 billion light-years. This reasoning only makes sense if the universe is the flat spacetime of special relativity; in the real universe, spacetime is highly curved on cosmological scales, which means that 3-space (which is roughly flat) is expanding, as evidenced by Hubble's law. Distances obtained as the speed of light multiplied by a cosmological time interval have no direct physical significance.

          


          
            	15.8 billion light-years. This is obtained in the same way as the 13.7 billion light year figure, but starting from an incorrect age of the universe which was reported in the popular press in mid-2006 . For an analysis of this claim and the paper that prompted it, see .

          


          
            	27 billion light-years. This is a diameter obtained from the (incorrect) radius of 13.7 billion light-years.

          


          
            	78 billion light-years. This is a lower bound for the size of the whole universe, based on the estimated current distance between points that we can see on opposite sides of the cosmic microwave background radiation, so this figure represents the diameter of the sphere formed by the CMBR. If the whole universe is smaller than this sphere, then light has had time to circumnavigate it since the big bang, producing multiple images of distant points in the CMBR, which would show up as patterns of repeating circles. Cornish et al looked for such an effect at scales of up to 24 gigaparsecs (78 billion light years) and failed to find it, and suggested that if they could extend their search to all possible orientations, they would then "be able to exclude the possibility that we live in a universe smaller than 24 Gpc in diameter". The authors also estimated that with "lower noise and higher resolution CMB maps (from WMAP's extended mission and from Planck), we will be able to search for smaller circles and extend the limit to ~28 Gpc." This estimate of the maximum diameter of the CMBR sphere that will be visible in planned experiments corresponds to a radius of 14 gigaparsecs, the same number given in the previous section.

          


          
            	156 billion light-years. This figure was obtained by doubling 78 billion light-years on the assumption that it is a radius. Since 78 billion light-years is already a diameter, the doubled figure is incorrect. This figure was very widely reported.

          


          
            	180 billion light-years. This estimate accompanied the age estimate of 15.8 billion years in some sources; it was obtained by incorrectly adding 15 percent to the incorrect figure of 156 billion light years.

          


          


          Matter content


          The observable universe contains about 3 to 7  1022 stars (30 to 70 Billion Trillion stars), organized in more than 80 billion galaxies, which themselves form clusters and superclusters.


          Two back-of-the-envelope calculations give the number of atoms in the observable universe to be around 1080.


          
            	Observations of the cosmic microwave background from the Wilkinson Microwave Anisotropy Probe suggest that the spatial curvature of the universe is very close to zero, which in current cosmological models implies that the value of the density parameter must be very close to a certain critical value. This works out to 9.91027 kilograms/meter3, which would be equal to about 5.9 hydrogen atoms per cubic meter. Analysis of the WMAP results suggests that only about 4.6% of the critical density is in the form of normal atoms, while 23% is thought to be made of cold dark matter and 77% is thought to be dark energy, so this leaves 0.27 hydrogen atoms/m3. Multiplying this by the volume of the visible universe, you get about 81079 hydrogen atoms.


            	A typical star has a mass of about 21030 kg, which is about 11057 atoms of hydrogen per star. A typical galaxy has about 400 billion stars so that means each galaxy has 11057  41011 = 41068 hydrogen atoms. There are possibly 80 billion galaxies in the Universe, so that means that there are about 41068  81010 = 31079 hydrogen atoms in the observable Universe. But this is definitely a lower limit calculation, and it ignores many possible atom sources.

          


          


          Mass of the observable universe


          The mass of the matter in the observable universe can be estimated based on density and size.


          


          Estimation based on the measured stellar density


          One way to calculate the mass of the visible matter which makes up the observable universe is to assume a mean solar mass and to multiply that by an estimate of the number of stars in the observable universe. The estimate of the number of stars in the universe is in turn derived from the volume of the observable universe ([image: \frac{4}{3} \pi {S_\textrm{horizon}}^3 = 9 \times 10^{30}\ \textrm{ly}^3]) and a stellar density calculated from observations by the Hubble Space Telescope ([image: \frac{5 \times 10^{21}\ \textrm{stars}}{4 \times 10^{30} \ \textrm{ly}^3} = 10^{-9} \ \textrm{stars}/\textrm{ly}^3]) yielding an estimate of the number of stars in the observable universe of [image: 9 \times 10^{21} \ \textrm{stars}] (9 Billion Trillion stars). Assuming the mass of Sol ([image: 2 \times 10^{30}\ \textrm{kg}]) as the mean solar mass (on the basis that the large population of dwarf stars balances out the population of stars whose mass is greater than Sol) and rounding the estimate of the number of stars up to [image: 10^{22}\ \textrm{stars}] yields a total mass for all the stars in the observable universe as [image: 3 \times 10^{52}\ \textrm{kg}]. However, as noted in the "matter content" section, the WMAP results in combination with the Lambda-CDM model predict that less than 5% of the total mass of the observable universe is made up of visible matter such as stars, the rest being made up of dark matter and dark energy.


          Hoyle calculates the mass of an observable steady-state universe using the formula [image: \frac{4}{3}\cdot \pi \cdot \rho \cdot (\frac{c}{H})^3], or [image: \frac{c^3}{2GH}].


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Observable_universe"
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              Animated map exhibiting the world's oceanic waters. A continuous body of water encircling the Earth, the world (global) ocean is divided into a number of principal areas. Five oceanic divisions are usually recognized: Pacific, Atlantic, Indian, Arctic, and Southern; the last two listed are sometimes consolidated into the first three.
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          An ocean (from Greek ό, Okeanos (Oceanus)) is a major body of saline water, and a principal component of the hydrosphere. Approximately 71% of the Earth's surface (an area of some 361 million square kilometers) is covered by ocean, a continuous body of water that is customarily divided into several principal oceans and smaller seas. More than half of this area is over 3,000 meters (9,800 ft) deep. Average oceanic salinity is around 35 parts per thousand (ppt) (3.5%), and nearly all seawater has a salinity in the range of 30 to 38 ppt.


          


          Overview


          Though generally recognized as several 'separate' oceans, these waters comprise one global, interconnected body of salt water often referred to as the World Ocean or global ocean. This concept of a global ocean as a continuous body of water with relatively free interchange among its parts is of fundamental importance to oceanography. The major oceanic divisions are defined in part by the continents, various archipelagos, and other criteria: these divisions are (in descending order of size) the Pacific Ocean, the Atlantic Ocean, the Indian Ocean, the Southern Ocean (which is sometimes subsumed as the southern portions of the Pacific, Atlantic, and Indian Oceans), and the Arctic Ocean (which is sometimes considered a sea of the Atlantic). The Pacific and Atlantic may be further subdivided by the equator into northerly and southerly portions. Smaller regions of the oceans are called seas, gulfs, bays and other names. There are also some smaller bodies of saltwater that are on land and not interconnected with the World Ocean, such as the Aral Sea, and the Great Salt Lake  though they may be referred to as 'seas', they are actually salt lakes. There are five oceans of the world: the Pacific Ocean the largest and deepest ocean of the world, the Atlantic Ocean the second largest and deepest ocean of the world, the Indian Ocean, the Southern Ocean, and the Arctic Ocean the smallest and shallowest ocean of the world.


          The oceans cover  of the earths surface and have great impact on the biosphere. The evaporation of these oceans is how we get most of our rainfall, and their temperature determines our climate and wind pattern. Life within the ocean had already evolved 3 billion years prior to the movement of animal and plant life on land. The amount of life and distance from shore (abiotic factor) effects the major distribution of marine biomes. Animals such as algae, branacles and muscles who live within the intertidal zone (land meets ocean) will fix themselves to rocks so they do not get washed from the resulting tides. The ocean is home to many species and consists of several other zones such as pelagic, benthic (sea floor), photic, and aphotic.


          Geologically, an ocean is an area of oceanic crust covered by water. Oceanic crust is the thin layer of solidified volcanic basalt that covers the Earth's mantle where there are no continents. From this perspective, there are three oceans today: the World Ocean and the Caspian and Black Seas, the latter two having been formed by the collision of Cimmeria with Laurasia. The Mediterranean Sea is very nearly a discrete ocean, being connected to the World Ocean through the Strait of Gibraltar, and indeed several times over the last few million years movement of the African continent has closed the strait off entirely. The Black Sea is connected to the Mediterranean through the Bosporus, but this is in effect a natural canal cut through continental rock some 7,000 years ago, rather than a piece of oceanic sea floor like the Strait of Gibraltar.


          


          Physical properties


          

          The area of the World Ocean is 361 million square kilometers (139 million sq mi), its volume is approximately 1.3 billion cubic kilometers (310 million cu mi), and its average depth is 3,790 meters (12,430 ft). Nearly half of the world's marine waters are over 3,000 meters (9,800 ft) deep. The vast expanses of deep ocean (anything below 200m) cover about 66% of the Earth's surface. This does not include seas not connected to the World Ocean, such as the Caspian Sea.


          The total mass of the hydrosphere is about 1.4  1021 kilograms, which is about 0.023% of the Earth's total mass. Less than 2% is freshwater; the rest is saltwater, mostly in the ocean.


          


          Colour


          A common misconception is that the oceans are blue primarily because the sky is blue. In fact, water has a very slight blue colour that can only be seen in large volumes. While the sky's reflection does contribute to the blue appearance of the surface, it is not the primary cause. The primary cause is the absorption by the water molecules' nuclei of red photons from the incoming light, the only known example of colour in nature resulting from vibrational, rather than electronic, dynamics.


          


          Glow


          A number of sailors and professional mariners have reported that the ocean often emits a visible glow, or luminescence, which extends for miles at night. In 2005, scientists announced that for the first time, photographic evidence had been obtained of this glow. It may be due to bioluminescence.


          


          Exploration


          
            [image: Map of large underwater features. (1995, NOAA)]

            
              Map of large underwater features. (1995, NOAA)
            

          


          Travel on the surface of the ocean through the use of boats dates back to prehistoric times, but only in modern times has extensive underwater travel become possible.


          The deepest point in the ocean is the Marianas Trench located in the Pacific Ocean near the Northern Mariana Islands. It has a maximum depth of 10,923meters (35,838 ft) . It was fully surveyed in 1951 by the British naval vessel, "Challenger II" which gave its name to the deepest part of the trench, the " Challenger Deep". In 1960, the Trieste successfully reached the bottom of the trench, manned by a crew of two men.


          Much of the bottom of the world's oceans are unexplored and unmapped. A global image of many underwater features larger than 10kilometers (6 mi) was created in 1995 based on gravitational distortions of the nearby sea surface.


          


          Regions


          
            [image: The major oceanic divisions]

            
              The major oceanic divisions
            

          


          Oceans are divided into numerous regions depending on the physical and biological conditions of these areas. The pelagic zone includes all open ocean regions, and can be subdivided into further regions categorized by depth and light abundance. The photic zone covers the oceans from surface level to 200 meters down. This is the region where the photosynthesis most commonly occurs and therefore contains the largest biodiversity in the ocean. Since plants can only survive with photosynthesis any life found lower than this must either rely on material floating down from above (see marine snow) or find another primary source; this often comes in the form of hydrothermal vents in what is known as the aphotic zone (all depths exceeding 200m). The pelagic part of the photic zone is known as the epipelagic. The pelagic part of the aphotic zone can be further divided into regions that succeed each other vertically. The mesopelagic is the uppermost region, with its lowermost boundary at a thermocline of 12C, which, in the tropics generally lies between 700 and 1,000 m. After that is the bathypelagic lying between 10C and 4C, or between 700 or 1,000 m and 2,000 or 4,000 m. Lying along the top of the abyssal plain is the abyssalpelagic, whose lower boundary lies at about 6,000 m. The final zone falls into the oceanic trenches, and is known as the hadalpelagic. This lies between 6,000 m and 10,000 m and is the deepest oceanic zone.


          Along with pelagic aphotics zones there are also benthic aphotic zones, these correspond to the three deepest zones. The bathyal zone covers the continental slope and the rise down to about 4,000 m. The abyssal zone covers the abyssal plains between 4,000 and 6,000 m. Lastly, the hadal zone corresponds to the hadalpelagic zone which is found in the oceanic trenches. The pelagic zone can also be split into two subregions, the neritic zone and the oceanic zone. The neritic encompasses the water mass directly above the continental shelves, while the oceanic zone includes all the completely open water. In contrast, the littoral zone covers the region between low and high tide and represents the transitional area between marine and terrestrial conditions. It is also known as the intertidal zone because it is the area where tide level affects the conditions of the region.


          


          Climate effects


          One of the most dramatic forms of weather occurs over the oceans: tropical cyclones (also called "typhoons" and "hurricanes" depending upon where the system forms). Ocean currents greatly affect the Earth's climate by transferring warm or cold air and precipitation to coastal regions, where they may be carried inland by winds. The Antarctic Circumpolar Current encircles that continent, influencing the area's climate and connecting currents in several oceans.


          


          Ecology


          Lifeforms native to oceans include (among others):


          
            	Radiata


            	Fish


            	Cetacea such as whales, dolphins and porpoises,


            	Cephalopods such as the octopus


            	Crustaceans such as lobsters and shrimp


            	Marine worms


            	Plankton


            	Krill


            	Echinoderms (brittle star, starfish, sea cucumber, sand dollar)

          


          


          Economy


          The oceans are essential to transportation: most of the world's goods are moved by ship between the world's seaports. Important ship canals include the Saint Lawrence Seaway, Panama Canal, and Suez Canal. They are also an important source of valuable food items for the fishing industry. Some of these are shrimp, fish, crabs and lobster.


          


          Ancient oceans


          
            [image: Genesis of an ocean]

            
              Genesis of an ocean
            

          


          Continental drift has reconfigured the Earth's oceans, joining and splitting ancient oceans to form the current oceans. Ancient oceans include:


          
            	Bridge River Ocean, the ocean between the ancient Insular Islands and North America.


            	Iapetus Ocean, the southern hemisphere ocean between Baltica and Avalonia.


            	Panthalassa, the vast world ocean that surrounded the Pangaea supercontinent.


            	Rheic Ocean


            	Slide Mountain Ocean, the ocean between the ancient Intermontane Islands and North America.


            	Tethys Ocean, the ocean between the ancient continents of Gondwana and Laurasia.


            	Khanty Ocean, the ocean between Baltica and Siberia.


            	Mirovia, the ocean that surrounded the Rodinia supercontinent.


            	Paleo-Tethys Ocean, the ocean between Gondwana and the Hunic terranes.


            	Proto-Tethys Ocean,


            	Pan-African Ocean, the ocean that surrounded the Pannotia supercontinent.


            	Superocean, the ocean that surrounds a global supercontinent.


            	Ural Ocean, the ocean between Siberia and Baltica.

          


          


          Extraterrestrial oceans


          
            	See also Extraterrestrial liquid water

          


          Earth is the only known planet with liquid water on its surface and is certainly the only one in our own solar system. However, liquid water is thought to be present under the surface of the Galilean moons Europa and, with less certainty, Callisto and Ganymede. Geysers have been found on Enceladus, though these may not involve bodies of liquid water. Other icy moons may have once had internal oceans that have now frozen, such as Triton. The planets Uranus and Neptune may also possess large oceans of liquid water under their thick atmospheres, though their internal structure is not well understood at this time.


          There is currently much debate over whether Mars once had an ocean of water in its northern hemisphere, and over what happened to it if it did; recent findings by the Mars Exploration Rover mission indicate it had some long-term standing water in at least one location, but its extent is not known.


          Astronomers believe that Venus had liquid water and perhaps oceans in its very early history. If they existed, all trace of them seems to have vanished in later resurfacing.


          Liquid hydrocarbons are thought to be present on the surface of Titan, though it may be more accurate to describe them as "lakes" rather than an "ocean." The Cassini-Huygens space mission initially discovered only what appeared to be dry lakebeds and empty river channels, suggesting that Titan had lost what surface liquids it might have had. A more recent fly-by of Titan made by Cassini has produced radar images that strongly suggest hydrocarbon lakes near the polar regions where it is colder. Titan is also thought likely to have a subterranean water ocean under the mix of ice and hydrocarbons that forms its outer crust.


          Beyond the solar system, Gliese 581 c is at the right distance from its sun for liquid water to exist on the planet's surface. Since it does not transit its sun, there is no way to know if there is any water there. HD 209458b may have water vapour in its atmosphere--this is currently being disputed. Gliese 436 b is believed to have "hot ice." Neither of these planets are cool enough for liquid water--but if water molecules exist there, they are also likely to be found on planets at a suitable temperature.


          


          Mythology


          The original concept of "ocean" goes back to notions of Mesopotamian and Indo-European mythology, imagining the world to be encircled by a great river. Okeanos, "ό" in Greek, reflects the ancient Greek observation that a strong current flowed off Gibraltar and their subsequent assumption that it was a great river. (Compare also Samudra from Hindu mythology and Jrmungandr from Norse mythology.) The world was imagined to be enclosed by a celestial ocean above the heavens, and an ocean of the underworld below (compare Rasā, Varuna).
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              [image: World map exhibiting a common interpretation of Oceania; other interpretations may vary.]

            


            
              
                	Area

                	9,008,458km (3,478,185.1sqmi)
              


              
                	Population

                	32,000,000 (6th)
              


              
                	Countries

                	
                  
                    
                      14
                    


                    
                      Australia

                      Fiji

                      Kiribati

                      Marshall Islands

                      Micronesia

                      Nauru

                      New Zealand

                      Palau

                      Papua New Guinea

                      Samoa

                      Solomon Islands

                      Tonga

                      Tuvalu

                      Vanuatu
                    

                  

                
              


              
                	Dependencies

                	
                  
                    
                      15
                    


                    
                      American Samoa

                      Ashmore and Cartier Islands

                      Cook Islands

                      Coral Sea Islands

                      Easter Islands

                      French Polynesia

                      Guam

                      Hawaii

                      New Caledonia

                      Niue

                      Norfolk Island

                      Northern Mariana Islands

                      Pitcairn Islands

                      Tokelau

                      Wallis and Futuna
                    

                  

                
              


              
                	Languages

                	
                  
                    
                      25 Official
                    


                    
                      Official languages:

                      Bislama

                      Carolinian

                      Chamorro

                      Cook Islands Maori

                      English

                      Fijian

                      French

                      Futunan

                      Gilbertese

                      Hindi

                      Hiri Motu

                      Indonesian

                      Māori

                      Marshallese

                      Nauruan

                      Niuean

                      Palauan

                      Pitkern

                      Samoan

                      Tahitian

                      Tokelauan

                      Tongan

                      Tok Pisin

                      Tuvaluan

                      Wallisian

                      also many unofficial ones
                    

                  

                
              


              
                	Time Zones

                	UTC+10 (Micronesia) to UTC-9 (French Polynesia) (West to East)
              

            

          


          Oceania (sometimes Oceanica) is a geographical, often geopolitical, region consisting of numerous landsmostly islands in the Pacific Ocean and vicinity. The term is often used in many languages to define one of the continents and is one of eight terrestrial ecozones.


          Ethnologically, the islands that are included in Oceania are divided into the subregions of Melanesia, Micronesia, and Polynesia.


          The exact scope of Oceania is variably defined: it generally includes New Zealand, is often taken to include parts of Australasia such as Australia and New Guinea, and sometimes all or part of the Malay Archipelago.


          


          Extent


          
            [image: ]
          


          Originally coined by the French explorer Dumont d'Urville in 1831, Oceania has been traditionally divided into Micronesia, Melanesia and Polynesia. As with any region, however, interpretations vary; increasingly, geographers and scientists divide Oceania into Near Oceania and Remote Oceania.


          Most of Oceania consists of island nations composed of thousands of coral atolls and volcanic islands, with small human populations.


          Australia is the only continental country but Indonesia has land borders with Papua New Guinea, East Timor, and Malaysia. If the Australia-New Guinea continent is included then the highest point is Puncak Jaya in Papua at 4,884 m (16,024 ft) and the lowest point is Lake Eyre, Australia at 16m (52ft) below sea level.



          


          Regions
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              Regions of Oceania.
            

          


          The regions and constituents of Oceania may vary according to source. In the table below, the subregions and countries of Oceania are broadly categorised according to the scheme for geographic subregions used by the United Nations, and data included are per sources in cross-referenced articles. Where they differ, provisos are clearly indicated. Apropos, according to different definitions, the following territories and regions may be subject to various other categorisations.


          



          
            
              	Name of region, followed by countries

              and their flags

              	Area

              (km)

              	Population

              ( 1 July 2002 estimate)

              	Population density

              (per km)

              	Capital
            


            
              	Australasia
            


            
              	[image: Flag of Australia]Australia

              	7,686,850

              	21,050,000

              	2.5

              	Canberra
            


            
              	[image: Flag of Christmas Island]Christmas Island (Australia)

              	135

              	1,493

              	3.5

              	Flying Fish Cove
            


            
              	[image: Flag of the Cocos (Keeling) Islands]Cocos (Keeling) Islands (Australia)

              	14

              	632

              	45.1

              	West Island
            


            
              	[image: Flag of New Zealand]New Zealand

              	268,680

              	4,108,037

              	14.5

              	Wellington
            


            
              	[image: Flag of Norfolk Island]Norfolk Island (Australia)

              	35

              	1,866

              	53.3

              	Kingston
            


            
              	Melanesia
            


            
              	[image: Flag of Fiji]Fiji

              	18,270

              	856,346

              	46.9

              	Suva
            


            
              	[image: Flag of Indonesia]Indonesia (Oceanian part only)

              	499,852

              	4,211,532

              	8.4

              	Jakarta
            


            
              	[image: Flag of New Caledonia]New Caledonia (France)

              	19,060

              	207,858

              	10.9

              	Nouma
            


            
              	[image: Flag of Papua New Guinea]Papua New Guinea

              	462,840

              	5,172,033

              	11.2

              	Port Moresby
            


            
              	[image: Flag of the Solomon Islands]Solomon Islands

              	28,450

              	494,786

              	17.4

              	Honiara
            


            
              	[image: Flag of Vanuatu]Vanuatu

              	12,200

              	196,178

              	16.1

              	Port Vila
            


            
              	Micronesia
            


            
              	[image: Flag of the Federated States of Micronesia]Federated States of Micronesia

              	702

              	135,869

              	193.5

              	Palikir
            


            
              	[image: Flag of Guam]Guam (USA)

              	549

              	160,796

              	292.9

              	Hagta
            


            
              	[image: Flag of Kiribati]Kiribati

              	811

              	96,335

              	118.8

              	South Tarawa
            


            
              	[image: Flag of the Marshall Islands]Marshall Islands

              	181

              	73,630

              	406.8

              	Majuro
            


            
              	[image: Flag of Nauru]Nauru

              	21

              	12,329

              	587.1

              	Yaren
            


            
              	[image: Flag of the Northern Mariana Islands]Northern Mariana Islands (USA)

              	477

              	77,311

              	162.1

              	Saipan
            


            
              	[image: Flag of Palau]Palau

              	458

              	19,409

              	42.4

              	Melekeok
            


            
              	Polynesia
            


            
              	[image: Flag of American Samoa]American Samoa (USA)

              	199

              	68,688

              	345.2

              	Pago Pago, Fagatogo
            


            
              	[image: Flag of the Cook Islands]Cook Islands (NZ)

              	240

              	20,811

              	86.7

              	Avarua
            


            
              	[image: Flag of French Polynesia]French Polynesia (France)

              	4,167

              	257,847

              	61.9

              	Papeete
            


            
              	[image: Flag of Niue]Niue (NZ)

              	260

              	2,134

              	8.2

              	Alofi
            


            
              	[image: Flag of the Pitcairn Islands]Pitcairn Islands (UK)

              	5

              	47

              	10

              	Adamstown
            


            
              	[image: Flag of Samoa]Samoa

              	2,944

              	178,631

              	60.7

              	Apia
            


            
              	[image: Flag of Tokelau]Tokelau (NZ)

              	10

              	1,431

              	143.1

              	
            


            
              	[image: Flag of Tonga]Tonga

              	748

              	106,137

              	141.9

              	Nukuʻalofa
            


            
              	[image: Flag of Tuvalu]Tuvalu

              	26

              	11,146

              	428.7

              	Funafuti
            


            
              	[image: Flag of Wallis and Futuna]Wallis and Futuna (France)

              	274

              	15,585

              	56.9

              	Mata-Utu
            


            
              	Total

              	9,008,458

              	35,834,670

              	4.0
            


            
              	Total minus mainland Australia

              	1,321,608

              	14,784,670

              	11.2

              	
            

          


          See Also: List of Oceanian countries by population
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              Political map of Oceania
            

          


          


          Interpretative details and controversies


          
            	New Zealand is the western corner of the Polynesian triangle. Its indigenous Māori constitute one of the major cultures of Polynesia. It is also, however, considered part of Australasia.


            	Hawaii is the northern corner of the Polynesian triangle and is generally included in Oceania, though politically it is part of the United States. The Hawaiian language is a Polynesian member of the Oceanic language family, and Hawaiian culture is one of the major cultures of Polynesia.


            	The U.S. territories in the North Pacific are generally considered part of Oceania.


            	Rapa Nui, or Easter Island, is the eastern corner of the Polynesian triangle. A Polynesian island in the eastern Pacific Ocean and part of the territory of Chile, it is generally included in Oceania, in which case the most easterly place in Polynesia and Oceania is its dependency Sala y Gmez 415 km to the East.


            	The line in Indonesia dividing Oceania from Asia varies in location and is sometimes considered to be the Wallace Line. See the transcontinental country article.


            	East Timor is often reckoned as a part of Oceania due to its location to the east of the Wallace Line and its cultural ties to Pacific peoples. See transcontinental country; Biogeographically, East Timor lies within Wallacea, an ecological transition zone between Asia and Australasia. This transition is less known and less favoured these days as a continental boundary.


            	Australia is sometimes not included in Oceania. Terms such as Pacific Islands or South Sea Islands might be used to describe Oceania without Australia (and New Zealand). The term "Australasia" invariably includes Australia, and usually includes New Zealand, Papua New Guinea, and some other parts of Oceania, but this term is sometimes controversial outside of Australia, as it may be seen as indicating a link with Asia  a separate continent  or as too greatly emphasising Australia. "Austral" means "of, relating to, or coming from the south", and is the common root of both Australia and Australasia.


            	Although Christmas Island and the Cocos (Keeling) Islands belong to the Commonwealth of Australia, they are west of Sumatra and are commonly associated with Asia, and not with Oceania.


            	In its widest sense, the term may embrace the entire insular region between Asia and the Americas, thereby including other Pacific island groups such as the Ryukyu, Kuril and Aleutian islands, and the Japanese Archipelago.

          


          


          Ecogeography


          Oceania is one of eight terrestrial ecozones, which constitute the major ecological regions of the planet. The Oceania ecozone includes all of Micronesia, Fiji, and all of Polynesia except New Zealand. New Zealand, along with New Guinea and nearby islands, Australia, the Solomon Islands, Vanuatu, and New Caledonia, constitute the separate Australasia ecozone.


          


          History


          


          Sport


          


          Pacific Games


          The Pacific Games (formerly known as the South Pacific Games) is a multi-sport event, much like the Olympics, (albeit on a much smaller scale), with participation exclusively from countries around the Pacific. It is held every four years and began in 1963.


          


          Rugby codes


          Rugby League and Rugby Union are two of the region's most popular sports. Rugby union is the national sport of New Zealand, Samoa, Fiji and Tonga and is the sixth most popular sport in Australia. Rugby League is the national sport in Papua New Guinea (the second most populous country in Oceania after Australia), is fifth most popular in Australia, and has a significant following in New Zealand.


          Australia has won the Rugby Union World Cup twice, New Zealand have won the inaugural World Cup in 1987. Australia and New Zealand jointly hosted the World Cup in 1987; Australia hosted it in 2003 and New Zealand is to host it in 2011.


          


          Australian rules football


          Australian rules football is the national sport in Nauru and is third most popular in Australia. It is also very popular in Papua New Guinea.


          


          Cricket


          Cricket is the most popular and national sport of Australia, and also has a significant following in New Zealand.


          


          Football (soccer)


          Currently Vanuatu is the only country in Oceania to call football its national sport. In Australia it is the fourth most popular sport.


          The Oceania Football Confederation (OFC) is one of six football (soccer) confederations under the auspices of FIFA, the international governing body of the sport. The OFC is the only confederation without an automatic qualification to the World Cup Finals. Currently the winner of the OFC qualification tournament must play-off against an Asian confederation side to qualify for the World Cup.


          Oceania has only been represented at three World Cup Finals  Australia in 1974 plus 2006 and New Zealand in 1982. However, Australia is now no longer a member of the Oceania Football Confederation, having joined the Asian Football Confederation in 2006.
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            [image: World map showing the oceanic climate zones.]

            
              World map showing the oceanic climate zones.
            

          


          An oceanic climate (also called marine west coast climate and maritime climate) is the climate typically found along the west coasts at the middle latitudes of all the world's continents, and in southeastern Australia. Oceanic climates are characterized by a narrower annual range of temperatures than are encountered in other places at a comparable latitude, and do not have the extremely dry summers of Mediterranean climates.


          Similar climates, at least in thermal range, are also found in tropical highlands even at considerable distance from any coastline. Generally, they fall into Kppen climate classification Cfb or Cwb. The narrow range of temperatures results not from proximity to a coastline but instead to the slight thermal range of temperatures between seasons characteristic of tropical lowlands; altitudes are high enough that such places have at least one month cooler than 14 C and do not qualify for grouping in the true tropical climates. Unlike the norm in true oceanic climates, these moist highland tropical climates may have a marked winter drought, as in Mexico City. As with oceanic climates, winters are relatively warm and summers are comparatively cool, so the agricultural potential in both oceanic climates and moist tropical highland climates is practically identical.


          


          Precipitation


          Precipitation is both adequate and reliable at all times of the year in oceanic climates, except in certain tropical highland areas, which would have tropical savanna or steppe climates (with a dry season in winter) if not for the high altitude making them cooler (Koppen Cwb). The Pacific Northwest and south-central Chile is often considered as having an Oceanic climate, although the dry summers in parts of this area actually fit the Mediterranean climate (Koppen "Csb").


          


          Temperature


          Overall temperature characteristics vary among oceanic climates; those at the lowest latitudes are subtropical from a thermal standpoint, but more commonly a mesothermal regime prevails, with cool, but not cold, winters and warm, but not hot, summers. Summers are also generally much cooler than in areas with a humid subtropical climate. Average temperature of warmest month must be less than 22 C, and that of the coldest month warmer than -3 C (Although American scientists prefer 0 C in the coldest month). Poleward of the latter is a zone of subpolar oceanic climate (Kppen Cfc), with relatively mild winters (coldest month warmer than -3) and cool summers and a summer season (average temperature at least 10 C or 50 F) of less than four months; examples of this climate include parts of coastal Iceland in the Northern Hemisphere and extreme southern Chile in the Southern Hemisphere (the fact that this form of climate exists in both hemispheres ruling out the use of such terms as subarctic or boreal to denote it; even though these terms are used to refer to climates characterized by short summers, they are also synonyms for "northern" and therefore inappropriate).


          


          Additional information


          The British Isles experiences a typically maritime climate, with prevailing south-westerly winds from the Atlantic Ocean. The annual average temperature range in the UK is only about 10 C. Although the west coast of Alaska experiences a maritime climate, the absence of an equally significant warm Pacific current in the upper-mid latitudes means that these regions are generally colder in winter, with more precipitation falling as snow.


          All mid-latitude oceanic climates are classified as humid. Some rainshadow climates with thermal rgimes similar to those of oceanic climates but steppe-like (BSk) or even desert-like (BWk) scarcity of precipitation include lowland valleys of Washington and Oregon to the east of the Cascade Range, Patagonia in southern Argentina, and the Atacama Desert in northern Chile. Another example are coastal areas in southeast Western Australia.


          


          Countries/Regions with mild maritime climate


          
            	Northern and southwest France


            	The Netherlands


            	Belgium


            	Western Germany


            	Western Switzerland (Lowland areas)


            	Northwest Spain (often as csb)


            	Northern Portugal (often as csb, too)


            	Andorra


            	Southwest Norway


            	Parts of Denmark


            	Ireland


            	Great Britain


            	New Zealand


            	Tasmania, Australia


            	Southern parts of Victoria and New South Wales, Australia


            	Coastal areas of southwestern South Australia, Australia (as csb)


            	Western areas of the south coast of Western Australia


            	Central Argentina


            	Southern and central Chile (as csb)


            	Western parts of Oregon and Washington (U.S.A.) and British Columbia (Canada) (as csb; cfb in most of British Columbia)


            	Northwest California (as csb) and Alaskan panhandle (U.S.A.)


            	Mountainous locations in some tropical countries (e.g. Indian subcontinent, Latin America, southern and central Africa; often as cwb)


            	Some mountainous areas across southern Europe


            	Parts of Himalayas

          


          The 0 C (32 F) isotherm (freeze line) or the -3 C (26.6 F) isotherms (persistent snow line) are the possible lines dividing the oceanic and the humid continental climates, in between which are the following regions:


          
            	Eastern Germany


            	Luxembourg


            	Liechtenstein


            	Western Poland


            	Eastern Switzerland and parts of Austria


            	Western Alps between 700 and 1000 meters.


            	Central and Eastern Alps between 500 and 800 meters.


            	Southern Sweden


            	Fjord areas inland from the coast of southwest Norway and parts of the southeast coast of Norway


            	Much of Denmark


            	Southern coastal areas of the Alaskan Panhandle


            	Most of the Czech Republic


            	Parts of western Slovakia


            	Northwest Romania


            	Most of Hungary


            	Slovenia


            	Parts of Bosnia-Herzegovina


            	Mountainous areas across southern Europe


            	Himalayas


            	Some southern coastal areas of New England

          


          


          Notable cities with oceanic climates


          Notable cities which have oceanic climates include:


          


          Africa


          
            	Port Elizabeth, South Africa


            	Tristan da Cunha


            	Addis Ababa, Ethiopia Cwb


            	Nairobi, Kenya Cwb

          


          Note that the latter two locations are high-altitude locations in the tropical areas that would be in savanna (Aw) or steppe (BSHw) zones except for high altitude.


          


          Europe


          
            	Amsterdam, Netherlands


            	Bergen, Norway


            	Berlin, Germany


            	Bilbao, Spain


            	Bordeaux, France


            	Bratislava, Slovakia


            	Brussels, Belgium


            	Cardiff, Wales


            	Copenhagen, Denmark


            	Dublin, Ireland


            	Geneva, Switzerland


            	Glasgow, Scotland


            	Gothenburg, Sweden


            	Grenoble, France


            	Hamburg, Germany


            	London, England


            	Ljubljana, Slovenia


            	Paris, France


            	Prague, Czech Republic


            	San Sebastin, Spain


            	Sarajevo, Bosnia and Herzegovina


            	Vienna, Austria


            	Vigo, Spain csb


            	Wrocław, Poland

          


          


          North America


          
            	Mexico City, Mexico cwb


            	Portland, Oregon, USA csb


            	Prince Rupert, British Columbia, Canada


            	Seattle, Washington, USA csb


            	Vancouver, British Columbia, Canada


            	Victoria, British Columbia, Canada csb

          


          


          Central America


          
            	Guatemala City, Guatemala cwb

          


          Note that these locations have moist tropical highland climates.


          


          South America


          
            	Curitiba, Brazil


            	Mar del Plata, Argentina


            	Castro, Chile


            	Puerto Montt, Chile


            	Valdivia, Chile csb

          


          The following have moist tropical highland climates:


          
            	Bogot, Colombia


            	Quito, Ecuador


            	Sucre, Bolivia cwb

          


          


          Asia


          
            	Thimphu, Bhutan cwb

          


          


          Oceania


          
            	Auckland, New Zealand


            	Christchurch, New Zealand


            	Dunedin, New Zealand


            	Hobart, Australia


            	Melbourne, Australia


            	Sydney, Australia


            	Wellington, New Zealand

          


          


          Exceptions and borderline cases


          Porto has a temperature range characteristic of an oceanic climate but so little rainfall during summer that they must be considered part of a Mediterranean climate zone, despite their milder summer temperatures.


          


          Countries/Regions with subpolar oceanic climate


          
            	Parts of coastal Iceland


            	Faroe Islands


            	Northwestern coastal areas of Norway reaching to 70N on some islands


            	Southern islands of Alaska and parts of the Alaskan Panhandle


            	Far south of Chile and Argentina


            	Parts of the Andes and Himilaya (as cwc)


            	Mountainous areas of Europe, including highlands in Scotland, southwestern Norway

          


          Some notable cities with the subpolar Cfc climate are:


          
            	Harstad, Norway


            	Thorshavn, Faroe Islands


            	Unalaska, Alaska (also known as Dutch Harbour)


            	Ushuaia, Tierra del Fuego, Argentina


            	Vestmannaeyjar, Iceland


            	La Paz, Bolivia cwc

          


          


          Examples
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              	Climate chart for London, United Kingdom
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              	Climate chart for Sydney, Australia
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              	Climate chart for Melbourne, Australia
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              	Climate chart for Valdivia, Chile
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              Thermohaline circulation
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              Oceanographic frontal systems on the southern hemisphere
            

          


          Oceanography (from the greek words ό meaning Ocean and ά meaning to write), also called oceanology or marine science, is the branch of Earth Sciences that studies the Earth's oceans and seas. It covers a wide range of topics, including marine organisms and ecosystem dynamics; ocean currents, waves, and geophysical fluid dynamics; plate tectonics and the geology of the sea floor; and fluxes of various chemical substances and physical properties within the ocean and across its boundaries. These diverse topics reflect multiple disciplines that oceanographers blend to further knowledge of the world ocean and understanding of processes within it: biology, chemistry, geology, meteorology, and physics.


          


          Sub categories


          The study of oceanography is divided into a number of branches:


          
            	Biological oceanography, or marine biology, is the study of the plants, animals and microbes ( biota) of the oceans and their ecological interaction;


            	Chemical oceanography, or marine chemistry, is the study of the chemistry of the ocean and its chemical interaction with the atmosphere;


            	Geological oceanography, or marine geology, is the study of the geology of the ocean floor including plate tectonics;


            	Physical oceanography, or marine physics, studies the ocean's physical attributes including temperature-salinity structure, mixing, waves, internal waves, tides and currents. Of particular interest is the behaviour of sound ( acoustical oceanography), light (optical oceanography) and radio waves in the ocean.

          


          These branches reflect the fact that many oceanographers are first trained in the exact sciences or mathematics and then focus on applying their interdisciplinary knowledge, skills and abilities to oceanography.


          Oceanology is used in Ocean engineering, involved in the design and building of oil platforms, ships, harbors, and other structures that allow us to use the ocean safely.


          Oceanographic data management is the discipline ensuring that oceanographic data both past and present are available to researchers.


          


          History


          
            [image: Ocean currents (1911)]

            
              Ocean currents (1911)
            

          


          Man began to acquire knowledge of the waves and currents of the seas and oceans in pre-historic times. Observations on tides are recorded by Aristotle and Strabo. Early modern exploration of the oceans was primarily for cartography and mainly limited to its surfaces and of the creatures that fishermen brought up in nets, though depth soundings by lead line were taken. But when Louis Antoine de Bougainville, who voyaged between 1766 and 1769, and James Cook, who voyaged from 1768 to 1779, carried out their explorations in the South Pacific, information on the oceans themselves formed part of the reports.


          James Rennell wrote the first scientific textbooks about currents in the Atlantic and Indian oceans during the late 18th and at the beginning of 19th century. Sir James Clark Ross took the first modern sounding in deep sea in 1840, and Charles Darwin published a paper on reefs and the formation of atolls as a result of the second voyage of HMS Beagle in 1831-6. Fitzroy published a report in four volumes of the three voyages of the Beagle.


          The steep slope beyond the continental shelves was not discovered until 1849. Matthew Fontaine Maury's Physical Geography of the Sea, 1855 was the first textbook of oceanography. The first successful laying of transatlantic telegraph cable in August 1858 confirmed the presence of an underwater "telegraphic plateau" mid-ocean ridge.


          After the middle of the 19th century, scientific societies were processing a flood of new terrestrial botanical and zoological information. European natural historians began to sense the lack of more than anecdotal knowledge of the oceans. In the 19th century Edward Forbes undertook dredging in the Aegean Sea that founded marine ecology.


          In 1871, under the recommendations of the Royal Society of London, the British government sponsored an expedition to explore world's oceans and conduct scientific investigations. With that, oceanography began as a quantifiable science in 1872, when the Scots Charles Wyville Thompson and Sir John Murray launched the Challenger expedition (18721876). The results of this were published in 50 volumes covering biological, physical and geological aspects. 4417 new species were discovered.


          Other European and American nations also sent out scientific expeditions (as did private individuals and institutions). The first purpose built oceanographic ship, the "Albatros" was built in 1882. The four-month 1910 North Atlantic expedition headed by Sir John Murray and Johan Hjort was at that time the most ambitious research oceanographic and marine zoological project ever, and led to the classic 1912 book The Depths of the Ocean.


          Oceanographic institutes dedicated to the study of oceanography were founded. In the United States, these included the Scripps Institution of Oceanography in 1892, Woods Hole Oceanographic Institution in 1930, Lamont-Doherty Earth Observatory at Columbia University, and the School of Oceanography at University of Washington. In Britain, there is a major research institution: National Oceanography Centre, Southampton which is the successor to the Institute of Oceanography. In Australia, CSIRO Marine and Atmospheric Research, known as CMAR, is a leading centre. In 1921 the International Hydrographic Bureau (IHB) was formed in Monaco.


          In 1893 Fridtjof Nansen allowed his ship "Fram" to be frozen in the Arctic ice. As a result he was able to obtain oceanographic data as well as meteorological and astronomical data. The first international organization of oceanography was created in 1902 as the International Council for the Exploration of the Sea.


          The first acoustic measurement of sea depth was made in 1914. Between 1925 and 1927 the "Meteor" expedition gathered 70,000 ocean depth measurements using an echo sounder, surveying the Mid Atlantic Ridge. The Great Global Rift, running along the Mid Atlantic Ridge, was discoved by Maurice Ewing and Bruce Heezen in 1953 while the mountain range under the Arctic was found in 1954 by the Arctic Institute of the USSSR. The theory of seafloor spreading was developed in 1960 by Harry Hammond Hess. The Ocean Drilling Project started in 1966. Deep sea vents were discovered in 1977 by John Corlis and Robert Ballard in the submersible " Alvin".


          In the 1950s Auguste Piccard invented the bathyscape and used the "Trieste" to investigate the ocean's depths. The nuclear submarine Nautilus made the first journey under the ice to the North Pole in 1958. In 1962 there was the first deployment of FLIP (Floating Instrument Platform), a 355 foot spar buoy.


          Then in 1966, the U.S. Congress created a National Council for Marine Resources and Engineering Development. NOAA was put in charge of exploring and studying all aspects of Oceanography in the USA. It also enabled the National Science Foundation to award Sea Grant College funding to multi-disciplinary researchers in the field of oceanography.


          From the 1970s there has been much emphasis on the application of large scale computers to oceanography to allow numerical predictions of ocean conditions and as a part of overall environmental change prediction. An oceanographic buoy array was established in the Pacific to allow prediction of El Nio events.


          1990 saw the start of the World Ocean Circulation Experiment (WOCE) which continued until 2002. Geosat seafloor mapping data became available in 1995.


          In 1942 Sverdrup and Fleming published "The Ocean" which was a major landmark. "The Sea" (in three volumes covering physical oceanography, seawater and geology) edited by M.N. Hill was published in 1962 while the "Encyclopedia of Oceanography by Rhodes Fairbridge was published in 1966.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Oceanography"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Octahedron


        
          

          
            
              	Regular Octahedron
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              (Click here for rotating model)
            


            
              	Type

              	Platonic solid
            


            
              	Elements

              	F = 8, E = 12

              V = 6 ( = 2)
            


            
              	Faces by sides

              	8{3}
            


            
              	Schlfli symbol

              	{3,4} and t1{3,3}
            


            
              	Wythoff symbol

              	4 | 2 3

              2 | 3 3

              | 3 2 2
            


            
              	Coxeter-Dynkin

              	[image: Image:CDW_hole.jpg]
            


            
              	Symmetry

              	Oh
            


            
              	References

              	U05, C17, W2
            


            
              	Properties

              	Regular convex deltahedron
            


            
              	Dihedral angle

              	109.47122 = arccos(-1/3)
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              Cube

              ( dual polyhedron)
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          An octahedron (plural: octahedra) is a polyhedron with eight faces. A regular octahedron is a Platonic solid composed of eight equilateral triangles, four of which meet at each vertex.


          The octahedron's symmetry group is Oh, of order 48. This group's subgroups include D3d (order 12), the symmetry group of a triangular antiprism; D4h (order 16), the symmetry group of a square bipyramid; and Td (order 24), the symmetry group of a rectified tetrahedron. These symmetries can be emphasized by different decorations of the faces.


          It is a three-dimensional cross polytope.


          


          Cartesian coordinates


          An octahedron can be placed with its centre at the origin and its vertices on the coordinate axes; the Cartesian coordinates of the vertices are then


          
            	( 1, 0, 0 );


            	( 0, 1, 0 );


            	( 0, 0, 1 ).

          


          


          Area and volume


          The area A and the volume V of a regular octahedron of edge length a are:


          
            	[image: A=2\sqrt{3}a^2 \approx 3.46410162a^2]


            	[image: V=\frac{1}{3} \sqrt{2}a^3 \approx 0.471404521a^3]

          


          Thus the volume is four times that of a regular tetrahedron with the same edge length, while the surface area is twice (because we have 8 vs. 4 triangles).


          


          Geometric relations


          The interior of the compound of two dual tetrahedra is an octahedron, and this compound, called the stella octangula, is its first and only stellation. Correspondingly, a regular octahedron is the result of cutting off from a regular tetrahedron, four regular tetrahedra of half the linear size (i.e. rectifying the tetrahedron). The vertices of the octahedron lie at the midpoints of the edges of the tetrahedron, and in this sense it relates to the tetrahedron in the same way that the cuboctahedron and icosidodecahedron relate to the other Platonic solids. One can also divide the edges of an octahedron in the ratio of the golden mean to define the vertices of an icosahedron. This is done by first placing vectors along the octahedron's edges such that each face is bounded by a cycle, then similarly partitioning each edge into the golden mean along the direction of its vector. There are five octahedra that define any given icosahedron in this fashion, and together they define a regular compound.


          Octahedra and tetrahedra can be alternated to form a vertex, edge, and face-uniform tessellation of space, called the octet truss by Buckminster Fuller. This is the only such tiling save the regular tessellation of cubes, and is one of the 28 convex uniform honeycombs. Another is a tessellation of octahedra and cuboctahedra.


          The octahedron is unique among the Platonic solids in having an even number of faces meeting at each vertex. Consequently, it is the only member of that group to possess mirror planes that do not pass through any of the faces.


          Using the standard nomenclature for Johnson solids, an octahedron would be called a square bipyramid.


          


          Related polyhedra


          The octahedron can also be considered a rectified tetrahedron. This can be shown by a 2-colour face model. With this coloring, the octahedron has tetrahedral symmetry.


          Compare this truncation sequence between a tetrahedron and its dual:


          
            
              	[image: ]

              Tetrahedron

              	[image: ]

              Truncated tetrahedron

              	[image: ]

              octahedron

              	[image: ]

              Truncated tetrahedron

              	[image: ]

              Tetrahedron
            

          


          


          Octahedra in the physical world


          
            [image: Fluorite octahedron.]

            
              Fluorite octahedron.
            

          


          
            	Especially in roleplaying games, this solid is known as a d8, one of the more common Polyhedral dice.

          


          
            	If each edge of an octahedron is replaced by a one ohm resistor, the resistance between opposite vertices is 1/2 ohms, and that between adjacent vertices 5/12 ohms.

          


          
            	Natural crystals of diamond, alum or fluorite are commonly octahedral.

          


          


          Octahedra in music


          If you place notes on every vertex of an octahedron, you can get a six note just intonation scale with remarkable properties - it is highly symmetrical and has eight consonant triads and twelve consonant diads. See hexany


          


          Other octahedra


          The regular octahedron has 6 vertices and 12 edges, the minimum for an octahedron; nonregular octahedra may have as many as 12 vertices and 18 edges.


          
            	Hexagonal prism: 6 squares, 2 hexagons


            	Heptagonal pyramid: 7 triangles, 1 heptagon


            	Tetragonal bipyramid: 8 triangles, usually isosceles)

              
                	The regular octahedron is a special case with equilateral triangles

              

            


            	Truncated tetrahedron: 4 triangles, 4 hexagons


            	Tetragonal trapezohedron - 8 kites
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          Odin ( Old Norse inn) is considered the chief god in Norse mythology and Norse paganism, like the Anglo-Saxon Woden it is descended from Proto-Germanic * Wōđinaz or *Wōđanaz.


          His name is related to r, meaning "mind", "excitation," "fury" or "poetry," and his role, like many of the Norse pantheon, is complex: he is a god of wisdom, war, battle and death. He is also attested as being a god of magic, poetry, prophecy, victory and the hunt.


          
            [image: An 1886 depiction of Odin by Georg von Rosen.]

            
              An 1886 depiction of Odin by Georg von Rosen.
            

          


          


          Characteristics


          Odin is an ambivalent deity. Old Norse ( Viking Age) connotations of Odin lie with "poetry, inspiration" as well as with "fury, madness and the wondorer,." Odin sacrificed one of his eyes at Mmir's spring in order to gain the wisdom of the ages. Odin gives to worthy poets the mead of inspiration, made by the dwarves, from the vessel -rrir.


          Odin is associated with the concept of the Wild Hunt, a noisy, bellowing movement across the sky, leading a host of slain warriors.


          
            [image: An 1893 depiction of Odin taking the dead Sinfj�tli to Valhalla by Fredrik Sander.]

            
              An 1893 depiction of Odin taking the dead Sinfjtli to Valhalla by Fredrik Sander.
            

          


          Consistent with this, Snorri Sturluson's Prose Edda depicts Odin as welcoming the great dead warriors who have died in battle into his hall, Valhall, which when literally interpreted, signifies the hall of the slain. These fallen, the einherjar, are assembled and entertained by Odin in order that they in return might fight for and support the gods in the final battle of the end of Earth, Ragnark.


          He is also a god of war, appearing throughout Norse myth as the bringer of victory. In the Norse sagas, Odin sometimes acts as the instigator of wars, and is said to have been able to start wars by simply throwing down his javelin Gungnir, and/or sending his valkyries, to influence the battle toward the end that he desires. Valkyries are Odin's beautiful battle maidens that went out to the fields of war to select and collect the worthy men who died in battle to come and sit at Odin's table in Valhalla, feasting and battling until they had to fight in the final battle, Ragnark. Odin would also appear on the battle-field, sitting upon the leader of the Norse as two ravens on each shoulder, Hugin (Thought) and Munin (Memory), and two wolves on each side.


          


          Origins


          
            [image: 7th century depiction of Odin on a Vendel helmet plate, found in Uppland.]

            
              7th century depiction of Odin on a Vendel helmet plate, found in Uppland.
            

          


          
            [image: The 7th century T�ngelgarda stone shows Odin leading a troop of warriors all bearing rings. Valknut symbols are drawn beneath his horse, which at this time still has the normal number of legs.]

            
              The 7th century Tngelgarda stone shows Odin leading a troop of warriors all bearing rings. Valknut symbols are drawn beneath his horse, which at this time still has the normal number of legs.
            

          


          Worship of Odin dates to Proto-Germanic paganism. The Roman historian Tacitus may refer to Odin when he talks of Mercury. The reason is that, like Mercury, Odin was regarded as Psychopompos,"the leader of souls."


          Parallels between Odin and Celtic Lugus have often been pointed out: both are intellectual gods, commanding magic and poetry. Both have ravens and a spear as their attributes, and both are one-eyed. Julius Caesar (de bello Gallico, 6.17.1) mentions Mercury as the chief god of Celtic religion. A likely context of the diffusion of elements of Celtic ritual into Germanic culture is that of the Chatti, who lived at the Celtic-Germanic boundary in Hesse during the final centuries before the Common Era. (It must be remembered that Odin in his Proto-Germanic form was not the chief god, but that he only gradually replaced Tyr during the Migration period.)


          Scandinavian inn emerged from Proto-Norse *Wōdin during the Migration period, Vendel artwork ( bracteates, image stones) depicting the earliest scenes that can be aligned with the High Medieval Norse mythological texts. The context of the new elites emerging in this period aligns with Snorri's tale of the indigenous Vanir who were eventually replaced by the Aesir, intruders from the Continent.


          Some scholars have linked Odin with the "Death God" template. A few of them, such as Jan de Vries and Thor Templin, link Loki and Odin as being one-in-the-same until the early Norse Period.


          


          Blt


          It is attested in primary sources that sacrifices were made to Odin during blts. Adam of Bremen relates that every ninth year, people assembled from all over Sweden to sacrifice at the Temple at Uppsala. Male slaves and males of each species were sacrificed and hung from the branches of the trees.


          As the Swedes had the right not only to elect their king but also to depose him, the sagas relate that both King Domalde and King Olof Trtlja were sacrificed to Odin after years of famine. It has been argued that the killing of a combatant in battle was to give a sacrificial offering to Odin. The fickleness of Odin in battle was well-documented, and in Lokasenna, Loki taunts Odin for his inconsistency.


          Sometimes sacrifices were made to Odin to bring about changes in circumstance. A notable example is the sacrifice of King Vkar that is detailed in Gautrek's Saga and in Saxo Grammaticus' account of the same event. Sailors in a fleet being blown off course drew lots to sacrifice to Odin that he might abate the winds. The king himself drew the lot and was hung.


          Sacrifices were probably also made to Odin at the beginning of summer (mid April, actually--summer being reckoned essentially the same as did the Celt, at Beltene, Calan Mai [Welsh], which is Mayday--hence as summer's "herald"), since Ynglinga saga states one of the great festivals of the calendar is at sumri, at var sigrblt "in summer, for victory"; Odin is consistently referred to throughout the Norse mythos as the bringer of victory. The Ynglinga saga also details the sacrifices made by the Swedish king Aun, who, it was revealed to him, would lengthen his life by sacrificing one of his sons every ten years; nine of his ten sons died this way. When he was about to sacrifice his last son Egil, the Swedes stopped him.


          


          Edda


          
            [image: A depiction of Odin riding Sleipnir from an eighteenth century Icelandic manuscript.]

            
              A depiction of Odin riding Sleipnir from an eighteenth century Icelandic manuscript.
            

          


          According to the Prose Edda, Odin, the first and most powerful of the Aesir, was a son of Bestla and Borr and brother of Ve and Vili and together with these brothers he cast down the frost giant Ymir and made Earth from Ymir's body. The three brothers are often mentioned together. "Wille" is the German word for "will" (English), "Weh" is the German word (Gothic wai) for "woe" (English: great sorrow, grief, misery) but is more likely related to the archaic German "Wei" meaning 'sacred'.


          Odin had several wives with whom he fathered many children. With his first wife, Frigg, he fathered his most gentle son Balder, who stood for happiness, goodness, wisdom and beauty. He also fathered the blind god Hod, who was representative of darkness (in contrast to Balder's light). Frigg is best known for her love of her son Balder, as well as the story of how she travelled Earth in order to protect him from fated death. By the Earth Goddess Jord (Fjorgin) Odin was the father of his most famous son, Thor the Thunderer. By the giantess Grid, Odin was the father of Vdar, and by Rinda he was father of Vli. Also, many royal families claimed descent from Odin through other sons. For traditions about Odin's offspring, see Sons of Odin.


          According to the Hvaml Edda, Odin was also the creator of the Runic alphabet. It is possible that the legends and genealogies mentioning Odin originated in a real, prehistoric Germanic chieftain who was subsequently deified, but this is impossible to prove or disprove.


          


          Exploits


          
            [image: Odin with his ravens and weapons (MS S�M 66, eighteenth century)]

            
              Odin with his ravens and weapons (MS SM 66, eighteenth century)
            

          


          Odin and his brothers, Vili and Ve, are attributed with slaying Ymir, the Ancient Giant, to form Midgard. From Ymir's flesh, the brothers made the earth, and from his shattered bones and teeth they made the rocks and stones. From Ymir's blood, they made the rivers and lakes. Ymir's skull was made into the sky, secured at four points by four dwarfs named East, West, North, and South. And from Ymir's brains, they shaped the clouds and Ymir's eye-brows became a barrier between Jotunheim (giant's home) and Midgard, the place where men now dwell. Odin and his brothers are also attributed with making humans.


          After having made earth from Ymir's flesh, the three brothers came across two logs (or an ash and an elm tree). Odin gave them breath and life; Vili gave them brains and feelings; and Ve gave them hearing and sight. The first man was Ask and the first woman was Embla and from them all human families are descended. Many kings and royal houses claim to trace their lineage back to Odin through Ask and Embla.


          Odin ventured to Mmir's Well, near Jtunheim, the land of the giants, not as Odin, but as Vegtam the Wanderer, clothed in a dark blue cloak and carrying a traveller's staff. To drink from the Well of Wisdom Odin had to sacrifice his left eye, symbolizing his willingness to gain the knowledge of the past, present and future. As he drank, he saw all the sorrows and troubles that would fall upon men and the gods. But he also saw why the sorrow and troubles had to come to men.


          Mmir accepted Odin's eye and it sits today at the bottom of the Well of Wisdom as a sign that the father of the gods had paid the price for wisdom. Sacrifice for the greater good is a recurring theme in Norse mythology. Tyr sacrificed his hand to fetter Fenrisulfr.


          Odin was said to have learned the mysteries of seid from the Vanic goddess and vlva Freyja, despite the unwarriorly connotations of using magic. In Lokasenna, Loki derides Odin for practicing seid, implying it was woman's work. (Another example of this may be found in the Ynglinga saga where Snorri opines that men who used seid were ergi or unmanly.)


          Odin's quest for wisdom can also be seen in his work as a farmhand for a summer, for Baugi, and his seduction of Gunnlod in order to obtain the mead of poetry. (See Fjalar and Galar for more details.)


          In the Rnatal, a section of the Hvaml, Odin is attributed with discovering runes. He was hung from the tree called Yggdrasill while pierced by his own javelin. He hung for nine days and nights, in order to learn the wisdom that would give him power in the nine worlds. Nine is a significant number in Norse magical practice (there were, for example, nine realms of existence), thereby learning nine (later eighteen) magical songs and eighteen magical runes.


          Some scholars state that this story has influenced the story of Christ's crucifixion; and others note the similarity to the story of Buddha's enlightenment. In Shamanism, the traversal of the axis mundi by the shaman to bring back knowledge is a common pattern. We know that sacrifices, human or otherwise, to the gods were commonly hung in or from trees, often transfixed by spears. (See also: Peijainen) Additionally, one of Odin's names is Ygg, and the Norse name for the World Ash  Yggdrasilltherefore means "Ygg's (Odin's) horse". Another of Odin's names is Hangatr, the god of the hanged.


          


          Attributes
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          Odin had three residences in Asgard. First, was Gladsheim, a vast hall where he presided over the twelve Diar or Judges, whom he had appointed to regulate the affairs of Asgard. Second, Valaskialf, built of solid silver, in which there was an elevated place, Hlidskialf, from his throne on which he could perceive all that passed throughout the whole earth. Third, was Valhalla, where Odin received the souls of the warriors killed in battle, called the Einheriar. The souls of warrioresses, and those strong and beautiful women whom Odin favored, became Valkyries,who gather the souls of warriors fallen in battle (the Einheriar), as these would be needed to fight for him in the battle of Ragnark. They took the souls of the warriors to Valhalla (the hall of the fallen), Odin's reception hall in Asgard Valhalla has six hundred and forty gates, and a vast hall of gold, hung around with golden shields, and spears and coats of mail.


          Odin has a number of magical artifacts associated with him: the dwarven javelin Gungnir, which never misses its target, a magical gold ring ( Draupnir), from which every ninth night eight new rings appear, two ravens Huginn and Muninn (Thought and Memory), who fly around Earth daily and report the happenings of the world to Odin in Valhalla at night. He also owned Sleipnir, an octopedal horse, who was given to Odin by Loki, and the severed head of Mmir, which foretold the future. He also commands a pair of wolves named Geri and Freki, to whom he gives his food in Valhalla since he consumes nothing but mead or wine. From his throne, Hlidskjalf (located in Valaskjalf), Odin could see everything that occurred in the universe.


          The Valknut is a symbol associated with Odin.


          


          Names


          The Norsemen gave Odin many nick-names; this was in the Norse skaldic tradition of kennings, a poetic method of indirect reference, as in a riddle. See List of names of Odin. The name Alfr ("Allfather", "father of all") appears in Snorri Sturluson's Younger Edda. (It probably originally denoted Tiwaz, as it fits the pattern of referring to Sky Fathers as "father".) According to Bernhard Severin Ingemann, Odin is known in Wendish mythology as Woda or Waidawut.


          


          Persisting beliefs in Odin


          Snorri Sturluson feels compelled to give a rational account of the Aesir in his preface. In this scenario, Snorri speculates that Odin and his peers were originally refugees from the Anatolian city of Troy, etymologizing Aesir as derived from the word Asia. Some scholars believe that Snorri's version of Norse mythology is an attempt to mould a more shamanistic tradition into a Greek mythological cast. In any case, Snorri's writing (particularly in Heimskringla) tries to maintain an essentially scholastic neutrality. That Snorri was correct was one of the last of Thor Heyerdahl's archeoanthropological theories (see The search for Odin).


          The spread of Christianity was slow in Scandinavia, and it worked its way downwards from the nobility. Among common humans, beliefs in Odin may have lingered for some time, and legends would be told until modern times.


          The last battle where Scandinavians attributed a victory to Odin was the Battle of Lena in 1208 . The former Swedish king Sverker had arrived with a large Danish army, and the Swedes discovered that the Danish army was more than twice the size of their own. Naturally, the Danes got the upper hand and they should have won. However, the Swedes claimed that they suddenly saw Odin riding on Sleipnir. Accounts vary on how Odin gave the Swedes victory, but in one version, he rode in front of their battle formation.


          The bagler-saga, written in the thirteenth century concerning events in the first two decades of the thirteenth century, tells a story of a one-eyed rider with a broad-brimmed hat and a blue coat who asks a smith to shoe his horse. The suspicious smith asks where the stranger stayed during the previous night. The stranger mentions places so distant that the smith does not believe him. The stranger says that he has stayed for a long time in the north and taken part in many battles, but now he is going to Sweden. When the horse is shod, the rider mounts his horse and says "I am Odin" to the stunned smith, and rides away. The next day, the battle of Lena took place. The context of this tale in the saga is that a peace-treaty has been signed in Norway, and Odin, a god of war, no longer has a place there. Hkon Hkonssons saga, written in the 1260s, describes how, at some point in the 1230s, Skule Baardsson has the skald Snorri Sturluson compose a poem comparing one of Skule's enemies to Odin, describing them both as bringers of strife and disagreement. These episodes do not necessary imply a continued belief in Odin as a god, but show clearly that his name was still widely known at this time.


          Scandinavian folklore also maintained a belief in Odin as the leader of the Wild Hunt (sgrdsreia in Norwegian). His main objective seems to have been to track down and kill the forest dweller huldran or skogsret. In these accounts, Odin was typically a lone hunter, save for his two wolves. Originally, he was armed with a javelin, but in later accounts this was sometimes changed to a rifle.


          


          Toponyms with the name of Odin


          On the sea-side, in northern France, successively occupied by germano-celtic populations, Romans, Saxons, Danes, Flemish, English humans around Audresselles (Oderzell) district of Marquise:


          
            	Audinghen (Odingham), close to Raventhun (Raventown), Tardinghen (Thordingham),


            	Loquinghen (Lokingham) and Audembert (Odinberg)

          


          In central France (Berry):


          
            	Vatan same as Wotan

          


          In Denmark:


          
            	Odense: Odins Vi, i.e. Odin's Sanctuary


            	Odinshj: Odin's Hill


            	Onsbjerg: Odin's Hill

          


          In Finland


          
            	Udens ("Uden's island", called alternatively at 1785 "Odin island")

          


          In Norway:


          
            	Onsy ( Norse đinsy - Odins island), name of a peninsula (and also name of a parish and a former municipality) in the county of stfold.


            	đinsakr (Odins field/acre), name of three farms (in the parishes Svinndal, Gran and Hole).


            	đinsvin (Odins meadow/pasture), name of three farms (in the parishes Buvik, Byneset and Meldal).


            	đinsland (Odins land), name of two farms (in the parishes Bru and Kyrkjeb).


            	đinssalr (Odins hall), name of two farms (in the parishes Onsy and Melhus).


            	đinshof (Odins temple), name of a farm in the parish of Ullensaker. (The names of the farms are given in the Norse form.)

          


          In Sweden:


          
            	Odensker (Vstergtland): Odin's Field


            	Odensvi (Smland), Odensvi (Vstmanland): Odin's Sanctuary


            	Onslunda (Skne): Odin's Grove.

          


          [indirectly, but similar to wednesday:]


          
            	In the Netherlands, Westfriesland has "Wijdenes", Viking settlement founded by Rolf Wodansson a.k.a. Roelof van Wienesse.

          


          


          Modern age


          


          Germanic neopaganism


          Odin, along with the other Germanic Gods and Goddesses, is recognized by Germanic neopagans. His Norse form is particularly acknowledged in satr, the "faith in the Aesir", an officially recognized religion in Iceland, Denmark, Norway and Sweden.


          


          Modern popular culture
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              Odin in the cartoon Valhalla
            

          


          With the Romantic Viking revival of the early-to-mid nineteenth century, Odin's popularity increased again. Odin ( Wotan) is one of the main protagonists of Richard Wagner's opera cycle, Der Ring des Nibelungen. This depiction in particular has had influence on many subsequent fiction writers and has since resulted in varying references and allusions in multiple types of media.
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          Odysseus or Ulysses ( Greek Ὀύ Odysseus; Latin: Ulixes or, more commonly, Ulysses), pronounced /oʊˈdɪsiəs/, was a legendary Greek king of Ithaca and the hero of Homer's epic poem, the Odyssey. Odysseus also plays a key role in Homer's Iliad. King of Ithaca, husband of Penelope, father of Telemachus, and son of Lartes and Anticlea, Odysseus is renowned for his guile and resourcefulness (known by the epithet Odysseus the Cunning) (see mētis, or "cunning intelligence"), and is most famous for the ten eventful years it took him to return home after the Trojan War.


          


          Parentage


          Relatively little is known of Odysseus' background except that his paternal grandfather (or step-grandfather) is Arcesius, son of Cephalus and grandson of Aeolus, whilst his maternal grandfather is the thief Autolycus, son of Hermes and Chione. According to the Odyssey, his father is Laertes and his mother is Anticleia, although there was a non-Homeric tradition that Sisyphus was his true father. Ithaca, an island along the Ionian northwestern coastline of Greece, is one of several islands that would have comprised the realm of Odysseus' family, but the true extent of the Cephallenian realm and the actual identities of the islands named in Homer's works are unknown.


          


          Variants and meanings of name


          The name has several variants: Olysseus (Ὀύ), Oulixeus (ὐύ), Oulixes (ὐί) and he was known as Ulysses in Latin or Ulixes in Roman mythology.


          The verb odussomai (ὀύ), meaning "hate", suggests that the name could be rendered as "the one who is wrathful/hated". This interpretation is reinforced by Odysseus' and Poseidon's mutual wrath. In Odyssey 19, in which Odysseus' early childhood is recounted, Eurycleia asks Odysseus' grandfather, Autolycus, to name him. Eurycleia tries to guide him to naming the boy Polyaretos, "for he has much been prayed for" (19.403f) in Greek, however, Polyaretos can also take the opposite meaning: much accursed. Autolycus seems to infer this connotation of the name, and accordingly names his grandson Odysseus. Odysseus often receives the patronymic epithet Laertiades ( Greek: ά), son of Lartes.


          His name and stories were adopted into Etruscan religion under the name Uthuze.


          [bookmark: .22Cruel_Odysseus.22]


          "Cruel Odysseus"


          Homer's Iliad and Odyssey portrayed Odysseus as a hero. However, the Romans, who believed themselves to be scions of Prince Aeneas of Troy, considered him a villainous falsifier. In Virgil's Aeneid he is constantly referred to as "cruel Odysseus" (Latin "dirus Ulixes") or "deceitful Odysseus" ("pellacis", "fandi fictor"). Turnus, in Aeneid ix, reproaches the Trojan Ascanius with images of rugged, forthright Latin virtues, declaring, in John Dryden's translation, "You shall not find the sons of Atreus here, Nor need the frauds of sly Ulysses fear." While the Greeks admired his cunning and abilities at deception, these qualities did not recommend themselves to the Romans. In Euripides' tragedy Iphigenia at Aulis, Odysseus, having convinced Agamemnon to consent to the sacrifice of his daughter, Iphigenia, to appease the goddess Artemis, he then facilitates the sacrifice by telling her mother, Clytemnestra, that the girl is to be wed to Achilles. His attempt to avoid his sacred oath to defend Menelaus and Helen offended Roman notions of duty; the many stratagems and tricks he employed to get his way offended Roman notions of honour.


          


          Before the Trojan War


          When Helen was abducted by Paris of Troy, Menelaus called upon the other suitors to honour their oaths and help him retrieve her, thus bringing about the Trojan War. Odysseus, however, tried to avoid the war by feigning madness, as an oracle had prophesied a long-delayed return home for him were he to go. He did this by hooking a donkey and an ox to his plough (as they have different stride lengths, hindering the efficiency of the plough) and sowing his fields with salt. Palamedes, at the behest of Menelaus' brother Agamemnon, sought to disprove Odysseus' madness, and placed Telemachus, Odysseus' infant son, in front of the plough. Odysseus veered the plough away from his son, thus destroying his ruse. Odysseus held a grudge against Palamedes during the war for dragging him away from his home.


          Odysseus and other envoys of Agamemnon travelled to Scyros to recruit Achilles because of a prophecy that Troy could not be taken without him. In most accounts, Thetis, Achilles' mother, disguised the youth as a woman to hide him from the recruiters because an oracle had predicted that Achilles would either live a long, uneventful life or achieve everlasting glory while dying young. Odysseus cleverly discovered which of the women before him was Achilles when the youth stepped forward to examine an array of weapons (some accounts say that Odysseus arranged for the sounding of a battle horn, which prompted Achilles to clutch a weapon).


          Just before the war began, Odysseus accompanied Menelaus and Palamedes in an attempt to negotiate Helen's peaceful return. Menelaus made unpersuasive emotional arguments, but Odysseus' arguments very nearly persuaded the Trojan court to hand Helen over.


          


          During the Trojan War


          Odysseus was one of the main Achaean leaders in the Trojan War. The others were "godlike" Achilles, Agamemnon "lord of men", Menelaus, Nestor, Telamonian Ajax and Ajax the Lesser, Diomedes and Teucer the master archer.


          When the Achaean ships reached the beach of Troy, no one would jump ashore, since there was an oracle that the first Achaean to jump on Trojan soil would die. Odysseus tossed his shield on the shore and jumped on his shield. He was followed by Protesilaus, who jumped on Trojan soil and later became the first to die.


          Odysseus never forgave Palamedes for unmasking his madness ruse, leading him to frame Palamedes as a traitor. At one point, Odysseus convinced a Trojan captive to write a letter pretending to be from Palamedes, in which a sum of gold was mentioned to have been sent as a reward for Palamedes' treachery. Odysseus then killed the prisoner and hid the gold in Palamedes tent. He caused the letter to be found and received by Agamemnon and also gave hints as to direct the Argives to the gold. This was evidence enough for the Greeks and they had Palamedes stoned to death. Other sources say Odysseus and Diomedes goaded Palamedes to descend a wall with the prospect of treasure being at the bottom. When Palamedes reached the bottom the two then proceeded to bury Palamedes with stones, killing him.


          Odysseus was one of the most influential Greek champions during the Trojan War. Along with Nestor and Idomeneus he was one of the most trusted advisers and counsellors. He always championed the Achaean cause and was unwavering in his cause when the king was in question, such as in one instance when Thersites spoke against him. When Agamemnon (to test the morale of the Achaeans) announced his intention to depart Troy, Odysseus restored order to the Greek camp. Later on in the Iliad, after many of the heroes had left the battlefield due to injuries (including Odysseus and Agamemnon), Odysseus once again persuaded Agamemnon not to withdraw. Odysseus, along with two other envoys, was chosen in the failed embassy to try to persuade Achilles to return to combat.


          When Hector proposed a single combat duel, Odysseus was one of the Danaans who volunteered to battle him (Telamonian Ajax was the volunteer who did fight Hector, though). Odysseus aided Diomedes during the successful night operations in order to kill Rhesus, because it had been foretold that if his horses drank from the Scamander river Troy could not be taken.


          After Patroclus had been slain, it was Odysseus who counselled Achilles to let the Achaean men eat and rest, for Achilles, driven by rage, wanted to go back on the offensive - and kill Trojans - immediately. Eventually, Achilles reluctantly consents.


          During the Funeral Games for Patroclus, Odysseus becomes involved in a wrestling match with Telamonian Ajax, as well as a foot race. With the help of Athena, who favors him, and despite Apollo helping another of the competitors, he wins the race and manages to draw the wrestling match, to the surprise of all.


          When Achilles was slain in battle, it was Odysseus and Telamonian Ajax who successfully retrieved the fallen warriors' body and armour in the thick of heavy fighting. During the funeral games for Achilles, once again Odysseus competed with Telamonian Ajax in funeral games. Thetis said that the arms of Achilles would go to the bravest of the Greeks, only these two warriors dared to lay claim to that title. The two Argives then got in a heavy dispute about each other's merits to receive the reward. The Greeks feared to decide a winner, for they did not want one of the heroes insulted and abandoning the war effort, so Nestor suggested that they allow the captive Trojans decide the winner. Some accounts say a secret vote was held by the Greeks to decide the winner. In either case, Odysseus was the winner and Ajax was defeated. Enraged and humiliated, Ajax killed himself by the sword Hector had given him after being driven mad by Athena to protect Odysseus from his vengeance.


          Together with Diomedes, Odysseus went to fetch Achilles' son, Pyrrhus, to come to the aid of the Achaeans, because an oracle stated that Troy could not be taken without him. Pyrrhus was a great warrior and was named Neoptolemus (Greek: "new hero"). Upon the success of the mission Odysseus gave Neoptolemus the armaments of his father.


          Later on, it was learned that the war could not be won without the poison arrows of Heracles, which were owned by the abandoned Philoctetes. Odysseus and Diomedes (or, according to some accounts, Odysseus and Neoptolemus) went out to retrieve them. In any event, upon their arrival Philoctetes (still suffering from the wound) was still very angry with the Danaans, especially Odysseus, for abandoning him. While his first instinct was to shoot Odysseus when they arrived to retrieve him, Philoctetes anger was eventually diffused due to Odysseus' persuasive powers and the influence of the gods. Odysseus returned with Philoctetes and his arrows to the Argive camp.


          Later on in the war, Odysseus captured Priam's son Helenus the prophet. Helenus told the Greeks that Troy could not be taken without the capture of the Palladium, located in the city of Troy. Once again Odysseus and Diomedes went on a mission together to fulfill a prophecy. Some say that Diomedes crawled on Odysseus' shoulders to enter the city and would not let Odysseus up and into the city. When Diomedes returned from stealing the Palladium and met back up with Odysseus, who was infuriated at Diomedes for not letting him up, he thought to kill Diomedes and take credit for himself and stepped behind Diomedes in order to stab him with his sword. Diomedes caught the glint of the sword in the moonlight and spun around and disarmed the Ithacan king, and proceeded to drive Odysseus back to the Argive camp with the flat of his sword. Another account of the stealing of the Palladium states that both Odysseus and Diomedes entered the city together.


          Some myths state that Odysseus in the disguise of a beggar covered in rags and blood entered the Trojan city secretly and alone. He was recognized by no one except for Helen and Hecuba, questioned by them, and allowed to return to the Greek camp unharmed.


          The Trojan Horse, the famous stratagem, was devised by Odysseus. It was built by Epeius and filled with Greek warriors led by Odysseus. Before hand, Odysseus made Menelaus swear to give him whatever he asked after they had taken Troy. Menelaus agreed. When the Horse was brought inside Troy, Odysseus and Menelaus descended from it and went directly to Prince Deiphobos' house, where they engaged in a most ferocious battle (although some accounts say it was Odysseus who fought him and Menelaus came to find the dead body). Ultimately, Deiphobos, who was then the leading son of Priam and Helen's third husband, was killed. Menelaus was also about to kill Helen for leaving him but Odysseus took advantage of the promise earlier and made Menelaus swear not to kill her. Then Menelaus got Helen back. For his crimes, including slaying the Theban warriors in their sleep, Odysseus was compelled by the gods to endure 10 years of hardship before he achieved a nostos, a homecoming. However, other Greeks committed great evils in Troy, such as the execution of King Priam. The most significant crime was the rape of Cassandra, carried out by Ajax the Lesser. This angered Apollo, as Cassandra was a priestess of the god. It was Odysseus who advised the Greeks to stone Ajax to death for his crime. However, the Greeks declined the life-saving advice. Apollo was intensely infuriated, and as a result he sent a storm that destroyed much of the returning Greek fleet.


          In Euripedes' "The Trojan Women", it is Odysseus who convinces the other Argives to kill Hector's young son, so he has no chance to avenge his city.


          Odysseus has traditionally been viewed as a contrast to Achilles in the Iliad  while Achilles anger is all-consuming and of a self-destructive nature, Odysseus is frequently viewed as a man of the mean, world-renown for his self-restraint and diplomatic skills. Yet Professor Adele Haft, in her essay Odysseus Wrath and Grief in the Iliad, observes that there might be more to Odysseus nature than initially appears on the surface. Haft makes several interesting observations that raise questions about the traditional approach to Odysseus character. Haft notes that Odysseus is the only other character besides Achilles to receive a verbal reprimand from Agamemnon, and Haft notes that there are repeated suggests that Agamemnon and Odysseus relationship is strained  for instance, it is never Agamemnon, but rather Nestor, who selects Odysseus for every mission he goes on in the Iliad. Haft explains Odysseus displays of wrath, as well as his strained relationship with Agamemnon, as indicators that Odysseus will ultimately be responsible for the sacking of Troy. For example, Haft points to the death of Democoon in Book IV as a as a prime example of the consequences of Odysseus anger. Democoons death results in a massive reduction of Trojan morale as well as a retreat. Haft goes on to suggest that Democoons death, in conjunction with the death of Simoeisius, suggests the destruction of Troy.


          


          Journey home to Ithaca


          


          The Ciconians


          After Odysseus and his men depart from Troy, they are greeted by friendly and calm waters, the ship nears land and Eurylochus, convincing Odysseus that the gods were on their side, told him to go ashore and loot the nearby city. The crew had landed in Ismara. The city was not at all protected, and all of the inhabitants fled without a fight into the nearby mountains. Odysseus and his men looted the city and robbed it of all its goods. Odysseus wisely told the men to board the ships quickly, but they refused, ate dinner and fell asleep on the beach. The next morning, the Ciconians (also known as the Cicones), allies of Troy and great warriors, returned with their fierce kinsmen from the mountains. Odysseus and his men fled to the ships as fast as they could, but "six benches were left empty in every ship" (Odyssey. Book IX. line 64). Odysseus, however, had spared Maron, a priest of Apollo, who gives him twelve jars of wine which would be later used against the cyclops.


          


          The Lotus-Eaters


          When Odysseus and his men landed on the island of the Lotus-Eaters, Odysseus sent out a scouting party of three or so men who ate the lotus with the natives. This caused them to fall asleep and stop caring about even going home, and desire only to eat the lotus. Odysseus went after the scouting party, and dragged them back to the ship against their will. Odysseus set sail, with the drugged soldiers tied to the rudder benches to prevent them from swimming back to the island. .....


          


          Polyphemus
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          Scouting party led by Odysseus and his friend Misenus, lands in the territory of the Cyclops and ventures upon a large cave. They enter the cave and proceed to feast on the livestock such as sheep they find there. Unknown to them, the cave is the dwelling of Polyphemus, a one-eyed giant who soon returns. Polyphemus refuses hospitality to his uninvited guests and traps them in the cave by blocking the entrance with a boulder that could not be moved by mortal men. He then proceeds to eat a pair of the men each day, but Odysseus devises a cunning plan for escape.


          To make Polyphemus unwary, Odysseus gives him a bowl of strong, unwatered wine that was given to them by Maron, the priest of Apollo. When Polyphemus asks for his name, Odysseus tells him that it is "Nobody". (ὔ, "Nobody", is also a short form of his own name). In appreciation for the wine, Polyphemus offers to return the favour by eating him last. Once the giant falls asleep, Odysseus and his men turn a pine into a giant spear, which they had previously prepared while Polyphemus was out of the cave shepherding his flocks, and blind Polyphemus. Hearing Polyphemus' cries, other Cyclopes come to his cave and ask what is wrong. Polyphemus replies "ὖί  ί όῳ ὐὲ ί." ("Nobody is killing me either by treachery or brute violence!"). The other Cyclopes leave him alone, thinking that his outbursts must be madness or the gods' doing.


          In the morning, Polyphemus rolls back the boulder to let the sheep out to graze. Now blind, Polyphemus cannot see the men, but feels the tops of his sheep to make sure the men are not riding them, and spreads his arm at the entrance of the cave. Odysseus and his men escape, however, having tied themselves to the undersides of three sheep each. Once Odysseus and his men are out, they load the sheep on board their ship and set sail.


          As Odysseus and his men are sailing away, he reveals his true identity to Polyphemus. Enraged, Polyphemus tries to hit the ship with boulders, but because he is blind, he misses (although the rocks get close to the ship). When the ship appears to be getting away at last, Polyphemus raises his arms to his father, Poseidon, and asks him to not allow Odysseus to go back home to Ithaca, and if he does, he must arrive back alone, his crew dead and in a stranger's ship.


          This event is the setting for the only surviving complete satyr play, Cyclops by Euripides. This version contains a more humorous version of the story by including the cowardly satyrs.


          According to Virgil's Aeneid, Achaemenides was one of Odysseus' crew who stayed on Sicily with Polyphemus until Aeneas arrived and took him with him. Here, Virgil is probably trying to interweave his tale as much as possible with Homer's already ancient, great work, especially as Achaemenides has nothing to do with the story at all and is in fact never mentioned again.


          


          Aeolus


          Odysseus stopped at Aeolia, home of Aeolus, the favoured mortal of the gods who received the power of controlling the winds. Aeolus gave Odysseus and his crew hospitality for a month in return for Odysseus telling interesting stories. Aeolus also provided a bag filled with all the winds but the one to lead him home. Odysseus' crew members suspected that treasure was in the bag (due to Odysseus guarding the bag for the entire voyage home without a wink of sleep). A couple of the men decided to open it as soon as Odysseus fell asleep - just before their home was reached. They were blown back to Aeolia by a violent storm emerging from the sack of wind, whereupon Aeolus refused to provide any more help because he realized Odysseus was cursed by the gods. Odysseus had to start his journey from Aeolia to Ithaca over again; he was heartbroken, but hid his feelings from his crew.


          


          The Laestrygonians


          They came to Telepylos, the stronghold of Lamos, king of the Laestrygonians. Odysseus's ships entered a harbour surrounded by steep cliffs, with a single entrance between two headlands. The captains took their ships inside and made them fast close to one another, where it was dead calm. Odysseus kept his own ship outside the harbour, moored to a rock. He climbed a high rock to reconnoiter, but could see nothing but some smoke rising from the ground. He sent two of his company with an attendant to investigate the inhabitants.


          The men followed a road and eventually met a young woman, who said she was a daughter of Antiphates, the king, and directed them to his house. However, when they got there they found a gigantic woman, the wife of Antiphates who promptly called her husband, who immediately left the assembly of the people and upon arrival snatched up one of the men and started to eat him. The other two men ran away, but Antiphates raised a hue-and-cry, so that they were pursued by thousands of Laestrygonians, giants, not men. They threw vast rocks from the cliffs, smashing the ships, and speared the men like fish.


          Odysseus made his escape with his single ship due to the fact that it was not trapped in the harbour; the rest of his company was lost. The surviving crew went next to the island of Circe.


          



          


          Circe


          The next stop was Aeaea, the island of Circe the enchantress, where Odysseus sent a scouting party ahead of the rest of the group. She invited the scouting party to a feast, the food laced with one of her magical potions to make them sleep, and she then changed all the men into pigs with a wand after they ate the food. Only Eurylochus, suspecting treachery from the outset, escaped by hiding, to warn Odysseus and the others who had stayed behind at the ships.


          Odysseus set out to rescue his men, but was intercepted and told by Hermes to procure some of the herb moly to protect him from the same fate. When her magic failed she fell in love with Odysseus and she offered to sleep with him. Odysseus demanded that she first turn his crew back into humans; this she did, and Odysseus obliged, remaining with Circe for a year. Odysseus eventually left Aeaea at the insistence of his crew; Circe also agreed with his men, and gave him advice about the remainder of the journey homewards. During the preparation for departure, Odysseus' youngest crewman, Elpenor fell from a roof and died.


          Circe subsequently bore Odysseus a son, Telegonus, who eventually brought about his death.


          


          Journey to the Underworld


          Odysseus wanted to talk with Tiresias, so he and his men journeyed to the River Acheron in Hades, where they performed sacrifices which allowed them to speak to the dead. Odysseus sacrificed a ram and the dead spirits were attracted to the blood. Odysseus held them at bay and demanded to speak with Tiresias, who told him how to pass by Helios' cattle and the whirlpool Charybdis. Tiresias also tells Odysseus that after he returns to Ithaca, he must take a well-made oar and walk inland with it to parts where no one mixes sea salt with their food, until someone asks him why he carries a winnowing fan. At that place, he was to fix the oar in the ground and make a sacrifice to appease Poseidon. He also told Odysseus that, after all that was done, that he would die an old man, "full of years and peace of mind", that his death would come from the sea and that his life would ebb away very gently. (Some read this as meaning that his death would come away from the sea.)


          He also meets Achilles, who tells Odysseus that he would rather be a slave on earth than the king of the dead; Agamemnon; and his mother. The soul of Ajax, still resentful of Odysseus over the matter of Achilles's armor, refuses to speak, despite the latter's pleas of regret.


          Odysseus also meets his comrade, Elpenor, who tells him of the manner of his death and begs him to give him an honorable burial.


          



          


          The Sirens
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          Circe warned Odysseus of the dangers of these singing creatures who pulled men to their death. She advised him to avoid hearing the song but that if he really felt he had to hear, then he should be tied to the mast. His men should have their ears stopped with beeswax and be ordered not to heed his screams. Odysseus, moved by curiosity and worried that no one would be able to guide the ship, twisted the words and told the men that Circe had told him that he had to listen to the song. He obeyed her instructions and listened to the song while he was tied to the mast. As he sailed by the Sirens, he noted that they had the most beautiful voices he had ever heard. He became crazed and attempted to throw himself into the water to go to the Sirens. He broke his rawhide bonds, and was started to jump, but two of his strongest men bound him with chains. He could not break these. When he saw the Sirens however, he was horrified, because their appearance could not have been more different than their voices. They were horrendous half women, half vulture Harpies, and for a minute, he was so horrified that he could ignore their voices. When he closed his eyes, however, their song overpowered him again, so he forced his eyes to remain open. But Odysseus's men could not hear the Sirens, so at the sight of them, became so horrified that they rowed faster than ever, ignoring Odysseus' struggling and screaming. Finally, they rowed past the dangerous Sirens and could hear them no longer. This episode shows Odysseus's curious nature and his determination to lead his ship effectively.


          


          Scylla and Charybdis


          Odysseus was told by Tiresias that he would have a choice of two paths home. One was the Wandering Rocks, where either all make it through or all die and which had been passed only by Jason with the help of Zeus, but he chooses the second path. On one side was a whirlpool, called Charybdis, which would sink the ship. However, on the other side of the strait was a monster called Scylla, daughter of Crataeis with six heads who would seize and eat six men.


          The advice was to sail close to Scylla and lose six men but not to fight, lest he lose more men. However, he did not dare tell his crew of the sacrifice, or they would have cowered below and not rowed and everyone would have ended up in Charybdis. Six men died, and Odysseus announced that the desperate cries of the wretched betrayed men were the worst thing he had ever known. Undoubtedly, this affected morale and left the survivors feeling mutinous.


          


          The Cattle of Helios


          Finally, Odysseus and his surviving crew approached an island, Thrinacia, sacred to Helios, where he kept sacred cattle. Odysseus had been warned by Tiresias and Circe not to touch these cattle. Odysseus told his men that they would not be landing on the island. Eurylochus argued that the men were mourning, refused to travel by night and then threatened mutiny. Outnumbered, Odysseus gave in. The men were trapped by adverse winds on the island and, after their food stores had run out,and they began to get hungry. Odysseus went inland to pray for help and fell asleep. In his absence Eurylochus reasoned to the men that they might as well eat the cattle and be killed by the gods rather than die of starvation; and claims that they would offer sacrifices and treasure to the gods to appease them if they managed back alive to Ithaca. Thus they slaughtered oxen. The guardians of the island, Helios' daughters, Lampetia and Phaethusa, told their father. Helios complained to Zeus and said that he would take the sun down to Hades if justice was not done. Zeus destroyed the ship with a thunderbolt and all the men died except for Odysseus. Odysseus was swept past Scylla and Charybdis whom he luckily escaped and was washed up on Calypso's island.
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          Calypso and the Phaeacians


          Odysseus was washed ashore on Ogygia, where the nymph Calypso, daughter of Atlas lived. She made him her lover for seven years and would not let him leave, promising him immortality if he stayed. As a result, Odysseus was strongly attracted to her by night yet wept by the shore for his home and family by day. On behalf of Athena, Zeus intervened and sent Hermes to tell Calypso to let Odysseus go. Odysseus left on a small raft furnished with provisions of water, wine and food by Calypso, only to be hit by a storm launched by his old enemy Poseidon and washed up on the island of Scheria and found by Nausicaa, daughter of King Alcinous and Queen Arete of the Phaeacians, who entertained him well and escorted him to Ithaca. While upon Scheria, the bard sings a song of the Trojan war. As Odysseus was at Troy and longed to return to his home, he wept at the song. Alcinous, realizing this decided to press Odysseus for his true identity.


          It is here that we get the actual story of Odysseus' trip from Troy to Scheria taking up books nine to twelve of the epic. After the recital, the Phaecians offer Odysseus passage home, with all of the hoardings he obtained on the way and the gifts the Phaecians themselves had bestowed upon him (showing xenia, the idea of guest friendship). King Alcinous provided one fast Phacian, ship that soon carried Odysseus home to Ithaca. However, Poseidon, upon seeing Odysseus return home, was furious and intended to cast a ring of mountains around Scheria so they could never sail again. This naturally would have been damaging to the Phaecians, as they were seafarers. Zeus, however, managed to persuade Poseidon not to do this. Instead, he turned the ship which carried Odysseus home to stone.


          


          Odysseus reaches Ithaca


          In Ithaca, Penelope was having difficulties. Her husband had been gone for twenty years, and she did not know for sure whether he was alive or dead. She was beset with numerous men who thought that a (fairly) young widow and queen of a small but tidy kingdom was a great prize: they pestered her to declare Odysseus dead and choose a new husband from among them. Meanwhile, these suitors hung around the palace, ate her food, drank her wine, and consorted with several of her maidservants. Penelope was despondent by her husband's long absence and especially the mystery about his fate. He could come home at any time  or never. Temporizing, she fended them off for years, using stalling tactics that were wearing thin. Meanwhile, Odysseus' mother, Anticlea, had died of grief; and his father, Lartes, was nearly so.


          Odysseus arrived alone. Upon landing, he was disguised as an old man or a beggar by Athena, and was welcomed by his old swineherd, Eumaeus, who did not recognize him but still treated him well. Odysseus' faithful dog Argos was the first to recognize him in his rags; he had waited twenty years to see his master. Aged and decrepit, he did his best to wag his tail, but Odysseus did not want to be found out, and had to maintain his cover, so the weary dog died in peace. The first human to recognize him was his old wet nurse, Euryclea, who knew him well enough to see through the rags, recognizing him by an old scar on his leg received when hunting boar with Autolycus's sons. Odysseus's son Telemachus didn't see through the disguise, but Odysseus revealed his identity to him.


          Odysseus learned that Penelope had remained faithful to him. She pretended to weave a burial shroud for Odysseus' father, Lartes, and claimed she would choose one suitor when she finished. Every day she wove a length of shroud, and every night she unwove the same length of shroud, until one day a maid of hers betrayed this secret to the suitors and they demanded that she finally choose one of them to be her new husband. When Odysseus arrived to his house, disguised as a beggar, he sat in the hall and observed the suitors, and was repeatedly humiliated by them.


          Still in his disguise, Odysseus went to Penelope and told her that he had met Odysseus and told a tale of how Odysseus was a brave solider and bragged about himself. Penelope, still unknowing of this beggar's identity, started to cry in hearing of her husband. Penelope went to the suitors and said whoever can string Odysseus' bow and shoot an arrow through 12 axe-handles, would marry her. This was to Odysseus' advantage, as only he could string his own bow. (It is believed that Odysseus' bow was a composite bow, requiring great skill and leverage to string, rather than mere brute strength.) Penelope then announced what Odysseus had said.


          The suitors each tried to string the bow, but in vain. Odysseus then took the bow, strung it, lined up twelve axe-handles, and shot an arrow through all twelve. Athena then took off his disguise and, with the help of his son Telemachus, a cattleherd, and Eumaeus, the swineherd, Odysseus killed all. Antinous is the first of the suitors to be killed, being slain by an arrow to the throat by Odysseus in the Great Hall while drinking. At first, Odysseus shot as many as he could with his bow, but when out of arrows he reached for spears. Caught by surprise and unarmed by Telemachus, the suitors were easy prey, but later on during the conflict they started arming themselves. This, however, did not save their lives.


          When all the suitors were killed, the goatherd Melanthius, who had provided the suitors with arms but had been strung up by Eumaeus, was taken into the courtyard where his nose, ears, hands and feet were cut off, and his genitals pulled out and fed to the dogs. Telemachus hung the female servants who were availing themselves to the suitors.


          Penelope, still not quite sure that the beggar was indeed her husband, tested him. She ordered her maid to make up Odysseus' bed and move it from their bedchamber into the hall outside his room. Odysseus was initially furious when he heard this because one of the bed posts was made from a living olive tree - he himself had designed it this way, and thus it could not be moved unless done by a god; he told her this, and since only Odysseus and Penelope knew this, Penelope accepted that he was her husband. She came running to him, hoping that he would forgive her. He forgave her, because he could understand why she had tested him and because he had passed the test.


          To avenge the death of his son Antinous, his father Eupeithes tried to kill Odysseus. Lartes killed him, and Athena thereafter required the suitors' families and Odysseus to make peace; this ends the story of the Odyssey.


          Odysseus had been told (by the shade of Tiresias) that he had one more journey to make after he had re-established his rule in Ithaca and also that his death would come from the sea and would be peaceful and pleasant.


          


          Other stories


          Odysseus is one of the most recurrent characters in Western culture.


          


          Classical


          According to some late sources, most of them purely genealogical, Odysseus had many other children besides Telemachus, the most famous being:


          
            	with Penelope: Poliporthes (born after Odysseus' return from Troy)


            	with Circe: Telegonus, Ardeas, Latinus


            	with Calypso: Nausinous


            	with Kallidike: Polypoetes

          


          Most such genealogies aimed to link Odysseus with the foundation of many Italic cities in remote antiquity.


          He figures in the end of the story of King Telephus of Mysia.


          The supposed last poem in the Epic Cycle is called the Telegony, and is thought to tell the story of Odysseus's last voyage, and of his death at the hands of Telegonus, his son with Circe. The poem, like the others of the cycle, is "lost" in that no authentic version has been discovered.


          In 5th century BC Athens, tales of the Trojan War were popular subjects for tragedies, and Odysseus figures centrally or indirectly in a number of the extant plays by Aeschylus, Sophocles, ( Ajax, Philoctetes) and Euripides, ( Hecuba, Rhesus, Cyclops) and figured in still more that have not survived.


          As Ulysses, he is mentioned regularly in Virgil's Aeneid, and the poem's hero, Aeneas, rescues one of Ulysses' crew members who was left behind on the island of the Cyclops. He in turn offers a first-person account of some of the same events Homer relates, in which Ulysses appears directly. Virgil's Ulysses typifies his view of the Greeks: he is cunning but impious, and ultimately malicious and hedonistic.


          Ovid retells parts of Ulysses' journeys, focusing on his romantic involvements with Circe and Calypso, and recasts him as, in Harold Bloom's phrase, "one of the great wandering womanizers." Ovid also gives a detailed account of the contest between Ulysses and Ajax for the armor of Achilles.


          Greek legend tells of Ulysses as the founder of Lisbon, Portugal, calling it Ulisipo or Ulisseya, during his twenty-year errand on the Mediterranean and Atlantic seas. Olisipo was Lisbon's name in the Roman Empire. Basing in this folk etymology, the belief that Ulysses founded Lisbon is recounted by Strabo based on Asclepiades of Myrleia's words, by Pomponius Mela, by Gaius Julius Solinus (3rd Century A.D.), and finally by Cames in his epic poem Lusiads (source: ).


          


          Middle Ages and Renaissance


          Dante, in Canto 26 of the Inferno of his Divine Comedy, encounters Odysseus ("Ulisse" in the original Italian) near the very bottom of Hell: with Diomedes, he walks wrapped in flame in the eighth ring (Counselors of Fraud) of the Eighth circle (Sins of Malice), as punishment for his schemes and conspiracies that won the Trojan War. In a famous passage, Dante has Odysseus relate a different version of his final voyage and death from the one foreshadowed by Homer. He tells how he set out with his men for one final journey of exploration to sail beyond the Pillars of Hercules and into the western sea to find what adventures awaited them. After travelling west and south for five months, they saw in the distance a great mountain rising from the sea (this is Purgatory, in Dante's cosmology) before a storm sank them. Dante did not have access to the original Greek texts of the Homeric epics, so his knowledge of their subject-matter was based only on information from later sources, chiefly Virgil's Aeneid but also Ovid; hence the discrepancy between Dante and Homer.


          He appears in Shakespeare's Troilus and Cressida, set during the Trojan War.


          


          Modern
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          Alfred, Lord Tennyson's Ulysses presents an aging king who has seen too much of the world to be happy sitting on a throne idling his days away. Leaving the task of civilizing his people to his son, he gathers together a band of old comrades "to sail beyond the sunset".


          James Joyce's novel Ulysses uses modern literary devices to narrate a single day in the life of a Dublin businessman named Leopold Bloom; which turns out to bear many elaborate parallels to Odysseus' twenty years of wandering.


          Cream's song " Tales of Brave Ulysses" speaks somewhat of the travels of Odysseus including his encounter with the sirens.


          Frederick Rolfe's The Weird of the Wanderer has the hero Nicholas Crabbe (based on the author) travelling back in time, discovering that he is the reincarnation of Odysseus, marrying Helen, being deified and ending up as one of the three Magi.


          In Dan Simmons' novels Ilium and Olympos, Odysseus is encountered both at Troy and on a futuristic Earth.


          Nikos Kazantzakis' The Odyssey: A Modern Sequel, a 33,333 line epic poem, begins with Odysseus cleansing his body of the blood of Penelope's suitors. Odysseus soon leaves Ithaca in search of new adventures. Before his death he abducts Helen; incites revolutions in Crete and Egypt; communes with God; and meets representatives of various famous historical and literary figures, such as Vladimir Lenin, Don Quixote and Jesus.


          Ulysses 31 is a Japanese-French anime series (1981) which updates the Greek and Roman mythologies of Ulysses (or Odysseus) to the thirty-first century. In the series, the gods are angered when Ulysses, commander of the giant spaceship Odyssey, kills the giant Cyclops to rescue a group of enslaved children including Telemachus. Zeus sentences Ulysses to travel the universe with his crew frozen until he finds the Kingdom of Hades, at which point his crew will be revived and he will be able to return to Earth. In one episode, he travels back in time and meets the Odysseus of the Greek myth.


          Early 20th century British composer Cecil Armstrong Gibbs's second symphony (for chorus and orchestra) is named after and based on the story of Odysseus, with text by Essex poet Mordaunt Currie.


          Suzanne Vega's song Calypso shows Odysseus from Calypso's point of view, and tells the tale of him coming to the island and his leaving.


          Joel and Ethan Coen's film O Brother Where Art Thou? (2000) is loosely based on the Odyssey. However, they also admit to never having read the epic. George Clooney plays Ulysses Everett McGill, leading a group of escapees from a chain gang through an adventure in search of the proceeds of an armoured truck heist. On their voyage, the gang encounteramongst other charactersa trio of sirens and a one eyed bible salesman.


          In S.M. Stirling's Island in the Sea of Time Trilogy, Odikweos (Mycenean spelling) is a 'historical' figure who is every bit as cunning as his legendary self and is one of the few Bronze Age inhabitants who discerns the time-traveller's real background. Odikweos first aids William Walker's rise to power in Achaea, and later helps bring Walker down after seeing his homeland turn into a police state.


          Between 1978 and 1979, German director Tony Munzlinger made a documentary series called Unterwegs mit Odysseus (roughly translated: "Journeying with Odysseus"), in which a film team sails across the Aegean Sea trying to find traces of Odysseus in the modern-day settings of the Odyssey. In between the film crew's exploits, hand-drawn scissor-cut cartoons are inserted which relate the hero's story, with actor Hans Clarin providing the narratives.


          Odysseus appears as a playable character in the video game Age of Mythology (2002). In addition, one of the levels in the game involves the player's rescue of Odysseus and his men from Circe.


          The Penelopiad by Margaret Atwood retells the story from the point of view of Penelope.


          Lindsay Clarke's "The War at Troy" features Odysseus, and its sequel, "The Return from Troy" retells the voyage of Odysseus in a manner which combines myth with modern psychological insight.


          Odysseus may be part of the basis for the character of Desmond Hume on the television series Lost. He is attempting to finish a "race around the world" and return to his girlfriend Penelope when he is stranded on the island.


          Progressive metal band Symphony X have a song based on Odysseus' journey called 'The Odyssey' on the album going by the same name. It comes in at 24 minutes 7 seconds long, and has a 6 part orchestra playing in it, each part comprising of 60 people or so.


          Eilean Ni Chuilleanain, an Irish poet, wrote a poem called 'The Second Voyage' in which she makes use of the story of Odysseus.


          The Simpsons re-enacted a version of the Odyssey in their 13th season, fourteenth episode named ' Tales from the Public Domain ' There were three main stories in the episode, the first bearing the title 'D'oh, Brother Where Art Thou?' which starred Homer Simpson as Odysseus.


          The Police song King of Pain refers to Homer's connotation of the name "Odysseus".


          A cartoon show named Class of the Titans has a character named 'Odie' who is a direct desendant of Odysseus. One of the Episodes, named 'The Odie-sey' on the show re-enacted the story of The Odyssey, with characters like Calypso, Scylla, and Aeolus, and also modern twists and such.


          Actor Sean Bean portrayed Odysseus in the epic movie Troy.


          Actor Armand Assante played Odysseus in The Odyssey (TV miniseries).


          Comic book characters Batman and Superman are said to be somewhat inspired by Odysseus and Hercules.


          One plotline in the comic series 52 features a storyline (which follows the character Animal Man) is a parallel of the Odyssey. In this storyline, Animal Man is lost in space and must voyage home to his wife and children, and on his way back he encounters a planet of drug-like plants, a giant who captures him and various other things which parallel the voyage of Odysseus.


          Odysseus is also a character in David Gemmell's Troy trilogy. In the first book he's a very good friend and mentor of Helikaon. He is known as the ugly king of Itaca due to his appearance. His wife didn't love him at first but due to her loyalty she grew to respect him and maybe even love him. He's also a famous story teller, known to exaggerate his stories to make them sound better heralded as the greatest story teller of his age. In the series, he is depicted as an older man during his escapades in the Trojan War, and an unwilling ally of Agamemnon.


          In the second book of the Percy Jackson series, The Sea of Monsters, Percy and his friends encounter many obstacles similar to the Oddysey, including Charybidis and Scyllia, the Sirens, Polyphemus, and others.


          


          Other cultures


          
            	Nala and Rama. A similar story exists in Hindu mythology with Nala and Damayanti where Nala separates from Damayanti and reunites with her. The story of stringing a bow is similar to the description in Ramayana of Rama stringing the bow to win Sita's hand in marriage..
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          The Odyssey ( Greek ύ (Odsseia) ) is one of the two major ancient Greek epic poems attributed to the Ionian poet Homer. The poem is commonly dated circa 800 to 600 BC. The poem is, in part, a sequel to Homer's Iliad and mainly centers on the Greek hero Odysseus (or Ulysses in Latin) and his long journey home to Ithaca, following the fall of Troy.


          It takes Odysseus ten years to reach Ithaca after the ten-year Trojan War. Due to his twenty-year absence, most people assume Odysseus is dead. His son Telemachus and his wife Penelope must deal with a group of unruly suitors who have moved into Odysseus's home, greedily consuming his goods, insulting him and his son, and competing for Penelope's hand in marriage.


          The poem is fundamental to the Western canon and continues to be read in Homeric Greek and translations into modern languages around the world. The original poem was composed in an oral tradition by an aoidos perhaps a rhapsode. The details of the ancient oral performance, and the story's conversion to a written work inspire continual debate among scholars. The Odyssey was written in a regionless poetic dialect of Greek and comprises 12,110 lines of dactylic hexameter. Among the most impressive elements of the text are its strikingly modern non-linear plot, and the fact that events are shown to depend as much on the choices made by women and serfs as on the actions of fighting men. In the English language as well as many others, the word odyssey has come to refer to an epic voyage.


          


          Character of Odysseus


          Odysseus's heroic trait is his mētis, or "cunning intelligence"; he is often described as the "Peer of Zeus in Counsel". This intelligence is most often manifested by Odysseus's use of disguise and deceptive speech. His disguises take forms both physical (altering his appearance) and verbal, such as telling the Cyclops ( Polyphemus) that his name is "Nobody", then escaping after blinding Polyphemus. When queried by other Cyclopes about why he is screaming, Polyphemus replies that "Nobody" is hurting him. The most evident flaw, however, that Odysseus sports is that of his pride, or hubris. It is due to his stark pride that he taunts the blinded Polyphemus, allowing him to hurl stones in his direction by following the sound of his voice. Odysseus's hubris was also the initial cause of Poseidon's wrath, and continued to enrage the sea god the length of his voyage. Because Odysseus is intrigued with the reaction of Polyphemus, he tells the Cyclops he is a fool and that his real name is Odysseus.


          


          Structure


          The Odyssey begins in medias res, meaning that the action begins in the middle of the plot, and that prior events are described through flashbacks or storytelling. In the first episodes we trace Telemachus' efforts to assert control of the household, and then, at Athenas advice, to search for news of his long-lost father. Then the scene shifts: Odysseus has been a captive of the beautiful nymph Calypso, with whom he has spent 7 of his 10 lost years. Released by the intercession of his patroness Athena, he departs, but his raft is destroyed by his divine enemy Poseidon, who is angry because Odysseus blinded his son, Polyphemus. When Odysseus washes up on Scherie, home to the Phaeacians, he is assisted by the young Nausicaa and is treated hospitably. In return he satisfies the Phaeacians' curiosity, telling them - and the reader - of all his adventures since departing from Troy. This renowned, extended "flashback" leads Odysseus back to where he stands, his tale told. The shipbuilding Phaeacians finally loan him a ship to return to Ithaca, where he is aided by the swineherd Eumaeus, meets Telemachus, regains his household, kills the suitors, and is reunited with his faithful wife Penelope.


          In nearly all modern editions and translations the Odyssey (like the Iliad) is divided into 24 books. This division is handy but it is not original; it was developed by Alexandrian editors of the 3rd century BC. Aside from this, the first four books, focusing on Telemachus, are sometimes known as the " Telemachy". Within Odysseus's narrative, the section describing his meeting with the spirits of the dead is known as the " Nekuia".


          The last 550 lines of the Odyssey, corresponding to book 24, are believed by many scholars to have been added by a slightly later poet. Several passages in earlier books seem to be setting up the events of book 24, so if it is indeed a later addition, the offending editor would seem to have changed earlier text as well. For more about varying views on the origin, authorship and unity of the poem see Homeric scholarship.


          


          Outline of the plot


          Template:Spoiler


          


          Telemachus, Odysseuss son, was a baby when Odysseus set out for Troy. At the point where the Odyssey begins, ten years after the Trojan War ended, Telemachus is about twenty and is sharing his missing fathers house on the island of Ithaca with his mother Penelope and with a crowd of 108 boisterous young men, "the Suitors", whose aim is to persuade Penelope to accept her husbands disappearance as final and to marry one of them.


          The goddess Athena (who is Odysseuss protector) discusses his fate with Zeus, king of the gods, at a moment when Odysseus's enemy, the God of the Sea Poseidon, is absent from Mount Olympus. Then, disguised as a Taphian chieftain named Mentes, she visits Telemachus to urge him to search for news of his father. He offers her hospitality; they observe the Suitors dining rowdily, and the bard Phemius performing a narrative poem for them. Penelope objects to Phemius's theme, the "Return from Troy" because it reminds her of her missing husband, but Telemachus rebuts her objections.


          Next morning Telemachus calls an assembly of citizens of Ithaca and demands a ship and crew. Accompanied by Athena (now disguised as his friend Mentor) he departs for the Greek mainland and the household of Nestor, most venerable of the Greek warriors at Troy, now at home in Pylos. From there Telemachus rides overland, accompanied by Nestor's son, to Sparta, where he finds Menelaus and Helen, now reconciled. He is told that they returned to Greece after a long voyage by way of Egypt; there, on the magical island of Pharos, Menelaus encountered the old sea-god Proteus, who told him that Odysseus is a captive of the mysterious goddess Calypso. Incidentally Telemachus learns the fate of Menelaus brother Agamemnon, king of Mycenae and leader of the Greeks at Troy, murdered on his return home by his wife Clytemnestra and her lover Aegisthus.
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          Meanwhile Odysseus, after wanderings about which we are still to learn, has spent seven years in captivity on the goddess Calypso's distant island. She is now persuaded by the messenger god Hermes to release him. Odysseus builds a raft. It is wrecked (the sea-god Poseidon is his enemy) but he swims ashore on the island of Scherie, where, naked and exhausted, he falls asleep. Next morning, awakened by the laughter of girls, he sees the young Nausicaa, who has gone to the seashore with her maids to wash clothes. He appeals to her for help. She encourages him to seek the hospitality of her parents Arete and Alcinous. Odysseus is welcomed and is not at first asked for his name. He remains several days with Alcinous, takes part in an athletic competition, and hears the blind singer Demodocus perform two narrative poems. The first is an otherwise obscure incident of the Trojan War, the "Quarrel of Odysseus and Achilles"; the second is the amusing tale of a love affair between two Olympian gods, Ares and Aphrodite. Finally Odysseus asks Demodocus to return to the Trojan War theme and tell of the Trojan Horse, a stratagem in which Odysseus had played a leading role. Unable to hide his emotion as he relives this episode, Odysseus at last reveals his identity. He then begins to tell the amazing story of his return from Troy.


          
            	After a piratical raid on Ismarus in the land of the Cicones, he and his twelve ships were driven off course by storms. They visited the lazy Lotus-Eaters and were captured by the Cyclops Polyphemus, escaping by blinding him with a wooden stake. They stayed with Aeolus the master of the winds; he gave Odysseus a leather bag containing all the winds, a gift that should have ensured a safe return home, had not the sailors foolishly opened the bag while Odysseus slept. All the winds flew out and the resulting storm drove the ships back the way they had come.

          


          
            	After pleading in vain with Aeolus to help them again, they re-embarked and encountered the cannibal Laestrygones. Odysseuss own ship was the only one to escape. He sailed on and visited the witch-goddess Circe, whose magic potions turned most of his sailors into swine. Hermes met with Odysseus and gave him a drug called moly, a resistance to Circes potion. Circe, being attracted to Odysseus's resistance, fell in love with him. Circe released his men. Odysseus and his crew remained with her on the island for the next year. Finally, Odysseus's men convinced Odysseus that it was time to leave. Guided by Circe's instructions, Odysseus and his crew crossed the ocean and reached a harbour at the western edge of the world, where Odysseus sacrificed to the dead and summoned the spirit of the old prophet Tiresias to advise him. Next Odysseus met the spirit of his own mother, who had died of grief at his long absence; from her he learned for the first time news of his own household, threatened by the greed of the suitors. Here, too, he met the spirits of famous women and famous men; notably he encountered the spirit of Agamemnon, of whose murder he now learned (for Odysseus's encounter with the dead see also Nekuia).

          


          
            	Returning to Circes island, they were advised by her on the remaining stages of the journey. They skirted the land of the Sirens, passed between the many-headed monster Scylla and the whirlpool Charybdis, and landed on the island of Thrinacia. There Odysseus men  ignoring the warnings of Tiresias and Circe  hunted down the sacred cattle of the sun god Helios. This sacrilege was punished by a shipwreck in which all but Odysseus himself were drowned. He was washed ashore on the island of Calypso, where she compelled him to remain as her lover for seven years, and he had only now escaped.

          


          Having listened with rapt attention to his story, the Phaeacians, who are skilled mariners, agree to help Odysseus on his way home. They deliver him at night, while he is fast asleep, to a hidden harbour on Ithaca. He finds his way to the hut of one of his own former slaves, the swineherd Eumaeus. Odysseus now plays the part of a wandering beggar in order to learn how things stand in his household. After dinner he tells the farm laborers a fictitious tale of himself: he was born in Crete, had led a party of Cretans to fight alongside other Greeks in the Trojan War, and had then spent seven years at the court of the king of Egypt; finally he had been shipwrecked in Thesprotia and crossed from there to Ithaca.


          Meanwhile Telemachus, whom we left at Sparta, sails home, evading an ambush set by the suitors. He disembarks on the coast of Ithaca and makes for Eumaeuss hut. Father and son meet; Odysseus identifies himself to Telemachus (but still not to Eumaeus) and they determine that the suitors must be killed. Telemachus gets home first. Accompanied by Eumaeus, Odysseus now returns to his own house, still disguised as a beggar. He experiences the suitors rowdy behaviour and plans their death. He meets Penelope: he tests her intentions with an invented story of his birth in Crete, where, he says, he once met Odysseus. Closely questioned, he adds that he had recently been in Thesprotia and had learned something there of Odysseuss recent wanderings.


          Odysseuss identity is discovered by the housekeeper, Eurycleia, when he undresses for a bath and reveals an old thigh wound; he swears her to secrecy. Next day, at Athenas prompting, Penelope maneuvers the suitors into competing for her hand with an archery competition using Odysseuss bow. Odysseus takes part in the competition himself; he alone is strong enough to string the bow and therefore wins. Immediately he turns his arrows on the suitors, and all are killed. Odysseus and Telemachus kill (by hanging) twelve of their household maids, who had slept with the suitors; they mutilate and kill the goatherd Melanthius, who had mocked and abused Odysseus. Now at last Odysseus identifies himself to Penelope. She is hesitant, but accepts him when he correctly describes to her the bed he built for her when they married.


          The next day he and Telemachus visit the country farm of his old father Laertes, who likewise accepts his identity only when Odysseus correctly describes the orchard that Laertes once gave him.


          The citizens of Ithaca have followed Odysseus on the road, planning to avenge the killing of the Suitors, their sons. Their leader points out that Odysseus has now caused the deaths of two generations of the men of Ithaca  his sailors, not one of whom survived, and the suitors, whom he has now executed. The goddess Athena intervenes and persuades both sides to give up the vendetta.


          


          The geography of the Odyssey
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            	Main articles: Homer's Ithaca and Geography of the Odyssey.

          


          Events in the main sequence of the Odyssey (excluding the narrative of Odysseus) take place in the Peloponnese and in what are now called the Ionian Islands. There are difficulties in the identification of Ithaca, the homeland of Odysseus, which may or may not be the same island that is now called Ithake. The wanderings of Odysseus as told to the Phaeacians, and the location of the Phaeacians' own island of Scherie, pose more fundamental geographical problems: scholars both ancient and modern are divided as to whether or not any of the places visited by Odysseus (after Ismarus and before his return to Ithaca) were real.


          


          Near Eastern influences


          Scholars have seen strong influences from Near Eastern mythology and literature in the Odyssey. Martin West has noted substantial parallels between the Epic of Gilgamesh and the Odyssey. Both Odysseus and Gilgamesh are known for traveling to the ends of the earth, and on their journeys go to the land of the dead. On his voyage to the underworld Odysseus follows instructions given to him by Circe, a goddess who is the daughter of the sun-god Helios. Her island, Aiaia, is located at the edges of the world, and seems to have close associations with the sun. Like Odysseus, Gilgamesh gets directions on how to reach the land of the dead from a divine helper: in this case she is the goddess Siduri, who, like Circe, dwells by the sea at the ends of the earth. Her home is also associated with the sun: Gilgamesh reaches Siduri's house by passing through a tunnel underneath Mt. Mashu, the high mountain from which the sun comes into the sky. West argues that the similarity of Odysseus's and Gilgamesh's journeys to the edges of the earth are the result of the influence of the Gilgamesh epic upon the Odyssey.


          There are also some parallels between the Odyssey and the story of Sindbad, whose misfortune on the ocean is rival to that of Odysseus. He also has an encounter with a monster similar to Polyphemus, and escapes using similar tactics.
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              	engus son of Fergus
            


            
              	King of the Picts
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              The figure of the Old Testament King David shown killing a lion on the St Andrews Sarcophagus is thought to represent King engus. The figure is dressed as a Roman emperor of Late Antiquity and wears a fibula like that of the Emperor Justinian on the mosaic at San Vitale, Ravenna.
            


            
              	Reign

              	732  761
            


            
              	Died

              	761
            


            
              	Buried

              	St Andrews
            


            
              	Predecessor

              	Nechtan son of Der-Ile
            


            
              	Successor

              	Bridei son of Fergus
            


            
              	Offspring

              	Bridei, Talorgan
            

          


          engus son of Fergus ( Hypothetical Pictish form: Onuist map Urguist; Old Irish: engus mac Fergusso, Anglicisation: Angus mac Fergus), was king of the Picts from 732 until his death in 761. His reign can be reconstructed in some detail from a variety of sources.


          engus became the chief king in Pictland following a period of civil war in the late 720s. During his reign, the neighbouring kingdom of Dl Riata was subjugated and the kingdom of Strathclyde was attacked with less success. The most powerful ruler in Scotland for over two decades, he was involved in wars in Ireland and England. Kings from engus's family dominated Pictland until 839 when a disastrous defeat at the hands of Vikings began a new period of instability, which ended with the coming to power of Cined mac Ailpn.


          Rise to power


          Irish genealogies make engus a member of the Eganachta, a kindred with its base in Munster. The branch of the kindred from which he came was located in an area known as Circinn, usually associated with modern Angus and the Mearns. His early life is unknown; engus was middle-aged by the time he entered into history. His close kin included at least two sons, Bridei (died 736) and Talorgan (died 782), and two brothers, Talorgan (died 750) and Bridei (died 763).


          King Nechtan son of Der-Ile abdicated to enter a monastery in 724 and was imprisoned by his successor Drest in 726. In 728 and 729, four kings competed for power in Pictland: Drest; Nechtan; Alpn, of whom little is known; and lastly engus, who was a partisan of Nechtan, and perhaps his acknowledged heir.


          Four battles large enough to be recorded in Ireland were fought in 728 and 729. Alpn was defeated twice by engus, after which Nechtan was restored to power. In 729 a battle between supporters of engus and Nechtan's enemies was fought at Monith Carno (traditionally Cairn o' Mount, near Fettercairn) where the supporters of engus were victorious. Nechtan was restored to the kingship, probably until his death in 732. On 12 August 729 engus defeated and killed Drest in battle at Druimm Derg Blathuug, a place which has not been identified.


          


          Percutio Dal Riatai
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          In the 730s, engus fought against Dl Riata whose traditional overlords and protectors in Ireland, the Cenl Conaill, were much weakened at this time. A fleet from Dl Riata fought for Flaithbertach mac Loingsig, chief of the Cenl Conaill, in his war with ed Alln of the Cenl nEgan, and suffered heavy losses in 733. Dl Riata was ruled by Eochaid mac Echdach of the Cenl nGabrin who died in 733, and the king lists are unclear as to who, if anyone, succeeded him as overking. The Cenl Loairn of north Argyll were ruled by Dngal mac Selbaig whom Eochaid had deposed as overking of Dl Riata in the 720s.


          Fighting between the Picts, led by engus's son Bridei, and the Dl Riata, led by Talorgan mac Congussa, is recorded in 731. In 733, Dngal mac Selbaig "profaned [the sanctuary] of Tory Island when he dragged Bridei out of it." Dngal, previously deposed as overking of Dl Riata, was overthrown as king of the Cenl Loairn and replaced by his first cousin Muiredach mac Ainbcellaig.


          In 734 Talorgan mac Congussa was handed over to the Picts by his brother, and drowned by them. Talorgan son of Drostan was captured near Dn Ollaigh. He appears to have been the King of Atholl, and was drowned on engus's order in 739. Dngal too was a target in this year. He was wounded, the unidentified fortress of Dn Leithfinn was destroyed, and he "fled into Ireland, to be out of the power of engus."


          The annals report a second campaign by engus against the Dl Riata in 736. Dngal, who had returned from Ireland, and his brother Feradach, were captured and bound in chains. The fortresses of Creic and Dunadd were taken. Muiredach of the Cenl Loairn was no more successful, defeated with heavy loss by engus's brother Talorgan, perhaps by Loch Awe. A final campaign in 741 saw the Dl Riata again defeated. This was recorded in the Annals of Ulster as Percutio Dl Riatai la h-engus m. Forggusso, the "smiting of Dl Riata by engus son of Fergus". With this Dl Riata disappears from the record for a generation.


          It may be that engus was involved in wars in Ireland, perhaps fighting with ed Alln, or against him as an ally of Cathal mac Finguine. The evidence for such involvement is limited. There is the presence of engus's son Bridei at Tory Island, on the north-west coast of Donegal in 733, close to the lands of ed Alln's enemy Flaithbertach mac Loingsig. Less certainly, the Fragmentary Annals of Ireland report the presence of a Pictish fleet from Fortriu fighting for Flaithbertach in 733 rather than against him.


          


          Alt Clut, Northumbria, and Mercia


          In 740, a war between the Picts and the Northumbrians is reported, during which thelbald, King of Mercia, took advantage of the absence of Eadberht of Northumbria to ravage his lands, and perhaps burn York. The reason for the war is unclear, but it has been suggested that it was related to the killing of Earnwine son of Eadwulf on Eadberht's orders. Earnwine's father had been an exile in the north after his defeat in the civil war of 705706, and it may be that engus, or thelbald, or both, had tried to place him on the Northumbrian throne.
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          Battles between the Picts and the Britons of Alt Clut, or Strathclyde, are recorded in 744 and again in 750, when Kyle was taken from Alt Clut by Eadberht of Northumbria. The 750 battle between the Britons and the Picts is reported at a place named Mocetauc (perhaps Mugdock, near Milngavie) in which Talorgan the brother of engus was killed. Following the defeat in 750, the Annals of Ulster record "the ebbing of the sovereignty of engus". This is thought to refer to the coming to power of ed Find, son of Eochaid mac Echdach, in all or part of Dl Riata, and his rejection of engus's overlordship.


          Unlike the straightforward narrative of the attacks on Dl Riata, a number of interpretations have been offered of the relations between engus, Eadberht and thelbald in the period from 740 to 750. One suggestion is that engus and thelbald were allied against Eadberht, or even that they exercised a joint rulership of Britain, or bretwaldaship, engus collecting tribute north of the River Humber and thelbald south of the Humber. This rests largely on a confused passage in Symeon of Durham's Historia Regum Anglorum, and it has more recently been suggested that the interpretation offered by Frank Stentonthat it is based on a textual error and that engus and thelbald were not associated in any sort of joint overlordshipis the correct one.


          In 756, engus is found campaigning alongside Eadberht of Northumbria. The campaign is reported as follows:


          
            In the year of the Lord's incarnation 756, king Eadberht in the eighteenth year of his reign, and Unust, king of Picts led armies to the town of Dumbarton. And hence the Britons accepted terms there, on the first day of the month of August. But on the tenth day of the same month perished almost the whole army which he led from Ouania to Niwanbirig.

          


          That Ouania is Govan is now reasonably certain, but the location of Newanbirig is less so. Although there are very many Newburghs, it is Newburgh-on-Tyne near Hexham that has been the preferred location. An alternative interpretation of the events of 756 has been advanced: it identifies Newanbirig with Newborough by Lichfield in the kingdom of Mercia. A defeat here for Eadberht and engus by thelbald's Mercians would correspond with the claim in the Saint Andrews foundation legends that a king named engus son of Fergus founded the church there as a thanksgiving to Saint Andrew for saving him after a defeat in Mercia.


          


          The cult of Saint Andrew
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          The story of the foundation of St Andrews, originally Cennrgmonaid, is not contemporary and may contain many inventions. The Irish annals report the death of "Tuathaln, abbot of Cinrigh Mna", in 747, making it certain that St Andrews had been founded before that date, probably by engus or by Nechtan son of Der-Ilei. It is generally presumed that the St Andrews Sarcophagus was executed at the command of engus. Later generations may have conflated this king engus with the 9th century king of the same name. The choice of David as a model is, as Alex Woolf notes, an appropriate one: David too was an usurper.


          The cult of Saint Andrew may have come to Pictland from Northumbria, as had the cult of Saint Peter which had been favoured by Nechtan, and in particular from the monastery at Hexham which was dedicated to Saint Andrew. This apparent connection with the Northumbrian church may have left a written record. engus, like his successors and presumed kinsmen Caustantn and Egan, is recorded prominently in the Liber Vitae Ecclesiae Dunelmensis, a list of some 3000 benefactors for whom prayers were said in religious institutions connected with Durham.


          


          Death and legacy


          engus died in 761, "aged probably more than seventy, ... the dominating figure in the politics of Northern Britain". His death is reported in the usual brief style by the annalists, except for the continuator of Bede in Northumbria, possibly relying upon a Dl Riata source, who wrote:


          
            engus, king of the Picts, died. From the beginning of his reign right to the end he perpetrated bloody crimes, like a tyrannical slaughterer.

          


          The Pictish Chronicle king lists have it that he was succeeded by his brother Bridei. His son Talorgan was later king, and is the first son of a Pictish king known to have become king.


          The following 9th century Irish praise poem from the Book of Leinster is associated with engus:


          
            Good the day when engus took Alba,

            hilly Alba with its strong chiefs;

            he brought battle to palisaded towns,

            with feet, with hands, with broad shields.

          


          An assessment of engus is problematic, not least because annalistic sources provide very little information on Scotland in the succeeding generations. His apparent Irish links add to the long list of arguments which challenge the idea that the "Gaelicisation" of eastern Scotland began in the time of Cined mac Ailpn; indeed there are good reasons for believing that process began before engus's reign. Many of the Pictish kings until the death of Egan mac engusa in 839 belong to the family of engus, in particular the 9th century sons of Fergus, Caustantn and engus.


          The amount of information which has survived about engus compared with other Pictish kings, the nature and geographical range of his activities and the length of his reign combine to make King engus one of the most significant rulers of the insular Dark Ages.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Myrtales

                  


                  
                    	Family:

                    	Onagraceae

                  


                  
                    	Genus:

                    	Oenothera

                    L.
                  

                

              
            


            
              	Species
            


            
              	
                About 125, including:

                Oenothera acaulis

                Oenothera albicaulis

                Oenothera argillicola

                Oenothera biennis

                Oenothera brachycarpa

                Oenothera caespitosa

                Oenothera californica

                Oenothera coronopifolia

                Oenothera coryi

                Oenothera deltoides

                Oenothera drummondii

                Oenothera elata

                Oenothera erythrosepala

                Oenothera flava

                Oenothera fruticosa

                Oenothera glazioviana

                Oenothera hookeri

                Oenothera jamesii

                Oenothera kunthiana

                Oenothera laciniata

                Oenothera longissima

                Oenothera macrocarpa

                Oenothera missouriensis

                Oenothera nuttallii

                Oenothera odorata

                Oenothera pallida

                Oenothera perennis

                Oenothera pilosella

                Oenothera primiveris

                Oenothera rhombipetala

                Oenothera rosea

                Oenothera speciosa

                Oenothera stubbei

                Oenothera taraxacoides

                Oenothera tetraptera

                Oenothera triloba

              
            

          


          Oenothera is a genus of about 125 species of annual, biennial and perennial herbaceous flowering plants, native to North and South America. It is the type genus of the family Onagraceae. Common names include evening primrose, suncups, and sundrops.


          The species vary in size from small alpine plants 10 cm tall (e.g. O. acaulis from Chile), to vigorous lowland species growing to 3 m (e.g. O. stubbei from Mexico). The leaves form a basal rosette at ground level and spiral up to the flowering stems; the leaves are dentate or deeply lobed (pinnatifid). The flowers open in the evening, hence the name "evening primrose", and are yellow in most species but white, purple, pink or red in a few; there are four petals. One of the most distinctive features of the flower is the stigma with four branches, forming an X shape. Pollination is by Lepidoptera (moths) and bees; like many members of the Onagraceae, however, the pollen grains are loosely held together by viscin threads (see photo below), meaning that only bees that are morphologically specialized to gather this pollen can effectively pollinate the flowers (it cannot be held effectively in a typical bee scopa). Furthermore, the flowers are open at a time when most bee species are inactive, so the bees which visit Oenothera are also compelled to be vespertine temporal specialists. The seeds ripen from late summer to fall.


          Oenothera species are used as food plants by the larvae of some Lepidoptera species including Schinia felicitata and Schinia florida, both of which feed exclusively on the genus, the former exclusively on O. deltoides.


          In the wild, evening primrose acts as a primary colonizer, springing up wherever a patch of bare, undisturbed ground may be found. This means that it tends to be found in poorer environments such as dunes, roadsides, railway embankments and wasteland. It often occurs as a casual, eventually being out-competed by other species.
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          The genus Oenothera may have originated in Mexico and Central America from which it spread into North and South America and, with the advent of international travel, species are now found in most temperate regions. During the Pleistocene era a succession of ice ages swept down across North America, with intervening warm periods. This was repeated for four ice ages, with four separate waves of colonization, each hybridizing with the remnants of the previous waves. This generated a present-day group of species forming the subsection Euoenothera which is very rich in genetic diversity, spread right across the North American continent. These species are morphologically diverse and are largely interfertile and so the species boundaries have been a source of dispute amongst taxonomists.


          This pattern of repeated colonizations resulted in a unique genetic conformation in the Euoenotherae whereby the chromosomes at meiosis can form into circles of varying size, rather than pairing as in other plant species. This is the result of a series of reciprocal translocations between chromosomes so that pairing occurs only at the tips. As may be imagined, this phenomenon has some interesting, apparently non-Mendelian, genetic consequences. By combining this chromosome arrangement with a system of balanced-lethal genes, genetic recombination is prevented and hence the plants enjoy the vigour of heterosis together with the propagation potential of seed dispersal. This resulted in the evolution of a large number of sympatric races over North America, east of the Rocky Mountains. Analysis of the cytology of these races and of artificial hybrids between them allowed a detailed understanding of the genetic and geographic evolution of the Euoenotherae to be achieved. This whole subject was a major area of genetic research during the first half of the 20th century.


          Evening primrose was originally assigned to the genus Onagra, which gave the family Onagraceae its name. Onagra (meaning "(food of) onager") was first used in botany in 1587, and in English in Philip Miller's 1754 Gardeners Dictionary: Abridged. Its modern name Oenothera was published by Carolus Linnaeus in his Systema Naturae. William Baird suggests that since oeno means "wine" in Greek it refers to the fact that the root of the edible Oenothera biennis was used as a wine flavor additive.
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          Cultivation and uses


          Young roots can be eaten like a vegetable (with a peppery flavour), or the shoots can be eaten as a salad. The whole plant was used to prepare an infusion with astringent and sedative properties. It was considered to be effective in healing asthmatic coughs, gastro-intestinal disorders, whooping cough and as a sedative pain-killer. Poultices containing O. biennis were at one time used to ease bruises and speed wound healing. One of the common names for Oenothera, "Kings cureall", reflects the wide range of healing powers ascribed to this plant, although it should be noted that its efficacy for these purposes has not been demonstrated in clinical trials.


          The mature seeds contain approximately 7-10 % gamma-linolenic acid, a rare essential fatty acid. The O. biennis seed oil is used to reduce the pains of premenstrual stress syndrome. Gamma-linolenic acid also shows promise against breast cancer.


          Evening Primroses are very popular ornamental plants in gardens. For propagation, the seeds can be sown in situ from late spring to early summer. The plant will grow successfully in fertile soils if competing species are kept at bay. Evening primrose species can be planted in any ordinary, dry, well-drained garden soil (preferly sandy loam) in an open site that is sunny to partly shady. They are fairly drought-resistant.


          The first plants to arrive in Europe reached Padua from Virginia in 1614 and were described by the English botanist John Goodyer in 1621. Some species are now also naturalized in parts of Europe and Asia, and can be grown as far north as 65 N in Finland. The UK National Council for the Conservation of Plants and Gardens, based at Wisley, maintains an Oenothera collection as part of its National Collections scheme.
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          The ohm (symbol: ) is the SI unit of electrical impedance or, in the direct current case, electrical resistance, named after Georg Ohm.


          


          Definition


          An ohm is the electrical resistance offered by a current-carrying element that produces a voltage drop of one volt when a current of one ampere is flowing through it.


          
            	[image: \Omega = \dfrac{\mbox{V}}{\mbox{A}} = \dfrac{\mbox{m}^2 \cdot \mbox{kg}}{\mbox{s}^{3} \cdot \mbox{A}^2}]

          


          


          Explanation
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          By definition from Ohm's Law, a device has a resistance of one ohm if a voltage of one volt causes a current of one ampere to flow (R = V/I). Alternatively and equivalently, a device that dissipates one watt of power with one ampere of current flowing through it has a resistance of one ohm (R=P/I2).


          Since 1990, the ohm has been maintained internationally using the quantum Hall effect, where a conventional value is used for the ' von-Klitzing constant', fixed by the 18th General Conference on Weights and Measures as R{K-90} = 25812.807 .


          The complex quantity impedance is a generalisation of resistance. Its real part is resistance and its imaginary part is reactance. Impedance, resistance and reactance all have units of ohms.


          The symbol for the ohm is the Greek capital letter omega (). If the Greek letter cannot be used, the word ohm is used instead. The various guides for the use of the International System of Units do not explicitly forbid the elision of the final "o" of some SI prefixes, although there is nothing in them to suggest that it is allowable, either. As a result, one is just about as likely to see "kilohm", "kiloohm" and even "kilo-ohm", and the same holds true for hecto-, micro-, nano-, pico-, femto-, atto-, zepto-, and yocto-. The only other SI unit to suffer from this kind of orthographic uncertainty is the ampere. In the particular case of the ohm, one even sees the "a" prefixes lose that vowel: hence megohm and gigohm. Higher prefixes are rarely used with ohm. In the other direction, milliohms (or millohms) are seen where the resistance of cables, etc., are measured.


          Units of ohms, kilohms (103 ) and megohms (106 ) are used in electronic design documentation. On schematic diagrams and parts lists kilohms are abbreviated "K" and megohms are abbreviated "M". Thus, 33 kilohms would be rendered as 33K, and 5.1 megohms would be 5.1M. Another commonly used convention is that the multiplier is used to replace the decimal point, so that 5.1 megohms can also be represented as 5M1. This convention is used because a decimal point can be difficult to see in small or cluttered print. Values less than 1K are rendered either (a) without any symbol, or (b) with an "R", following the number; so 680 ohms can be shown as 680 or 680R. Resistors are usually identified by a reference designator, R, and a cardinal number, e.g., R12.


          


          Conversions


          A measurement in ohms is the reciprocal of a measurement in siemens, the SI unit of electrical conductance. Note that 'siemens' is both singular and plural. The non-SI unit, the mho (simply put, ohm written backwards), is equivalent to siemens but is mostly obsolete and rarely used.
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          Oil painting is the process of painting with pigments that bound with medium of drying oil  especially in early modern Europe, linseed oil. Often an oil, such as linseed was boiled with a resin such as pine resin or even frankincense, these were called 'varnishes' and were prized for their body and gloss. Other oils occasionally used include poppyseed oil, walnut oil, and safflower oil. These oils give various properties to the oil paint, such as less yellowing or different drying times. Certain differences are also visible in the sheen of the paints depending on the oil. Painters often use different oils in the same painting depending on specific pigments and effects desired. The paints themselves also develop a particular feel depending on the media. A basic rule of oil paint application is ' fat over lean.' This means that each additional layer of paint should be a bit oilier than the layer below, to allow proper drying. Traditional oil painting techniques often begin with paint mixed with turpentine or artist grade mineral spirits or other lean vehicles. As a painting gets additional layers, the paint must get oilier (leaner to fatter) or the final painting will crack and peel. There are many other painting media that can be used in oil painting, including cold wax, resins, and varnishes. These additional media can aid the painter in adjusting the translucency of the paint, the sheen of the paint, the density or 'body' of the paint, and the ability of the paint to hold or conceal the brushstroke. These variables are closely related to the expressive capacity of oil paint. When looking at original oil paintings, the various traits of oil paint allow one to sense the choices the artist made as they applied the paint. For the viewer, the paint is still, but for the artist, the oil paint is a liquid or semi-liquid and must be moved 'onto' the painting surface. Traditionally, moving paint was accomplished with paint brushes, but there are other methods, including the palette knife, the rag, and even directly from the paint tube. Oil paint remains wet longer than many other types of artists' materials, so a reality in many painter's studios is the removal of oil paint from the painting. This can be done with a rag and some turpentine for a certain time while the paint is wet, but after a while, the hardened layer must be scraped. Many oil paintings reveal evidence of such scraping on close inspection, particularly when the surface itself is examined. Oil paint dries by oxidation, not evaporation, and is usually dry to the touch in a day to two weeks. It is generally dry enough to be varnished in six months to a year. Art conservators do not consider an oil painting completely dry until it is 60 to 80 years old.


          Oil paint was probably developed for decorative or functional purposes in the High Middle Ages. Surfaces like shields  both those used in tournaments and those hung as decorations  were more durable when painted in oil-based media than when painted in the traditional tempera paints.


          Many Renaissance sources credit northern European painters of the 15th century with the "invention" of painting with oil media on wood panel  Jan van Eyck is often mentioned as the "inventor", however Theophilus (roger of Helmerhausen) clearly gives instructions for oil-based painting in his treatise, On Divers Arts, written in 1125. The popularity of oil grew in 16th century Venice, where a water-durable medium was essential. Oil painting was ideal for the northern European painters, because the preferred fresco painting media did not work as well in their cooler climate. The linseed oil itself comes from the flax seeds, and this flax was a common fibre crop. Recent advances in chemistry have produced modern water miscible oil paints that can be used with and cleaned up with water. Small alterations in the molecular structure of the oil creates this water miscible property.


          A still-newer type of paint, heat-set oils, remain liquid until heated to 265280 F (130138 C) for about 15 minutes. Since the paint never dries otherwise, cleanup is not needed (except when one wants to use a different colour and the same brush). Although not technically true oils (the medium is an unidentified "non-drying synthetic oily liquid, imbedded with a heat sensitive curing agent"), the paintings resemble oil paintings and are usually shown as oil paintings.


          


          Process of oil painting


          The process of oil painting varies from artist to artist, but often includes certain steps. First, the artist prepares the surface. Although surfaces like linoleum, wooden panel, pressed wood, and cardboard have been used, the most popular surface is canvas. Many famous paintings were painted on panel. Panels are heavy, so large paintings are usually done on canvas.


          Traditional artists' canvas is made from linen, but the less expensive cotton fabric has gained popularity. The artist first prepares a wooden frame called a stretcher" or "strainer." The difference between the first and second is that stretchers are slightly adjustable, while strainers are rigid and lack adjustable corner notches. The canvas is then pulled across the wooden frame and tacked or stapled tightly to the back edge. The next step is for the artist to apply a "size" to isolate the canvas from the acidic qualities of the paint. Traditionally, the canvas was coated with a layer of animal glue (size), (modern painters will use rabbit skin glue) and primed with lead white paint, sometimes with added chalk. Panels were prepared with a gesso, a mixture of glue and chalk.


          Modern acrylic "gesso" is made of titanium dioxide with an acrylic binder. It is frequently used on canvas, whereas real gesso is not suitable for that application. The artist might apply several layers of gesso, sanding each smooth after it has dried. Acrylic gesso is very difficult to sand. One manufacturer makes a sandable acrylic gesso, but it is intended for panels only, not canvas. It is possible to tone the gesso to a particular colour, but most store-bought gesso is white. The gesso layer will tend to draw the oil paint into the porous surface, depending on the thickness of the gesso layer. Excessive or uneven gesso layers are sometimes visible in the surface of finished paintings as a change in the layer that's not from the paint.


          Next the artist might sketch an outline of their subject prior to applying pigment to the surface. Pigment may be any number of natural substances with colour, such as sulfur for yellow or cobalt for blue. The pigment is mixed with oil, usually linseed oil but other oils may be used as well. The various oils dry differently creating assorted effects.


          Traditionally, an artist mixed his or her own paints for each project. Handling and mixing the raw pigments and mediums was prohibitive to transportation. This changed in the late 1800s, when oil paint in tubes became widely available. Artists could mix colors quickly and easily without having to grind their own pigments. Also, the portability of tube paints allowed for plein air, or outdoor painting (common to French Impressionism).


          The artist most often uses a brush to apply the paint. Brushes are made from a variety of fibers to create different effects. For example, brushes made with hogs bristle might be used for bolder strokes. Brushes made from miniver, which is squirrel fur, might be used for finer details. Sizes of brushes also create different effects. For example, a "round" is a pointed brush used for detail work. "Bright" brushes are used to apply broad swaths of colour. The artist might also apply paint with a palette knife, which is a flat, metal blade. A palette knife may also be used to remove paint from the canvas when necessary. A variety of unconventional tools, such as rags, sponges, and cotton swabs, may be used. Some artists even paint with their fingers.


          Most artists paint in layers, a method first perfected in the Egg tempera painting technique, and adapted in Northern Europe for use with linseed oil paints. The first coat or " underpainting" is laid down first, painted normally with turpentine thinned paint. This layer helps to "tone" the canvas, and cover the white of the gesso. Many artists use this layer to sketch out the composition. This layer can be adjusted before moving forward, which is an advantage over the 'cartooning' method used in Fresco technique. After this layer dries, one way the artist might then proceed is by painting a "mosaic" of colour swatches, working from darkest to lightest. The borders of the colors are blended together when the "mosaic" is completed. This layer is then left to dry before applying details. After it is dry, the artist will apply "glaze" to the painting, which is a thin, transparent layer to seal the surface. A classical work might take weeks or even months to layer the paint. Artists in later periods such as the impressionist era often blended the wet paint on the canvas without following the Renaissance layering and glazing method. This method is called "Alla Prima." When the image is finished and dried for up to a year, an artist would often seal the work with a layer of varnish typically made from damar gum crystals dissolved in turpentine. Contemporary artists increasingly resist the varnishing of their work, preferring that the surfaces remain varnish-free indefinitely.
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          An oil refinery is an industrial process plant where crude oil is processed and refined into more useful petroleum products, such as gasoline, diesel fuel, asphalt base, heating oil, kerosine, and liquefied petroleum gas. Oil refineries are typically large sprawling industrial complexes with extensive piping running throughout, carrying streams of fluids between large chemical processing units.


          


          Operation
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          Raw or unprocessed ("crude") oil is not useful in the form it comes in out of the ground. Although "light, sweet" (low viscosity, low sulfur) oil has been used directly as a burner fuel for steam vessel propulsion, the lighter elements form explosive vapors in the fuel tanks and so it is quite dangerous, especially so in warships. For this and many other uses, the oil needs to be separated into parts and refined before use in fuels and lubricants, and before some of the byproducts could be used in petrochemical processes to form materials such as plastics, detergents, solvents, elastomers, and fibers such as nylon and polyesters. Petroleum fossil fuels are used in ship, automobile and aircraft engines. These different hydrocarbons have different boiling points, which means they can be separated by distillation. Since the lighter liquid elements are in great demand for use in internal combustion engines, a modern refinery will convert heavy hydrocarbons and lighter gaseous elements into these higher value products using complex and energy intensive processes.
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          Oil can be used in so many various ways because it contains hydrocarbons of varying molecular masses, forms and lengths such as paraffins, aromatics, naphthenes (or cycloalkanes), alkenes, dienes, and alkynes. Hydrocarbons are molecules of varying length and complexity made of only hydrogen and carbon atoms. Their various structures give them their differing properties and thereby uses. The trick in the oil refinement process is separating and purifying these.


          Once separated and purified of any contaminants and impurities, the fuel or lubricant can be sold without any further processing. Smaller molecules such as isobutane and propylene or butylenes can be recombined to meet specific octane requirements of fuels by processes such as alkylation or less commonly, dimerization. Octane grade of gasoline can also be improved by catalytic reforming, which strips hydrogen out of hydrocarbons to produce aromatics, which have much higher octane ratings. Intermediate products such as gasoils can even be reprocessed to break a heavy, long-chained oil into a lighter short-chained one, by various forms of cracking such as fluid catalytic cracking, thermal cracking, and hydrocracking. The final step in gasoline production is the blending of fuels with different octane ratings, vapor pressures, and other properties to meet product specifications.


          Oil refineries are large scale plants, processing from about a hundred thousand to several hundred thousand barrels of crude oil per day. Because of the high capacity, many of the units are operated continuously (as opposed to processing in batches) at steady state or approximately steady state for long periods of time (months to years). This high capacity also makes process optimization and advanced process control very desirable.


          


          


          Major products of oil refineries


          Most products of oil processing are usually grouped into three categories: light distillates (LPG, gasoline, naphtha), middle distillates (kerosene, diesel), heavy distillates and residuum (fuel oil, lubricating oils, wax, tar). This classification is based on the way crude oil is distilled and separated into fractions (called distillates and residuum) as can be seen in the above drawing.


          
            	Liquid petroleum gas (LPG)


            	Gasoline (also known as petrol)


            	Naphtha


            	Kerosene and related jet aircraft fuels


            	Diesel fuel


            	Fuel oils


            	Lubricating oils


            	Paraffin wax


            	Asphalt and Tar


            	Petroleum coke

          


          


          Common process units found in a refinery


          The number and nature of the process units in a refinery determine its complexity index.


          
            	Desalter unit washes out salt from the crude oil before it enters the atmospheric distillation unit.


            	Atmospheric Distillation unit distills crude oil into fractions. See Continuous distillation.


            	Vacuum Distillation unit further distills residual bottoms after atmospheric distillation.


            	Naphtha Hydrotreater unit uses hydrogen to desulfurize naphtha from atmospheric distillation. Must hydrotreat the naphtha before sending to a Catalytic Reformer unit.


            	Catalytic Reformer unit is used to convert the naphtha-boiling range molecules into higher octane reformate (reformer product). The reformate has higher content of aromatics, olefins, and cyclic hydrocarbons). An important byproduct of a reformer is hydrogen released during the catalyst reaction. The hydrogen is used either in the hydrotreaters or the hydrocracker.


            	Distillate Hydrotreater unit desulfurizes distillates (such as diesel) after atmospheric distillation.


            	Fluid Catalytic Cracking (FCC) unit upgrades heavier fractions into lighter, more valuable products.


            	Hydrocracker unit uses hydrogen to upgrade heavier fractions into lighter, more valuable products.


            	Visbreaking unit upgrades heavy residual oils by thermally cracking them into lighter, more valuable reduced viscosity products.


            	Merox unit treats LPG, kerosene or jet fuel by oxidizing mercaptans to organic disulfides.


            	Coking units ( delayed coking, fluid coker, and flexicoker) process very heavy residual oils into gasoline and diesel fuel, leaving petroleum coke as a residual product.


            	Alkylation unit produces high-octane component for gasoline blending.


            	Dimerization unit converts olefins into higher-octane gasoline blending components. For example, butenes can be dimerized into isooctene which may subsequently be hydrogenated to form isooctane. There are also other uses for dimerization.


            	Isomerization unit converts linear molecules to higher-octane branched molecules for blending into gasoline or feed to alkylation units.


            	Steam reforming unit produces hydrogen for the hydrotreaters or hydrocracker.


            	Liquified gas storage units for propane and similar gaseous fuels at pressure sufficient to maintain in liquid form. These are usually spherical vessels or bullets (horizontal vessels with rounded ends.


            	Storage tanks for crude oil and finished products, usually cylindrical, with some sort of vapor emission control and surrounded by an earthen berm to contain spills.


            	Amine gas treater, Claus unit, and tail gas treatment for converting hydrogen sulfide from hydrodesulfurization into elemental sulfur.


            	Utility units such as cooling towers for circulating cooling water, boiler plants for steam generation, instrument air systems for pneumatically operated control valves and an electrical substation.


            	Wastewater collection and treating systems consisting of API separators, dissolved air flotation (DAF) units and some type of further treatment (such as an activated sludge biotreater) to make such water suitable for reuse or for disposal.


            	Solvent refining units use solvent such as cresol or furfural to remove unwanted, mainly asphaltenic materials from lubricating oil stock (or diesel stock).


            	Solvent dewaxing units remove the heavy waxy constituents petrolatum from vacuum distillation products.

          


          


          Flow diagram of typical refinery


          The image below is a schematic flow diagram of a typical oil refinery that depicts the various unit processes and the flow of intermediate product streams that occurs between the inlet crude oil feedstock and the final end products. The diagram depicts only one of the literally hundreds of different oil refinery configurations. The diagram also does not include any of the usual refinery facilities providing utilities such as steam, cooling water, and electric power as well as storage tanks for crude oil feedstock and for intermediate products and end products.
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          There are many process configurations other than that depicted above. For example, the vacuum distillation unit may also produce fractions that can be refined into endproducts such as: spindle oil used in the textile industry, light machinery oil, motor oil, and steam cylinder oil. As another example, the vacuum residue may be processed in a coker unit to produce petroleum coke.


          


          Specialty end products


          These will blend various feedstocks, mix appropriate additives, provide short term storage, and prepare for bulk loading to trucks, barges, product ships, and railcars.


          
            	Gaseous fuels such as propane, stored and shipped in liquid form under pressure in specialized railcars to distributors.


            	Liquid fuels blending (producing automotive and aviation grades of gasoline, kerosene, various aviation turbine fuels, and diesel fuels, adding dyes, detergents, antiknock additives, oxygenates, and anti-fungal compounds as required). Shipped by barge, rail, and tanker ship. May be shipped regionally in dedicated pipelines to point consumers, particularly aviation jet fuel to major airports, or piped to distributors in multi-product pipelines using product separators called pipeline inspection gauges ("pigs").


            	Lubricants (produces light machine oils, motor oils, and greases, adding viscosity stabilizers as required), usually shipped in bulk to an offsite packaging plant.


            	Wax (paraffin), used in the packaging of frozen foods, among others. May be shipped in bulk to a site to prepare as packaged blocks.


            	Sulfur (or sulfuric acid), byproducts of sulfur removal from petroleum which may have up to a couple percent sulfur as organic sulfur-containing compounds. Sulfur and sulfuric acid are useful industrial materials. Sulfuric acid is usually prepared and shipped as the acid precursor oleum.


            	Bulk tar shipping for offsite unit packaging for use in tar-and-gravel roofing.


            	Asphalt unit. Prepares bulk asphalt for shipment.


            	Petroleum coke, used in specialty carbon products or as solid fuel.


            	Petrochemicals or petrochemical feedstocks, which are often sent to petro chemical plants for further processing in a variety of ways. The petrochemicals may be olefins or their precursors, or various types of aromatic petrochemicals.

          


          


          Siting/locating of petroleum refineries


          The principles of finding a construction site for refineries are similar to those for other chemical plants:


          
            	The site has to be reasonably far from residential areas.

          


          
            	Facilities for raw materials access and products delivery to markets should be easily available.

          


          
            	Processing energy requirements should be easily available.

          


          
            	Waste product disposal should not cause difficulties.

          


          For refineries which use large amounts of process steam and cooling water, an abundant source of water is important. Because of this, oil refineries are often located (associated to a port) near navigable rivers or even better on a sea shore. Either are of dual purpose, making also available cheap transport by river or by sea. Although the advantages of crude oil transport by pipeline are evident, and the method is also often used by oil companies to deliver large output products such as fuels to their bulk distribution terminals, pipeline delivery is not practical for small output products. For these, rail cars, road tankers or barges may be used.


          It is useful to site refineries in areas where there is abundant space to be used by the same company or others, for the construction of petrochemical plants, solvent manufacturing (fine fractionating) plants and/or similar plants to allow these easy access to large output refinery products for further processing, or plants that produce chemical additives that the refinery may need to blend into a product at source rather than at blending terminals.


          


          Safety and environmental concerns
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          The refining process releases numerous different chemicals into the atmosphere; consequently, there are substantial air pollution emissions and a notable odour normally accompanies the presence of a refinery. Aside from air pollution impacts there are also wastewater concerns, risks of industrial accidents such as fire and explosion, and noise health effects due to industrial noise.


          The public has demanded that many governments place restrictions on contaminants that refineries release, and most refineries have installed the equipment needed to comply with the requirements of the pertinent environmental protection regulatory agencies. In the United States, there is strong pressure to prevent the development of new refineries, and no major refinery has been built in the country since Marathon's Garyville, Louisiana facility in 1976. However, many existing refineries have been expanded during that time. Environmental restrictions and pressure to prevent construction of new refineries may have also contributed to rising fuel prices in the United States. Additionally, many refineries (over 100 since the 1980s) have closed due to obsolescence and/or merger activity within the industry itself. This activity has been reported to Congress and in specialized studies not widely publicised.


          Environmental and safety concerns mean that oil refineries are sometimes located some distance away from major urban areas. Nevertheless, there are many instances where refinery operations are close to populated areas and pose health risks such as in the Campo de Gibraltar, a Spanish state owned refinery near the towns of Gibraltar, Algeciras, La Linea, San Roque and Los Barrios with a combined population of over 300,000 residents within a 5-mile (8.0km) radius and the CEPSA refinery in Santa Cruz on the island of Tenerife, Spain which is sited in a densely-populated city centre and next to the only two major evacuation routes in and out of the city. In California's Contra Costa County and Solano County, a shoreline necklace of refineries and associated chemical plants are adjacent to urban areas in Richmond, Martinez, Pacheco, Concord, Pittsburg, Vallejo and Benicia, with occasional accidental events that require "shelter in place" orders to the adjacent populations.


          


          History


          The world's first oil refineries were set up by Ignacy Łukasiewicz near Jaslo, Austrian Empire (now in Poland) in the years 1854-56 but they were initially small as there was no real demand for refined fuel. As Łukasiewicz's kerosene lamp gained popularity the refining industry grew in the area.


          The first large oil refinery opened at Ploieşti, Romania in 1856. Several other refineries were built at that location with investment from United States companies before being taken over by Nazi Germany during World War II. Most of these refineries were heavily bombarded by US Army Air Forces in Operation Tidal Wave, August 1, 1943. Since then they have been rebuilt, and currently pose somewhat of an environmental concern.


          Another early example is Oljen, Sweden, now preserved as a museum at the UNESCO world heritage site Engelsberg. It started operation in 1875 and is part of the Ecomuseum Bergslagen.


          At one time, the world's largest oil refinery was claimed to be Ras Tanura, Saudi Arabia, owned by Saudi Aramco. For most of the 20th century, the largest refinery of the world was the Abadan refinery in Iran. This refinery suffered extensive damage during the Iran-Iraq war. The world's largest refinery complex is the "Centro de Refinacin de Paraguan" (CRP) operated by PDVSA in Venezuela with a production capacity of 956,000barrels per day (152,000m/d) (Amuay 635,000bbl/d (101,000m/d), Cardn 305,000bbl/d (48,500m/d) and Bajo Grande 16,000 bpd). SK Energy's Ulsan refinery in South Korea with a capacity of 840,000bbl/d (134,000m/d) and Reliance Petroleum's refinery in Jamnagar, India with 660,000bbl/d (105,000m/d) are the second and third largest, respectively.


          Early US refineries processed crude oil to recover the kerosene. Other products (like gasoline) were considered wastes and were often dumped directly into the nearest river. The invention of the automobile shifted the demand to gasoline and diesel, which remain the primary refined products today. Refineries pre-dating the EPA were very toxic to the environment. Strict legislation has mandated that refineries meet modern air and water cleanliness standards. In fact, obtaining a permit to build even a modern refinery with minimal impact on the environment (other than CO2 emissions) is so difficult and costly that no new refineries have been built (though many have been expanded) in the United States since 1976. As a result, some believe that this may be the reason that the US is becoming more and more dependent on the imports of finished gasoline, as opposed to incremental crude oil. On the other hand, studies have revealed that accelerating merger activity in the refining and production sector has reduced capacity further, resulting in tighter markets in the United States in particular.
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          Oil shale is a fine-grained sedimentary rock which contains significant amounts of kerogen (a solid mixture of organic chemical compounds), from which technology can extract liquid hydrocarbons. Authorities have described the name oil shale as a promotional misnomer, since the rock does not necessarily consist of a shale and its kerogen differs from crude oil; it requires more processing than crude oil, which affects its economic viability as a crude-oil substitute and increases its environmental impact. Deposits of oil shale are located around the world, including major deposits in the United States of America. Global deposits are estimated as equivalent to 2.8 trillion to 3.3trillion barrels (450109 to 520109 m3) of recoverable oil.


          The chemical process of pyrolysis can convert the kerogen in oil shale into synthetic crude oil. Heating oil shale to a sufficiently high temperature will drive off a vapor which processing can distill (retort) to yield a petroleum-like shale oila form of non-conventional oiland combustible shale gas ( shale gas can also refer to gas occurring naturally in shales). Oil shale can also be burned directly as a low-grade fuel for power generation and heating purposes and can be used as a raw material in the chemical and construction materials industries.


          Oil shale has gained attention as an energy resource as the price of conventional sources of petroleum has risen and as a way for some areas to secure independence from external suppliers of energy. At the same time, oil shale mining and processing involve a number of environmental issues, such as land use, waste disposal, water use, waste-water management, greenhouse-gas emissions and air pollution. Estonia and China have well-established oil shale industries, and Brazil, Germany, Israel and Russia also utilize oil shale.


          


          Geology


          
            [image: Outcrop of Ordovician oil shale (kukersite), northern Estonia]

            
              Outcrop of Ordovician oil shale ( kukersite), northern Estonia
            

          


          Oil shale consists of organic-rich sedimentary rock: it belongs to the group of sapropel fuels. It differs from bitumen-impregnated rocks ( tar sands and petroleum reservoir rocks), humic coals and carbonaceous shale. While tar sands originate from the biodegradation of oil, heat and pressure have not (yet) transformed the kerogen in oil shales into petroleum. Coal contains a higher percentage of organic matter than oil shale. In commercial grades of oil shale the ratio of organic matter to mineral matter lies approximately between 0.75:5 and 1.5:5. At the same time, the organic matter in oil shale has an atomic ratio of hydrogen to carbon approximately the same as for crude oil and about two to three times higher than for coals.


          Oil shale does not have a definite geological definition nor a specific chemical formula. Oil shales vary considerably in their mineral content, chemical composition, age, type of kerogen, and depositional history. Oil shale seams do not always have discrete boundaries and the carbonaceous content varies. Scottish oil shales frequently exhibit a change from no carbonaceous content through a range of carbonaceous content and back to non-carbonaceous shales. As a rule of thumb, the better the oil shale, the more chocolaty-brown the streak and the more woody the sound when struck by a hammer.


          The organic components of oil shale derive from a variety of organisms, such as the remains of algae, spores, pollen, plant cuticles and corky fragments of herbaceous and woody plants, and cellular debris from other aquatic and land plants. Some deposits contain significant fossils; Germany's Messel Pit has the status of a Unesco World Heritage Site. The mineral matter in oil shale includes various fine-grained silicates and carbonates.


          Geologists can classify oil shales on the basis of their composition as carbonate-rich shales, siliceous shales, or cannel shales. Another classification, known as the van Krevelen diagram, assigns kerogen types, depending on the hydrogen, carbon, and oxygen content of oil shales' original organic matter. The most used classification of oil shales was developed between 1987 and 1991 by Adrian C. Hutton of the University of Wollongong, adapting petrographic terms from coal terminology. According to this classification, oil shales are designated as terrestrial, lacustrine (lake-bottom-deposited), or marine (ocean bottom-deposited), based on the environment where the initial biomass was deposited. Hutton's classification scheme has proven useful in estimating the yield and composition of the extracted oil.


          


          Reserves


          
            [image: Fossils in Ordovician oil shale (kukersite), northern Estonia]

            
              Fossils in Ordovician oil shale (kukersite), northern Estonia
            

          


          Some analysts, along with the United States Geological Survey (USGS), draw a distinction between oil-shale resources and oil-shale reserves. "Resources" may refer to all oil shale deposits, while "reserves", more narrowly defined, represent those deposits from which existing technologies can profitably extract oil. Since extraction technologies develop continuously, the amount of recoverable kerogen can only be estimated. Although oil shale resources occur in many countries, only 33countries possess deposits of possible economic value. Well-explored deposits, potentially classifiable as reserves, include the Green River deposits in the western United States, the Tertiary deposits in Queensland, Australia, deposits in Sweden and Estonia, the El-Lajjun deposit in Jordan, and deposits in France, Germany, Brazil, China, southern Mongolia and Russia. It is expected that these deposits would yield at least 40liters of shale oil per tonne of shale, using the Fischer assay.


          A 2005 estimate set the total world resources of oil shale at 411 gigatons  enough to yield 2.8 to 3.3trillion barrels (520km) of shale oil. This exceeds the world's proven conventional oil reserves, estimated at 1.317trillion barrels (209.4109m3), as of 1 January 2007. The largest deposits in the world occur in the United States in the Green River basin, which covers portions of Colorado, Utah, and Wyoming; about 70% of this resource is located on federally owned or managed land. Deposits in the United States constitute 62% of world resources; together, the United States, Russia and Brazil account for 86% of the world's resources in terms of shale oil content. These figures are considered tentative, as several deposits have not yet been explored or analyzed.


          


          History
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          Humans have used oil shale as a fuel since prehistoric times, since it generally burns without any processing. Britons of the Iron Age also used to polish it and form it into ornaments. Modern industrial oil-shale mining began in 1837 in Autun, France, followed by exploitation in Scotland, Germany, and several other countries. Operations during the 19th century focused on the production of kerosene, lamp oil, and paraffin; these products helped supply the growing demand for lighting that arose during the Industrial Revolution. Fuel oil, lubricating oil and grease, and ammonium sulfate were also produced. The oil shale industry expanded immediately before World War I because of limited access to conventional petroleum resources and the mass production of automobiles and trucks, which generated an increase in gasoline consumption.


          Although the Estonian and Chinese oil-shale industries continued to grow after World War II, most other countries abandoned their projects due to high processing costs and the availability of cheaper petroleum. Following the 1973 oil crisis, world production of oil shale reached a peak of 46million tonnes in 1980 before falling to about 16million tonnes in 2000, due to competition from cheap conventional petroleum in the 1980s. On 2 May 1982, known as "Black Sunday", Exxon canceled its US$5billion Colony Shale Oil Project near Parachute, Colorado, laying off more than 2,000workers and leaving a trail of home-foreclosures and small-business bankruptcies. This led the United States Congress to abolish its Synthetic Liquid Fuels Program.


          The global oil-shale industry began to revive in the mid-1990s. In 2003, an oil-shale development program restarted in the United States. Authorities introduced a commercial leasing program permitting the extraction of oil-shale and tar-sand resources on federal lands in 2005, in accordance with the Energy Policy Act of 2005.


          


          Industry


          As of 2008, industry uses oil shale in Brazil, China, Estonia and to some extent in Germany, Israel, and Russia. Several additional countries started assessing their reserves or had built experimental production plants, while others had phased out their oil shale industry. Oil shale serves for oil production in Estonia, Brazil, and China; for power generation in Estonia, China, Israel, and Germany; for cement production in Estonia, Germany, and China; and for use in chemical industries in China, Estonia, and Russia. As of 2005, Estonia alone accounted for about 70% of the world's oil shale production.


          Romania and Russia have in the past run power-plants fired by oil shale, but have shut them down or switched to other fuel sources such as natural gas. Jordan and Egypt plan to construct power plants fired by oil shale, while Canada and Turkey plan to burn oil shale along with coal for power generation. Oil shale is used as the main fuel for power generation only in Estonia, where the oil shale-fired Narva Power Plants accounted for 95% of electrical generation in 2005.


          


          Extraction and processing
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          Most exploitation of oil shale involves mining followed by shipping elsewhere, after which one can burn it directly to generate electricity, or undertake further processing. The most-often used methods of surface mining involve open pit mining and strip mining. These procedures remove most of the overlying material to expose the oil shale deposits, and are practical when the deposits are close to the surface. Underground mining of oil shale, which removes less of the overlying material, employs the room-and-pillar method.


          The extraction of the useful components of oil shale usually takes place above ground (ex-situ processing), although several newer technologies perform this underground (on-site or in-situ processing). In either case, after accessing the shale, its kerogen is converted to synthetic crude oil and shale gas through the chemical process of pyrolysis. Most conversion technologies involve heating shale in the absence of oxygen to a temperature at which kerogen is decomposed (pyrolysed) into gas, condensable oil, and a solid residue; this usually takes place between 450 C (842 F) and 500 C (932 F). The process of decomposition begins at relatively low temperatures (300C/570F), but proceeds more rapidly and more completely at higher temperatures.


          During the course of in-situ processing, mining-engineers heat the oil shale underground. These technologies can potentially extract more oil from a given area of land than ex-situ processes, since they can access the material at greater depths than do surface mines. Several companies have patented methods for in-situ retorting. However, most of these methods remain in the experimental phase. The methods are usually classified as true in-situ processes (TIS) and modified in-situ processes (MIS). True in-situ processes do not involve mining the oil shale. Modified in-situ processes drill a large shaft to transport workers and equipment to the shale formation, fracture the deposit and crush it, and ignite the rubble.


          Hundreds of patents for oil-shale retorting technologies exist; however, only a few dozen have undergone testing. As of 2006, only four technologies were in commercial use: Kiviter, Galoter, Fushun, and Petrosix.


          


          Applications and products


          Industry can use oil shale as a fuel for thermal power plants, burning it (like coal) to drive steam turbines; some of these plants employ the resulting heat for district heating of homes and businesses. Sizable oil shale-fired power plants occur in Estonia, which has an installed capacity of 2,967 megawatts (MW), Israel (12.5MW), China (12MW), and Germany (9.9MW).


          In addition to its use as a fuel, oil shale may also serve in the production of specialty carbon fibers, adsorbent carbons, carbon black, phenols, resins, glues, tanning agents, mastic, road bitumen, cement, bricks, construction and decorative blocks, soil-additives, fertilizers, rock-wool insulation, glass, and pharmaceutical products. However, oil shale use for production of these items remains small or only in its experimental stages. Some oil shales yield sulfur, ammonia, alumina, soda ash, uranium, and nahcolite as shale-oil extraction byproducts. Between 1946 and 1952, a marine type of Dictyonema shale served for uranium production in Sillame, Estonia, and between 1950 and 1989 Sweden used alum shale for the same purposes. Another of its uses has been as a substitute for natural gas, but as of 2008, producing shale gas as a natural gas substitute is not economically feasible.


          The oil derived from oil shale does not directly substitute for crude oil in all applications. It contains higher concentrations of olefins, oxygen, and nitrogen than conventional crude oil, as well as higher viscosities. By comparison with West Texas Intermediate, the benchmark standard for crude oil in the futures contract market, shale oil sulfur content ranges up to 9.5% by weight, where West Texas Intermediate's sulfur content has a maximum of 0.42%. The higher concentrations of these materials means that the oil must undergo considerable upgrading before serving as oil-refinery feedstock. Shale oil does not contain the full range of hydrocarbons used in modern gasoline production, and could only be used to produce middle-distillates such as kerosene, jet fuel, and diesel fuel. Worldwide demand for these middle distillates, however, has increased rapidly.


          


          Economics
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          During the early 20th century, the crude-oil industry expanded. Since then, the various attempts to develop oil-shale deposits have succeeded only when the cost of shale-oil production in a given region come in below the price of crude oil or its other substitutes. According to a survey conducted by the RAND Corporation, the cost of producing a barrel of oil at a surface retorting complex in the United States (comprising a mine, retorting plant, upgrading plant, supporting utilities, and spent shale reclamation), would range between US$7095 ($440600/m3, adjusted to 2005 values). This estimate considers varying levels of kerogen quality and extraction efficiency. In order for the operation to be profitable, the price of crude oil would need to remain above these levels. The analysis also discusses the expectation that processing costs would drop after the complex was established. The hypothetical unit would see a cost reduction of 3570% after its first 500million barrels (79106m3) were produced. Assuming an increase in output of 25thousand barrels per day (4.0103m3/d) during each year after the start of commercial production, the costs would then be expected to decline to $3548 per barrel ($220300/m3) within 12 years. After achieving the milestone of 1billion barrels (160106m3), its costs would decline further to $3040 per barrel ($190250/m3). A comparison of the proposed US oil shale industry to the Alberta tar-sands industry has been drawn (the latter enterprise generated over one million barrels of oil per day in late 2007), stating that "the first-generation facility is the hardest, both technically and economically".


          Royal Dutch Shell has announced that its in situ extraction technology in Colorado could become competitive at prices over $30per barrel ($190/m3), while other technologies at full-scale production assert profitability at oil prices even lower than $20per barrel ($130/m3). To increase the efficiency of oil-shale retorting, researchers have proposed and tested several co-pyrolysis processes.


          Some commentators have compared shale-oil production unfavorably with other unconventional oil technologies, arguing that liquefaction of coal costs less money than oil-shale extraction, as well as producing more oil with fewer environmental impacts. In 1972, the journal Ptrole Informations (ISSN 0755-561X) noted that one ton of coal yielded 650 litres (170 U.S. gal/140 imp gal) of oil while one ton of oil shale yielded only 150litres (40U.S. gal/33imp gal) of shale oil.


          A critical measure of the viability of oil shale as an energy source lies in the ratio of the energy produced by the shale to the energy used in its mining and processing, a ratio known as "Energy Returned on Energy Invested" ( EROEI). A 1984 study estimated the EROEI of the various known oil shale deposits as varying between 0.713.3. Royal Dutch Shell has reported an EROEI of three to four on its in situ development, Mahogany Research Project. The water needed in the oil shale retorting process offers an additional economic consideration: this may pose a problem in areas with water scarcity.


          


          Environmental considerations


          Oil-shale mining involves a number of environmental impacts, more pronounced in surface mining than in underground mining. They include acid drainage induced by the sudden rapid exposure and subsequent oxidation of formerly buried materials, the introduction of metals into surface-water and groundwater, increased erosion, sulfur-gas emissions, and air pollution caused by the production of particulates during processing, transport, and support activities. In 2002, about 97% of air pollution, 86% of total waste and 23% of water pollution in Estonia came from the power industry, which uses oil shale as the main resource for its power production.


          Oil-shale extraction can damage the biological and recreational value of land and the ecosystem in the mining area. Combustion and thermal processing generate waste material. In addition, the atmospheric emissions from oil shale processing and combustion include carbon dioxide, a greenhouse gas. Environmentalists oppose production and usage of oil shale, as it creates even more greenhouse gases than conventional fossil fuels. Section 526 of the Energy Independence And Security Act prohibits United States government agencies from buying oil produced by processes that produce more greenhouse gas emissions than would traditional petroleum. Experimental in situ conversion processes and carbon capture and storage technologies may reduce some of these concerns in the future, but at the same time they may cause other problems, including groundwater pollution.


          Some commentators have expressed concerns over the oil-shale industry's use of water. In 2002, the oil-shale-fired power industry used 91% of the water consumed in Estonia. Depending on technology, above-ground retorting uses between one and five barrels of water per barrel of produced shale-oil. A 2007 programmatic environmental impact statement issued by the US Bureau of Land Management stated that surface mining and retort operations produce two to ten US gallons (1.58 imperial gallons or 838L) of wastewater per tonne of processed oil shale. In situ processing, according to one estimate, uses about one-tenth as much water. Water concerns become particularly sensitive issues in arid regions, such as the western US and Israel's Negev Desert, where there are plans to expand the oil shale industry despite a water shortage.


          Environmental activists, including members of Greenpeace, have organized strong protests against the oil-shale industry. In one result, Queensland Energy Resources put the proposed Stuart Oil Shale Project in Australia on hold in 2004.
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          The Okapi (Okapia johnstoni) is a mammal living in the Ituri Rainforest in the north east of the Democratic Republic of the Congo in central Africa. Although it bears striped markings reminiscent of the zebra, it is most closely related to the giraffe.


          


          Etymology


          The genus name Okapia derives from the Lese Karo name o'api, while the species' epithet (johnstoni) is in recognition of the explorer Sir Harry Johnston, who organized the expedition that first acquired an okapi specimen for science from the Ituri Forest in the Democratic Republic of the Congo.


          The name "Okapi" is a compilation of two Lese words. Oka a verb meaning to cut and Kpi which is a noun referring to the design made on Efe arrows by wrapping the arrow with bark so as to leave stripes when scorched by fire. The stripes on the legs of the Okapi resemble these stripes on the arrow shafts. Lese legend says the okapi decorates itself with these stripes.


          


          Characteristics and behaviour


          Okapis have dark backs, with striking horizontal white stripes on the front and back legs, making them resemble zebras from a distance. These markings are thought to help young follow their mothers through the dense rain forest; they also serve as camouflage.


          The body shape is similar to that of the giraffe, except that okapis have much shorter necks. Both species have very long (approx. 30 cm or 12 inch), flexible, blue tongues that they use to strip leaves and buds from trees.
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          The tongue of an okapi is long enough for the animal to wash its eyelids and clean its ears: it is one of the few mammals that can lick its own ears. Male okapis have short, skin-covered horns called " ossicones". They have large ears, which help them detect their predator, the leopard.


          Okapis are 1.9 to 2.5 m (8.1 ft) long and stand 1.5 to 2.0 m (6.5 ft) high at the shoulder. They have a 30 to 42 cm (12 to 17 in) long tail. Their weight ranges from 200 to 270 kg (465 to 565 lb).


          Okapis are largely diurnal and essentially solitary, coming together only to breed.


          Okapis forage along fixed, well-trodden paths through the forest. They live alone or in mother-offspring pairs. They have overlapping home ranges of several square kilometers and typically occur at densities of about 0.6 animals per square kilometer.


          The home ranges of males are generally slightly larger than those of females. They are not social animals and prefer to live in large, secluded areas. This has led to problems with the okapi population due to the shrinking size of the land they live on. This lack of territory is caused by development and other social reasons. However, okapis tolerate each other in the wild and may even feed in small groups for short periods of time.


          Okapis have several methods of communicating their territory, including scent glands on each foot that leave behind a tar-like substance which signals their passage, as well as urine marking. Males are protective of their territory, but allow females to pass through their domain to forage.


          Okapis prefer altitudes of 500 to 1,000 m, but may venture above 1,000 m in the eastern montane rainforests. The range of the okapi is limited by high montane forests to the east, swamp forests below 500 m to the west, savannas of the Sahel/ Sudan to the north, and open woodlands to the south. Okapis are most common in the Wamba and Epulu areas.


          


          Diet


          Okapis are herbivores, eating tree leaves and buds, grass, ferns, fruit, and fungi. Many of the plant species fed upon by the okapi are poisonous to humans.


          Examination of okapi feces has revealed that the charcoal from trees burnt by lightning is consumed as well. Field observations indicate that the okapi's mineral and salt requirements are filled primarily by a sulfurous, slightly salty, reddish clay found near rivers and streams.


          


          History


          The okapi was known to the ancient Egyptians; shortly after its discovery by Europeans, an ancient carved image of the animal was discovered in Egypt. For years, Europeans in Africa had heard of an animal that they came to call 'the African unicorn'.
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          In his travelogue of exploring the Congo, Henry Morton Stanley mentioned a kind of donkey that the natives called the 'atti', which scholars later identified as the okapi. Explorers may have seen the fleeting view of the striped backside as the animal fled through the bushes, leading to speculation that the okapi was some sort of rainforest zebra.


          When the British governor of Uganda, Sir Harry Johnston, discovered some pygmy inhabitants of the Congo being abducted by a German showman for exhibition in Europe, he rescued them and promised to return them to their homes. The grateful pygmies fed Johnston's curiosity about the animal mentioned in Stanley's book. Johnston was puzzled by the okapi tracks the natives showed him; while he had expected to be on the trail of some sort of forest-dwelling horse, the tracks were of some cloven-hoofed beast.


          Though Johnston did not see an okapi himself, he did manage to obtain pieces of striped skin and eventually a skull. From this skull, the okapi was correctly classified as a relative of the giraffe; in 1902, the species was formally recognized as Okapia johnstoni.


          The first live specimen in Europe arrived in Antwerp in 1918. The first okapi to arrive in North America was at the Bronx Zoo, via Antwerp, in 1937. The first okapi born in captivity was at Brookfield Zoo in Illinois, which directs the Okapi Species Survival Plan for the Association of Zoos and Aquariums (AZA).
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          Okapi are now reasonably common in zoos around North America and Europe. Immediately following their discovery, zoos around the world attempted to obtain okapis from the wild. These initial attempts were accompanied by a high mortality rate due to the rigors of traveling thousands of miles by boat and by train. In more recent years, shipment by airplane has proven more successful.


          This history has given the okapi a place in the popular imagination as an example of an obscure creature that would be presumed mythical if no specimens had been captured. In this connection it is also used by cryptozoologists to support the view that other mythical animals might also be based on real creatures unknown to science, to the extent that it has been adopted as an emblem by the International Society for Cryptozoology.


          Although the okapi was unknown to the Western world until the 20th century, it has been clearly depicted for almost 2,500 years on the facade of the Apadana, at Persepolis, where it is shown as a gift from the Ethiopian procession to the Achaemenid kingdom.


          


          Status


          Although okapis are not classified as endangered, they are threatened by habitat destruction and poaching. The world population is estimated at 10,00020,000. Conservation work in the Congo includes the continuing study of okapi behaviour and lifestyle, which led to the creation in 1992 of the Okapi Wildlife Reserve. The Congo Civil War threatened both the wildlife and the conservation workers in the reserve.
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          There is an important captive breeding centre at Epulu, at the heart of the reserve, which is managed jointly by the Congolese Institute for Nature Conservation ( ICCN) and Gillman International Conservation ( GIC), which in turn receives support from other organisations including UNESCO, the Frankfurt Zoological Society and WildlifeDirect as well as from zoos around the world. The Wildlife Conservation Society is also active in the Okapi Wildlife Reserve.


          On June 8, 2006, scientists reported that evidence of surviving okapis in Congo's Virunga National Park had been discovered. This had been the first official sighting since 1959, after nearly half a century.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Okapi"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Olaudah Equiano


        
          

          
            [image: Olaudah quiano]

            
              Olaudah quiano
            

          


          
            [image: Frontpage of The interesting narrative of the life of Olaudah Equiano]

            
              Frontpage of The interesting narrative of the life of Olaudah Equiano
            

          


          Olaudah Equiano (c. 1745  31 March 1797), also known as Gustavus Vassa, was an eighteenth century merchant in the American colonies and in Britain. He was a leading influence in the abolition of slavery.


          


          Biography


          


          Early life and slavery


          By his own account, Olaudah Equiano's early life began in the region of "Essaka" (in his spelling; now called Isseke) near the River Niger, an Igbo-speaking region of Nigeria, now in Anambra State. At an early age, he was kidnapped by kinsmen and forced into domestic slavery in another native village in a region where the African chieftain hierarchy was tied to slavery.


          At the age of eleven, he was sold to white slave traders and taken to the New World. On arrival, he was bought by Michael Pascal, a lieutenant in the Royal Navy. Pascal renamed him Gustavus Vassa, renaming being a common practice among slave owners.


          Being the slave of a naval captain, Equiano was afforded naval training and was able to travel extensively. He was sent to school in England by Pascal to learn to read. This was during the Seven Years War with France. Equiano was Pascal's personal servant but was also expected to contribute in times of battle. His duty was to haul gunpowder to the gun decks. After the war, Equiano felt he had done his duty and deserved his share of the prize money awarded to the other sailors, along with his freedom, but Pascal refused to grant it.


          Later, Olaudah Equiano was sold on the island of Montserrat in the Caribbean Leeward Islands. Equiano's literacy and seamanship skills made him too valuable for plantation labour. He was acquired by Robert King, a Quaker merchant from Philadelphia who traded in the Caribbean. King set Equiano to work on his shipping routes and in his stores, promising him in 1765, that for forty pounds, the price King had paid for Equiano, he could buy his freedom. King taught him to read and write more fluently, educated him in the Christian faith, and allowed Equiano to engage in his own profitable trading as well as on his master's behalf, enabling Equiano to come by the forty pounds honestly. In his early twenties, Equiano succeeded in buying his freedom.


          King urged Equiano to stay on as a business partner, but Equiano found it dangerous and limiting to remain in the British American colonies as a freed black. While loading a ship in Georgia, he was almost kidnapped back into slavery. Equiano returned to Britain, where slavery was much more limited.


          In England, he received his wages from the Navy, but not from Pascal. He worked for a while as a hairdresser but the pay was not adequate, so he returned to working at sea.


          


          Pioneer of the abolitionist cause


          After several years of travels and trading, Equiano traveled to London and became involved in the abolitionist movement. The movement had been particularly strong amongst Quakers, but was by now non-denominational. Equiano himself was broadly Methodist, having been influenced by George Whitefield's evangelism in the New World.


          Olaudah Equiano proved to be a popular speaker and was introduced to many senior and influential people, who encouraged him to write and publish his life story. He was supported financially by philanthropic abolitionists and religious benefactors; his lectures and preparation for the book were promoted by, among others, Selina Hastings, Countess of Huntingdon. His account surprised many with the quality of its imagery and description, literary style, as well as its narrative which was profoundly shaming towards those who had not joined the abolitionist cause. Entitled The Interesting Narrative of the Life of Olaudah Equiano, or Gustavus Vassa, the African, it was first published in 1789 and rapidly went through several editions. It is one of the earliest known examples of published writing by an African writer. It was the first influential slave autobiography, and its first-hand account of slavery and of the experiences of an 18th-century black immigrant caused a sensation when published in 1789, fueling a growing anti-slavery movement in England and the USA.


          Equiano's narrative begins in the West African village where he was kidnapped into slavery in 1756. He vividly recalls the pestilence and horror of the Middle Passage: "I now wished for the last friend, Death, to relieve me." As described in his book, the young Equiano was eventually shipped to a Virginia plantation where he witnessed slaves tortured with thumbscrews and the iron muzzle. Slavery, he explained, brutalizes everyone - the slaves, their overseers, plantation wives, and the whole of society.


          The autobiography goes on to describe how Equiano's adventures brought him to London, where he married into English society and became a leading abolitionist. His expos of the infamous slaver Zong - 133 slaves thrown overboard in mid-ocean for the insurance money - shook the nation. But it was Equiano's book that would prove his most lasting contribution to the abolitionist movement, a book which vividly demonstrated the humanity of Africans as much as the inhumanity of slavery.


          The book not only furthered the abolitionist cause while providing an exemplary work of English literature by a new, African author, but also made Equiano's fortune. It gave him independence from his benefactors and enabled him to fully chart his own life and purpose, and develop his interest in working to improve economic, social and educational conditions in Africa, particularly in Sierra Leone.


          


          Family in Britain


          At some point, after having traveled widely, Olaudah Equiano appears to have decided to settle in Britain and raise a family. Equiano is closely associated with Soham, Cambridgeshire, where, on the 7 April 1792, he married Susannah Cullen, a local girl, in St Andrew's Church. He announced his wedding in every edition of his autobiography from 1792 onwards, and it has been suggested his marriage mirrored his anticipation of a commercial union between Africa and Great Britain. The couple settled in the area and had two daughters, Anna Maria , born October 16, 1793, and Joanna, born April 11, 1795.


          Susannah died in February 1796 aged 34, and Equiano died a year after that on 31 March 1797, aged approximately 52. Soon after, the elder daughter died, aged four years old, leaving Joanna to inherit Equiano's estate, which was valued at 950: a considerable sum, worth approximately 100,000 today. Joanna married the Rev. Henry Bromley, and they ran a Congregational Chapel at Clavering near Saffron Walden in Essex, before moving to London in the middle of the nineteenth century - they are both buried at the Congregationalists' novel non-denominational Abney Park Cemetery, in Stoke Newington.


          


          Last days and will


          Although Equiano's death is recorded in London, the location of his burial is unknown. One of his last London addresses appears to have been Plaisters Hall in the City of London (from where he drew up his will on 28 May 1796).


          Having drawn up his will, Olaudah Equiano moved to John Street, Tottenham Court Road, close to Whitefield's Methodist chapel (where there is a small, recent memorial); and lastly Paddington Street, Middlesex where he died. His death was reported in newspaper obituaries at the time, but seems not to have been widely known. He may have moved frequently and left an unclear trail to his burial place out of concerns for his safety and a desire to rest in peace. Factions of the political elite sought to suppress reformers and those linked to them in the 1790s, the time of the French Revolution and close on the heels of the American Revolution . In December 1797, unaware that he had died nine months earlier, the government-sponsored Anti-Jacobin, or Weekly Examiner presumed him to still be alive, for it satirised him at a fictional meeting of the Friends of Freedom.


          Olaudah Equiano's will demonstrates the sincerity of his religious and social beliefs. Had his daughter Joanna died before reaching the age of inheritance (twenty-one), half his wealth would have passed to the Sierra Leone Company for the continued provision of assistance to West Africans, and half to the London Missionary Society, which promoted education overseas. This organisation had been formed the previous November at the Countess of Huntingdon's Spa Fields Chapel. By the early nineteenth century, The Missionary Society had become well known worldwide as non-denominational, though it was largely Congregational.


          


          Modern views


          


          Controversy of origin


          Vincent Carretta, a professor of literature and author of Equiano, the African: Biography of a Self-Made Man ( 2005), points out that a major problem facing any biographer is how to deal with Equiano's account of his origins.


          As Carretta explains:


          
            Equiano was certainly African by descent. The circumstantial evidence that Equiano was also African American by birth and African British by choice is compelling but not absolutely conclusive. Although the circumstantial evidence is not equivalent to proof, anyone dealing with Equiano's life and art must consider it.

          


          This current doubt about his origins arises from records that suggest Equiano may have been born in South Carolina. Carretta suggests that there are baptismal records and a naval muster roll linking Equiano to South Carolina. Other academics have reported an oral history record of his upbringing, as he claimed, in Isske, Africa, principally based on Catherine Obianuju Acholonu's study: The Igbo Roots Of Olaudah Equiano: An Anthropological Research (1989). A more recent paper (June 2005) that favours Olaudah Equiano's own account of his African birth, is the Canadian academic study by Paul Lovejoy, Autobiography and Memory: Gustavus Vassa, alias Olaudah Equiano, the African.


          Historians have never discredited the accuracy of Equiano's narrative, nor the power it had to support the abolitionist cause, particularly in Britain during the 1790s. However, parts of Equiano's account of the Middle Passage may have been based on already published accounts or the experiences of those he knew. It's possible that at one time he may have found it in his self-interest to lie by saying his birthplace was South Carolina. It could also have simply been a case of a language barrier. A further discussion of the arguments on this will be found at


          
            Retrieved from " http://en.wikipedia.org/wiki/Olaudah_Equiano"
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          The Central Criminal Court in England, commonly known as the Old Bailey, is a court building in central London, one of a number housing the Crown Court. The Crown Court sitting at the Central Criminal Court deals with major criminal cases from Greater London and, exceptionally, from other parts of England. It stands on the site of the mediaeval Newgate Gaol, on Old Bailey, a road which follows the line of the City's fortified wall (or bailey), and gives the court its popular name. It lies between Holborn Circus and St Paul's Cathedral.


          


          The building and its history


          The original mediaeval court was located on the western wall of the City of London, but was destroyed in the 1666 Fire of London. It was rebuilt in 1674, with the court open to the weather to prevent the spread of disease. In 1734 it was refronted, enclosing the court and reducing the influence of spectators: this led to outbreaks of typhus, notably in 1750 when sixty people died, including the Lord Mayor and two judges. It was rebuilt again in 1774 and a second courtroom was added in 1824. In 1834 it was renamed as the Central Criminal Court and its jurisdiction extended.


          The Court was originally for trial only of crimes committed in the capital but in 1856, public revulsion at the accusations made against doctor William Palmer, that he was a poisoner and murderer, led to fears that he could not enjoy a fair trial in his native Staffordshire. The Central Criminal Court Act 1856 was passed to enable his trial to be held at the Old Bailey.


          The present building dates from 1902 (officially opened on 27 February 1907), was designed by E.W. Mountford and built on the site of the infamous Newgate Prison, which was demolished to allow the Courts to be built. Above the main entrance is inscribed "Defend the Children of the Poor & Punish the Wrongdoer". King Edward VII personally opened the courthouse.


          On the dome above the court stands a statue of Lady Justice by British sculptor F. W. Pomeroy. She holds a sword in her right hand and a pair of weighing scales in her left (representing Blind Equality). The statue is popularly supposed to show Blind Justice, with the figure depicted wearing a blindfold, but there is in fact no blindfold present.


          During the Blitz, the Old Bailey was bombed and severely damaged, but subsequent reconstruction work restored most of it in the early 1950s. In 1952 the restored interior of the Grand Hall of the Central Criminal Courts was once again open.


          From 1968 to 1972 a new South Block, designed by the architects Donald McMorran and George Whitby, was built containing more modern courts.


          The Old Bailey celebrated its 100th Birthday on 27 February 2007 with a Reception attended by Queen Elizabeth II.


          


          Judges


          All judges sitting in the Old Bailey are, unusually, addressed as "My Lord" or "My Lady" whether they be High Court, circuit judges or Recorders. The Lord Mayor of London and aldermen of the City of London are entitled to sit on the judges' bench during a hearing but do not actively participate in trials.


          The most senior permanent judge of the Central Criminal Court has the title of the Recorder of London, and his deputy has the title of Common Serjeant of London. The present Recorder of London is His Honour Judge Peter Beaumont QC, who was appointed in December 2004 following the death earlier that year of his predecessor, His Honour Judge Michael Hyam. The present Common Serjeant is His Honour Judge Brian Barker QC. The position of Recorder of London should not be confused with that of Recorder, which is the name given to lawyers who sit part-time as Crown Court judges. A select number of the most senior criminal lawyers in the country sit at as Recorders in the Central Criminal Court.


          Sir John Mortimer, a criminal barrister and author, often appeared at the Old Bailey. His courtroom experiences led him to create the fictional character Horace Rumpole, alias Rumpole of the Bailey.


          


          In popular culture


          
            	In the book A Tale of Two Cities by Charles Dickens, the Old Bailey is the courthouse named in the book where Charles Darnay is put on trial for treason.


            	In the novel Patriot Games and the eponymous film, terrorist Sean Miller is tried in the Old Bailey.


            	The Old Bailey is destroyed by the character V in the graphic novel V for Vendetta and its film adaptation.


            	The television series Rumpole of the Bailey concerns a defence lawyer who works at the Bailey.


            	In the popular Australian folk song " Botany Bay", the first verse references the "well known Old Bailey". The song tells the tale of a group of prisoners being taken from Britain to the penal colonies of Australia.
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              	Old English / Anglo-Saxon

              Englisc
            


            
              	Spokenin:

              	What is now England (except the extreme southwest and northwest), parts of what is now Scotland south of the Forth, and the eastern fringes of what is now Wales.
            


            
              	Language extinction:

              	developed into Middle English by the 12th century
            


            
              	Language family:

              	Indo-European

               Germanic

               West Germanic

               Anglo-Frisian

               Anglic

              Old English / Anglo-Saxon
            


            
              	Language codes
            


            
              	ISO 639-1:

              	none
            


            
              	ISO 639-2:

              	ang
            


            
              	ISO 639-3:

              	ang
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          Old English (also called Anglo-Saxon, Englisc by its speakers) is an early form of the English language that was spoken and written in parts of what are now England and southern Scotland between the mid-5th century and the mid-12th century. What survives through writing represents primarily the literary register of Anglo-Saxon. It is a West Germanic language and is closely related to Old Frisian. It also experienced heavy influence from Old Norse, a member of the related North Germanic group of languages.


          


          Development


          Old English was not static, and its usage covered a period of approximately 700 years  from the Anglo-Saxon migrations that created England in the fifth century to some time after the Norman invasion of 1066, when the language underwent a dramatic transition. During this early period it assimilated some aspects of the languages with which it came in contact, such as the Celtic languages and the two dialects of Old Norse from the invading Vikings, who were occupying and controlling large tracts of land in northern and eastern England, which came to be known as the Danelaw.


          


          Germanic origins


          The most important force in shaping Old English was its Germanic heritage in its vocabulary, sentence structure and grammar which it shared with its sister languages in continental Europe. Some of these features were specific to the West Germanic language family to which Old English belongs, while some other features were inherited from the Proto-Germanic language from which all Germanic languages are believed to have been derived.


          Like other West Germanic languages of the period, Old English was fully inflected with five grammatical cases ( nominative, accusative, genitive, dative, and instrumental, though the instrumental was very rare), which had dual plural forms for referring to groups of two objects (but only in the personal pronouns) in addition to the usual singular and plural forms. It also assigned gender to all nouns, including those that describe inanimate objects: for example, sēo sunne (the Sun) was feminine, while se mōna (the Moon) was masculine (cf. modern German die Sonne vs. der Mond).


          


          Latin influence


          A large percentage of the educated and literate population (monks, clerics, etc.) were competent in Latin, which was the scholarly and diplomatic lingua franca of Europe at the time. It is sometimes possible to give approximate dates for the entry of individual Latin words into Old English based on which patterns of linguistic change they have undergone. There were at least three notable periods of Latin influence. The first occurred before the ancestral Saxons left continental Europe for Britain. The second began when the Anglo-Saxons were converted to Christianity and Latin-speaking priests became widespread. The third and largest single transfer of Latin-based words happened after the Norman invasion of 1066, after which an enormous number of Norman words entered the language. Most of these Ol language words were themselves derived from Old French and ultimately from classical Latin, although a notable stock of Norse words were introduced, or re-introduced in Norman form. The Norman Conquest approximately marks the end of Old English and the advent of Middle English.


          One of the ways the influence of Latin can be seen is that many Latin words for activities came to also be used to refer to the people engaged in those activities, an idiom carried over from Anglo-Saxon but using Latin words. This can be seen in words like militia, assembly, movement, and service.


          The language was further altered by the transition away from the runic alphabet (also known as futhorc or fuorc) to the Latin alphabet, which was also a significant factor in the developmental pressures brought to bear on the language. Old English words were spelt as they were pronounced; the "silent" letters in many Modern English words, such as the k in knight, were in fact pronounced in Old English. For example, the c in cniht, the Old English ancestor of the modern knight, was pronounced. Another side-effect of spelling words phonetically was that spelling was extremely variable  the spelling of a word would reflect differences in the phonetics of the writer's regional dialect, and also idiosyncratic spelling choices which varied from author to author, and even from work to work by the same author. Thus, for example, the word and could be spelt either and or ond.


          Old English spelling can therefore be regarded as even more jumbled than modern English spelling, although it can at least claim to reflect some existing pronunciation, while modern English in many cases cannot. Most present-day students of Old English learn the language using normalised versions and are only introduced to variant spellings after they have mastered the basics of the language.


          


          Viking influence
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          The second major source of loanwords to Old English were the Scandinavian words introduced during the Viking invasions of the 9th and 10th centuries. In addition to a great many place names, these consist mainly of items of basic vocabulary, and words concerned with particular administrative aspects of the Danelaw (that is, the area of land under Viking control, which included extensive holdings all along the eastern coast of England and Scotland). The Vikings spoke Old Norse, a language related to Old English in that both derived from the same ancestral Proto-Germanic language. It is very common for the intermixing of speakers of different dialects, such as those that occur during times of political unrest, to result in a mixed language, and one theory holds that exactly such a mixture of Old Norse and Old English helped accelerate the decline of case endings in Old English. Apparent confirmation of this is the fact that simplification of the case endings occurred earliest in the North and latest in the Southwest, the area farthest away from Viking influence. Regardless of the truth of this theory, the influence of Old Norse on the English language has been profound: responsible for such basic vocabulary items as sky, leg, the pronoun they, the verb form are, and hundreds of other words.


          


          Celtic influence


          Traditionally, many maintain that the influence of Celtic on English has been small, citing the small number of Celtic loanwords taken into the language. The number of Celtic loanwords is of a lower order than either Latin or Scandinavian; distinctive Celtic traits have been argued to be clearly discernible from the post-Old English period in the area of syntax.


          


          Dialects


          Old English should not be regarded as single monolithic entity just as Modern English is also not monolithic. Within Old English there was language variation. Thus, it is misleading, for example, to consider Old English as having a single sound system. Rather, there were multiple Old English sound systems. Old English has variation along regional lines as well as variation across different time periods. For example, the language attested in West Saxon during the time of thelwold of Winchester, which is named Early West Saxon (or thelwoldian Saxon), is considerably different from the language attested in West Saxon during the time of Alfred the Great's court, which is named Late West Saxon (or Classical West Saxon or Alfredian Saxon). Furthermore, the difference between Early West Saxon and Late West Saxon is of such a nature that Late West Saxon is not directly descended from Early West Saxon (despite what the similarity in name implies).


          The four main dialectal forms of Old English were Mercian, Northumbrian (known collectively as Anglian), Kentish, and West Saxon. Each of those dialects was associated with an independent kingdom on the island. Of these, all of Northumbria and most of Mercia were overrun by the Vikings during the 9th century. The portion of Mercia and all of Kent that were successfully defended were then integrated into Wessex.


          After the process of unification of the diverse Anglo-Saxon kingdoms in 878 by Alfred the Great, there is a marked decline in the importance of regional dialects. This is not because they stopped existing; regional dialects continued even after that time to this day, as evidenced both by the existence of middle and modern English dialects later on, and by common sense  people do not spontaneously develop new accents when there is a sudden change of political power.
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          However, the bulk of the surviving documents from the Anglo-Saxon period are written in the dialect of Wessex, Alfred's kingdom. It seems likely that with consolidation of power, it became necessary to standardise the language of government to reduce the difficulty of administering the more remote areas of the kingdom. As a result, paperwork was written in the West Saxon dialect. Not only this, but Alfred was passionate about the spread of the vernacular and brought many scribes to his region from Mercia in order that previously unwritten texts be recorded.


          The Church was affected likewise, especially since Alfred initiated an ambitious programme to translate religious materials into English. In order to retain his patronage and ensure the widest circulation of the translated materials, the monks and priests engaged in the programme worked in his dialect. Alfred himself seems to have translated books out of Latin and into English, notably Pope Gregory I's treatise on administration, " Pastoral Care".


          Because of the centralisation of power and the Viking invasions, there is little or no written evidence for the development of non-Wessex dialects after Alfred's unification.


          Modern-day Received Pronunciation is not a direct descendant of the best-attested dialect, Late West Saxon. It is rather a descendent of a Mercian dialect  either East Mercian or South-East Mercian. Thus, Late West Saxon had little influence on the development of Modern English (by which is meant RP or some similar dialect) and the developments occurring in its antecedent, Middle English.


          


          Grammar


          


          Phonology


          The inventory of classical Old English (i.e. Late West Saxon) surface phones, as usually reconstructed, is as follows.


          
            
              	

              	Bilabial

              	Labiodental

              	Dental

              	Alveolar

              	Postalveolar

              	Palatal

              	Velar

              	Glottal
            


            
              	Stop

              	pb

              	

              	

              	td

              	

              	

              	kg

              	
            


            
              	Affricate

              	

              	

              	

              	

              	tʃ(dʒ)

              	

              	

              	
            


            
              	Nasal

              	m

              	

              	

              	n

              	

              	

              	(ŋ)

              	
            


            
              	Fricative

              	

              	f(v)

              	()

              	s(z)

              	ʃ

              	()

              	(x)(ɣ)

              	h
            


            
              	Approximant

              	

              	

              	

              	r

              	

              	j

              	w

              	
            


            
              	Lateral approximant

              	

              	

              	

              	l

              	

              	

              	

              	
            

          


          The sounds marked in parentheses in the chart above are allophones:


          
            	[dʒ] is an allophone of /j/ occurring after /n/ and when geminated


            	[ŋ] is an allophone of /n/ occurring before /k/ and /g/


            	[v, , z] are allophones of /f, , s/ respectively, occurring between vowels or voiced consonants


            	[, x] are allophones of /h/ occurring in coda position after front and back vowels respectively


            	[ɣ] is an allophone of /g/ occurring after a vowel, and, at an earlier stage of the language, in the syllable onset.

          


          
            
              	Monophthongs

              	Short

              	Long
            


            
              	Front

              	Back

              	Front

              	Back
            


            
              	Close

              	iy

              	u

              	iːyː

              	uː
            


            
              	Mid

              	e()

              	o

              	eː(ː)

              	oː
            


            
              	Open

              	

              	ɑ

              	ː

              	ɑː
            

          


          The front mid rounded vowels /(ː)/ occur in some dialects of Old English, but not in the best attested Late West Saxon dialect.


          
            
              	Diphthongs

              	Short ( monomoraic)

              	Long (bimoraic)
            


            
              	First element is close

              	iy

              	iːy
            


            
              	Both elements are mid

              	eo

              	eːo
            


            
              	Both elements are open

              	ɑ

              	ːɑ
            

          


          


          Morphology


          Unlike modern English, Old English is a language rich with morphological diversity and is spelled essentially as it is pronounced. It maintains several distinct cases: the nominative, accusative, genitive, dative and (vestigially) instrumental, remnants of which survive only in a few pronouns in modern English.


          


          Syntax


          


          Word order


          The word order of Old English is widely believed to be subject-verb-object ( SVO) as in modern English and most Germanic languages. The word order of Old English, however, was not overly important due to the aforementioned morphology of the language. So long as declension was correct, it didn't matter whether you said "My name is..." as "Mīn nama is..." or "Nama mīn is..."


          


          Questions


          Due to its similarity with Old Norse, it is believed that the word order of Old English changed when asking a question, from SVO to VSO; i.e. swapping the verb and the subject.


          
            	"You are..." becomes "Are you...?"


            	"ū bist..." becomes "Bist ū...?"

          


          


          Orthography
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              The runic alphabet used to write Old English before the introduction of the Latin alphabet.
            

          


          Old English was first written in runes ( futhorc) but shifted to a (minuscule) half-uncial script of the Latin alphabet introduced by Irish Christian missionaries. This was replaced by insular script, a cursive and pointed version of the half-uncial script. This was used until the end of the 12th century when continental carolingian minuscule (also known as caroline) replaced the insular.


          The letter yogh was adopted from Irish; the letter t <> (called eth or edh modern English) was an alteration of Latin <d>, and the runic letters thorn and wynn are borrowings from futhorc. Also used was a symbol for the conjunction and, a character similar to the number seven (<⁊>, called a Tironian note), and a symbol for the relative pronoun t, a thorn with a crossbar through the ascender (<[image: OE thaet.jpg]>). Macrons <> over vowels were rarely used to indicate long vowels. Also used occasionally were abbreviations for following ms or ns. All of the sound descriptions below are given using IPA symbols.


          Conventions of modern editions. A number of changes are traditionally made in published modern editions of the original Old English manuscripts. Some of these conventions include the introduction of punctuation and the substitutions of symbols. The symbols <e, f, g, r, s> are used in modern editions although their shapes in the insular script are considerably different. The insular symbol that is substituted by modern <s> resembles the elongated esh <ʃ>. Insular <ȝ> is usually substituted with modern <g> (which is ultimately a carolingian symbol). Additionally, modern manuscripts often distinguish between a velar and palatal <c> and <ȝ> with diacritic dots above the putative palatals: <ċ>, <ġ>. The wynn symbol <ƿ> is usually substituted with <w>. Kentish <> is usually substituted with modern <ę>. Macrons are usually found in modern editions to indicate putative long vowels while they are usually lacking in the originals. The decision to add macrons is usually etymologically based as they are printed even when these vowels are in unstressed positions where are they would most probably be short.


          The alphabetical symbols found in Old English writings and their substitute symbols found in modern editions are listed below:


          
            
              	Symbol

              	Description and notes
            


            
              	a

              	Short /ɑ/. Spelling variations like <land ~ lond> "land" suggest it may have had a rounded allophone [ɒ] before [n] in some cases)
            


            
              	ā

              	Long /ɑː/. Rarely found in manuscripts, but usually distinguished from short <a> in modern editions.
            


            
              	

              	Short //. Before 800 the digraph <ae> is often found instead of <>. During the 8th century <> began to be used more frequently was standard after 800. In 9th century Kentish manuscripts, a form of <> that was missing the upper hook of the <a> part was used. Kentish <> may be either // or /e/ although this is difficult to determine.
            


            
              	ǣ

              	Long /ː/. Rarely found in manuscripts, but usually distinguished from short <> in modern editions.
            


            
              	b

              	Represented /b/. Also represented [v] in early texts before 800. For example, the word "sheaves" is spelled <scēabas> in an early text but later (and more commonly) as <scēafas>.
            


            
              	c

              	Except in the digraphs <sc, cg>, either /tʃ/ or /k/. The /tʃ/ pronunciation is sometimes written with a diacritic by modern editors: most commonly <ċ>, sometimes <č> or <>. Before a consonant letter the pronunciation is always /k/; word-finally after <i> it is always /tʃ/. Otherwise a knowledge of the historical linguistics of the word in question is needed to predict which pronunciation is needed. (See The distribution of velars and palatals in Old English for details.)
            


            
              	cg

              	[ddʒ] (the surface pronunciation of geminate /jj/); occasionally also for /gg/
            


            
              	d

              	Represented /d/. In the earliest texts, it also represented // but was soon replaced by <> and <>. For example, the word "thought" was written <mōdgidanc> in a Northumbrian text dated 737, but later as <mōdgeanc> in a 10th century West Saxon text.
            


            
              	

              	Represented // and its allophone []. Called t in Old English (now called eth in Modern English), <> is found in alternation with the thorn <> symbol (both representing the same sound) although it is more common in texts dating before Alfred. Replaced earlier <d> and <th> (along with <>). First attested (in definitely dated materials) in the 7th century. After the beginning of Alfred's time, <> was used more frequently for medial and final positions while <> became increasingly used in initial positions (although both still varied). Some moderns editions attempt to regularise the variation between < ~ > by using only <>.
            


            
              	e

              	Short /e/.
            


            
              	ę

              	Either Kentish // or /e/ although this is difficult to determine. A modern editorial substitution for a form of <> missing the upper hook of the <a> found in 9th century texts.
            


            
              	ē

              	Long /eː/. Rarely found in manuscripts, but usually distinguished from short <e> in modern editions.
            


            
              	ea

              	Short /ɑ/; after <ċ, ġ>, sometimes // or /ɑ/.
            


            
              	ēa

              	Long /ːɑ/. Rarely found in manuscripts, but usually distinguished from short <ea> in modern editions. After <ċ, ġ>, sometimes /ː/.
            


            
              	eo

              	Short /eo/; after <ċ, ġ>, sometimes /o/
            


            
              	ēo

              	Long /eːo/. Rarely found in manuscripts, but usually distinguished from short <eo> in modern editions.
            


            
              	f

              	/f/ and its allophone [v]
            


            
              	g

              	Mostly absent in Old English works, but used as a substitute for <ȝ> in modern editions.
            


            
              	ȝ

              	/g/ and its allophone [ɣ]; /j/ and its allophone [dʒ] (when after <n>). In modern printed editions of Old English works, the symbol <g> is used instead of the more common <ȝ>. The /j/ and [dʒ] pronunciations are sometimes written <ġ> or <ȝ> by modern editors. Before a consonant letter the pronunciation is always [g] (word-initially) or [ɣ] (after a vowel). Word-finally after <i> it is always /j/. Otherwise a knowledge of the historical linguistics of the word in question is needed to predict which pronunciation is needed. (See The distribution of velars and palatals in Old English for details.)
            


            
              	h

              	/h/ and its allophones [, x]. In the combinations <hl, hr, hn, hw>, the second consonant was certainly voiceless.
            


            
              	i

              	Short /i/.
            


            
              	ī

              	Long /iː/. Rarely found in manuscripts, but usually distinguished from short <i> in modern editions.
            


            
              	ie

              	Short /iy/; after <ċ, ġ>, sometimes /e/.
            


            
              	īe

              	Long /iːy/. Rarely found in manuscripts, but usually distinguished from short <ie> in modern editions. After <ċ, ġ>, sometimes /eː/.
            


            
              	k

              	/k/ (rarely used)
            


            
              	l

              	/l/; probably velarised (as in Modern English) when in coda position.
            


            
              	m

              	/m/
            


            
              	n

              	/n/ and its allophone [ŋ]
            


            
              	o

              	Short /o/.
            


            
              	ō

              	Long /oː/. Rarely found in manuscripts, but usually distinguished from short <o> in modern editions.
            


            
              	oe

              	Short // (in dialects with this sound).
            


            
              	ōe

              	Long /ː/ (in dialects with this sound). Rarely found in manuscripts, but usually distinguished from short <oe> in modern editions.
            


            
              	p

              	/p/
            


            
              	qu

              	A rare spelling of /kw/, which was usually written as < cƿ> (= < cw> in modern editions).
            


            
              	r

              	/r/; the exact nature of r is not known. It may have been an alveolar approximant [ɹ], as in most Modern English accents, an alveolar flap [ɾ], or an alveolar trill [r].
            


            
              	s

              	A substitution for an insular symbol resembling <ʃ> that is used in modern printed editions of Old English works. It represents /s/ and its allophone [z].
            


            
              	sc

              	/ʃ/ or occasionally /sk/.
            


            
              	t

              	/t/
            


            
              	th

              	Represented // in the earliest texts but was soon replaced by <> and <>. For example, the word "thought" was written <mōdgithanc> in a 6th century Northumbrian text, but later as <mōdgeanc> in a 10th century West Saxon text.
            


            
              	

              	An alternate symbol called thorn used instead of <>. Represents // and its allophone []. Replaced earlier <d> and <th> (along with <>). First attested (in definitely dated materials) in the 8th century. Less common than <> before the Alfred's time. From the beginning of Alfred's time and onward, <> was used increasingly more frequently than <> at the beginning of words while its occurrence at the end and in the middle of words was rare. Some moderns editions attempt to regularise the variation between < ~ > by using only <>.
            


            
              	u

              	/u/ and also /w/ in early texts of continental scribes. The /w/ <u> was eventually replaced by <ƿ> outside of the north of the island.
            


            
              	uu

              	Short /w/ in early texts of continental scribes. Outside of the north, it was generally replaced by <ƿ>.
            


            
              	ū

              	Long /uː/. Rarely found in manuscripts, but usually distinguished from short <u> in modern editions.
            


            
              	w

              	/w/. A modern substitution for <ƿ>.
            


            
              	ƿ

              	Runic wynn. Represents /w/, replaced in modern print by <w> to prevent confusion with <p>.
            


            
              	x

              	/ks/ (but according to some authors, [xs ~ s])
            


            
              	y

              	Short /y/.
            


            
              	ȳ

              	Long /yː/. Rarely found in manuscripts, but usually distinguished from short <y> in modern editions.
            


            
              	z

              	/ts/. A rare spelling for <ts>. Example: /betst/ "best" is rarely spelled <bezt> for more common <betst>.
            

          


          Doubled consonants are geminated; the geminate fricatives /, ff and ss cannot be voiced.


          


          Literature


          Old English literature, though more abundant than literature of the continent before AD 1000, is nonetheless scanty. In his supplementary article to the 1935 posthumous edition of Bright's Anglo-Saxon Reader, Dr. James Hulbert writes:


          
            In such historical conditions, an incalculable amount of the writings of the Anglo-Saxon period perished. What they contained, how important they were for an understanding of literature before the Conquest, we have no means of knowing: the scant catalogs of monastic libraries do not help us, and there are no references in extant works to other compositions....How incomplete our materials are can be illustrated by the well-known fact that, with few and relatively unimportant exceptions, all extant Anglo-Saxon poetry is preserved in four manuscripts.

          


          Old English was one of the first vernacular languages to be written down. Some of the most important surviving works of Old English literature are Beowulf, an epic poem; the Anglo-Saxon Chronicle, a record of early English history; and Caedmon's Hymn, a Christian religious poem. There are also a number of extant prose works, such as sermons and saints' lives, biblical translations, and translated Latin works of the early Church Fathers, legal documents, such as laws and wills, and practical works on grammar, medicine, and geography. Still, poetry is considered to be the heart of Old English literature. Nearly all Anglo-Saxon authors are anonymous, with a few exceptions, such as Bede and Caedmon.


          


          Comparison with other historical forms of English


          Old English is often erroneously used to refer to any form of English other than Modern English. The term Old English does not refer to varieties of Early Modern English such as are found in Shakespeare or the King James Bible, nor does it refer to Middle English, the language of Chaucer and his contemporaries. The following timeline helps place the history of the English language in context. The dates used are approximate dates. It is inaccurate to state that everyone stopped speaking Old English in 1099, and woke up on New Year's Day of 1100 speaking Middle English. Language change is gradual, and cannot be as easily demarcated as are historical or political events.


          4501100 Old English (Anglo-Saxon)  The language of Beowulf.


          11001500 Middle English  The language of Chaucer.


          15001650 Early Modern English (or Renaissance English)  The language of Shakespeare.


          1650present Modern English (or Present-Day English)  The language as spoken today.


          


          Examples


          


          Beowulf


          The first example is taken from the epic poem Beowulf. The translation is quite literal and represents the original poetic word order. As such, it is not typical of Old English prose. The modern cognates of original words have been used whenever practical to give a close approximation of the feel of the original poem. The words in brackets are implied in the Old English by noun case and the bold words in parentheses are explanations of words which have slightly different meanings in a modern context. Notice how what was used by the poet where a word like lo or behold would be expected.


          
            
              	Line

              	Original

              	Translation
            


            
              	

              	Hwt! wē Gār-Dena in geār-dagum,

              	What! We [of] Gar-Danes (lit. spear-danes) in yore-days,
            


            
              	

              	eod-cyninga, rym gefrunon,

              	[of] people-kings, trim (glory) apried (have learned of by asking or "prying"),
            


            
              	

              	hu a elingas ellen fremedon.

              	how those athelings (princes) arm-strong feats framed (made).
            


            
              	

              	Oft Scyld Scefing sceaena reatum,

              	Oft Scyld Scefing, [from] scathers (enemies) [in] threats (armed bands),
            


            
              	

              	monegum mgum, meodosetla ofteah,

              	[from] many macths (clans, groups of sons, c.f. Irish Mac-), mead-settles took,
            


            
              	

              	egsode eorl. Syan rest wear

              	awed earls (leaders of men). Since erst (first) [he] worth (came to be)
            


            
              	

              	feasceaft funden, he s frofre gebad,

              	fewshiped (helpless, with "fewship") founden, he thence (from then onward) in loving care abode (lived),
            


            
              	

              	weox under wolcnum, weormyndum ah,

              	wex (waxed) under welkin (the clouds), mind's-worth (honour) got,
            


            
              	

              	ot him ghwylc ara ymbsittendra

              	orthat (until that) him each [of] those umbe-sitting ("sitting" or dwelling roundabout)
            


            
              	

              	ofer hronrade hyran scolde,

              	over whale-road ( kenning for sea) hear (obey) should (owed to),
            


            
              	

              	gomban gyldan. t ws god cyning!

              	gifts [to] yield. That was [a] good king!
            

          


          


          The Lord's Prayer


          This text of The Lord's Prayer is presented in the standardised West Saxon literary dialect:


          
            
              	Line

              	Original

              	Translation
            


            
              	

              	Fder ure u e eart on heofonum,

              	Father ours, thou that art in heaven,
            


            
              	

              	Si in nama gehalgod.

              	Be thy name hallowed.
            


            
              	

              	To becume in rice,

              	Come thy rich (kingdom),
            


            
              	

              	gewure in willa, on eoran swa swa on heofonum.

              	Worth (manifest) thy will, on earth also as in heaven.
            


            
              	

              	Urne gedghwamlican hlaf syle us todg,

              	Our daily loaf sell (give) us today,
            


            
              	

              	and forgyf us ure gyltas, swa swa we forgyfa urum gyltendum.

              	and forgive us our guilts as also we forgive our guilty (lit. guiltants).
            


            
              	

              	And ne geld u us on costnunge, ac alys us of yfele. Solice.

              	And 'ne lead' (lead not) thou us in temptation, ac (but) loose (release) us of evil. Soothly.
            

          


          


          Charter of Cnut


          This is a proclamation from King Canute the Great to his earl Thorkell the Tall and the English people written in AD 1020. Unlike the previous two examples, this text is prose rather than poetry. For ease of reading, the passage has been divided into sentences while the pilcrows represent the original division.


          
            
              	Original

              	Translation
            


            
              	Cnut cyning gret his arcebiscopas and his leod-biscopas and urcyl eorl and ealle his eorlas and ealne his eodscype, twelfhynde and twyhynde, gehadode and lwede, on Englalande freondlice.

              	Cnut, king, greeteth his archbishops and his lay-bishops and yrchel, earl, and all his earls and all his peopleship, greater and lesser, hooded(ordained to priesthood) and lewd(lay), in England friendly.
            


            
              	And ic cye eow, t ic wylle beon hold hlaford and unswicende to godes gerihtum and to rihtre woroldlage.

              	And I kithe(make known/couth to) you, that I will be [a] hold(civilised) lord and unswiking(uncheating) to God's rights(laws) and to [the] rights(laws) worldly.
            


            
              	Ic nam me to gemynde a gewritu and a word, e se arcebiscop Lyfing me fram am papan brohte of Rome, t ic scolde ghwr godes lof upp arran and unriht alecgan and full fri wyrcean be re mihte, e me god syllan wolde.

              	I nam(took) me to mind the writs and the word that the Archbishop Lyfing me from the Pope brought of Rome, that I should ayewhere(everywhere) God's love(praise) uprear(promote), and unright(outlaw) lies, and full frith(peace) work(bring about) by the might that me God would(wished) [to] sell'(give).
            


            
              	Nu ne wandode ic na minum sceattum, a while e eow unfri on handa stod: nu ic mid godes fultume t totwmde mid minum scattum.

              	Now, ne went(withdrew/changed) I not my scot(financial support, c.f. scot-free) the while that you stood(endured) unfrith(turmoil) on-hand: now I, mid(with) God's support, that [unfrith] totwemed(separated/dispelled) mid(with) my scot(financial support).
            


            
              	a cydde man me, t us mara hearm to fundode, onne us wel licode: and a for ic me sylf mid am mannum e me mid foron into Denmearcon, e eow mst hearm of com: and t hbbe mid godes fultume forene forfangen, t eow nfre heonon for anon nan unfri to ne cym, a hwile e ge me rihtlice healda and min lif by.

              	Tho(then) [a] man kithed(made known/couth to) me that us more harm had found(come upon) than us well liked(equalled): and tho(then) fore(travelled) I, meself, mid(with) those men that mid(with) me fore(traveled), into Denmark that [to] you most harm came of(from): and that[harm] have [I], mid(with) God's support, afore(previously) forefangen(forestalled) that to you never henceforth thence none unfrith(breach of peace) ne come the while that ye me rightly hold(behold as king) and my life beeth.
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          Old Nubian is an ancient variety of the Nubian languages, spoken until about the 15th century AD. It is ancestral to modern-day Nobiin and other Nubian languages spoken in Nubia. It is preserved in at least a hundred pages of documents, mostly of a Christian religious nature, written using a modified form of the Coptic (Greek) script; the best known is The Martyrdom of Saint Menas. It is the oldest written sub-Saharan African language apart from Meroitic and Ge'ez.


          


          Writing


          Old Nubian is written with an uncial variety of the Greek alphabet, extended with three Coptic letters  ϣ "sh", ϩ "h", and ϭ "j"  and three unique to Nubian: ⳡ "ny" and ⳣ "w", apparently derived from Meroitic; and ⳟ "ng", thought to be a ligature of two Greek gammas. Each letter could have a line drawn above it, when it was:


          
            	a vowel which formed a syllable by itself, or was preceded by one of l, n, r, or j;


            	a consonant with an i (sometimes unwritten) preceding it.

          


          The sound /i/ could be written , ̄ , ;, , or ; /u/ was normally written . In diphthongs, a dieresis was sometimes used over  to indicate the semivowel y.


          Geminate consonants were written double; long vowels were usually not distinguished from short ones. Tones were not marked.


          Punctuation marks included a high dot , sometimes substituted by a double backslash \\, used roughly like an English period or colon, a slash / used like a question mark, and a double slash // sometimes used to separate verses.


          


          Grammar


          


          Noun


          Old Nubian has no gender, nor any articles. The noun consists of a stem to which grammatical case suffixes and postpositions are added; the main ones are:


          
            	-l nominative, marking the subject: eg diabolos-il "the devil (subj.)"; iskit-l "the earth (subj.)".


            	-n(a) genitive, marking the possessor: eg iart-na palkit-la "into the sea of thoughts".


            	-k(a) "directive", marking the direct or indirect object: eg Mikhaili-ka "Michael (obj.), to Michael"


            	-lo locative, meaning "at"


            	-la inessive, meaning "in(to)"


            	-do, meaning "on"


            	-dal meaning "with"

          


          The most common plural is in -gu-; eg uru-gu-na "of kings", or gindette-gu-ka "thorns ( object)", becoming -agui- in the predicative. Rarer plurals include -rigu- (eg mug-rigu-ka "dogs (obj.)" (predicative -regui-) and -pigu-.


          


          Pronoun


          The basic pronouns are:


          
            	ai- "I"


            	ir- "you (singular)"


            	tar- "he, she, it"


            	er- "we (including you)"


            	u- "we (excluding you)"


            	ur- "you (plural)"


            	ter- "they"

          


          Demonstratives include in- "this", man- "that"; interrogatives include ngai- "who?", min- "what?", islo "where?", iskal "how?".


          


          Verb


          The verb has five main forms: present, two different preterites, future, and imperative. For each of these, there are subjunctive and indicative forms. It conjugates according to person, eg for doll- "wish" in the present tense:


          
            	dollire "I wish"


            	dollina "you (singular) wish", "he, she, it wishes"


            	dolliro "we wish", "you (plural) wish"


            	dollirana "they wish"

          


          


          Example text


          ̄ ̄ϲ ῑ̄ϲϲ ⋊    ϲϲ  ϲ̄̄ ̄


          Kitka gelgelosuannon Iisusi manyan trika dolle polgara pessna papo iskoelimme ikka.


          Literally: "Rock and-when-they-rolled-away Jesus eye pair high raising he-said father I-thank you."


          Translated: "And when they rolled away the rock, Jesus, raising his eyes high, said: Father, I thank you."
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The Old Swiss Confederacy in the 18th century
                    
                  


                  
                    	Capital

                    	None initially, Zrich from the 16th century
                  


                  
                    	Political structure

                    	Confederation
                  


                  
                    	Legislature

                    	Tagsatzung
                  


                  
                    	Historical era

                    	Middle Ages
                  


                  
                    	-Death of Rudolf I of Habsburg

                    	July 15, 1291
                  


                  
                    	- Federal Charter

                    	August 1291
                  


                  
                    	- Charles IV's Golden Bull

                    	1356
                  


                  
                    	- Battle of Marignano

                    	September 13  September 14, 1515
                  


                  
                    	- Wars of Kappel

                    	1529 and 1531
                  


                  
                    	- Recognition by Empire

                    	May 15 / October 24, 1648
                  


                  
                    	- Swiss peasant war

                    	January  June 1653
                  


                  
                    	- French invasion

                    	5 March 1798
                  

                

              
            

          


          
            
              	History of Switzerland
            


            
              	Early history

              	(before 1291)
            


            
              	Old Swiss Confederacy
            


            
              	Growth

              	( 1291 1516)
            


            
              	Reformation

              	( 1516 1648)
            


            
              	Ancien Rgime

              	( 16481798)
            


            
              	Transitional period
            


            
              	Napoleonic era

              	(17981814)
            


            
              	Restauration

              	(18141847)
            


            
              	Switzerland
            


            
              	Federal state

              	(18481914)
            


            
              	World Wars

              	(19141945)
            


            
              	Modern history

              	(1945present)
            


            
              	Topical
            


            
              	Military history
            

          


          The Old Swiss Confederacy was the precursor of modern-day Switzerland. The Swiss Eidgenossenschaft, as the confederacy was called, was a loose federation of largely independent small states that existed from the late 13th century until 1798, when it was invaded by the French Republic, who transformed it into the short-lived Helvetic Republic.


          


          History
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              The Old Swiss Confederacy from 1291 to the 16th century.
            

          


          The nucleus of the Old Swiss Confederacy was an alliance between the communities of the valleys in the Central Alps to facilitate the management of common interests such as free trade and to ensure the peace along the important trade routes through the mountains. The Federal Charter of 1291 among the rural communes of Uri, Schwyz, and Unterwalden is traditionally considered the founding document of the confederacy, although similar alliances may have existed already a few decades earlier.


          


          Growth of the federation


          This initial pact was gradually augmented with additional pacts with the cities of Lucerne, Zrich, and Berne. This rare union of rural and urban communes, all of which had the status of imperial immediacy within the Holy Roman Empire, was caused by them all being under pressure by the Habsburg dukes and kings, who once had ruled much of these lands. In several battles against Habsburg armies, the Swiss remained victorious and even conquered the rural areas of Glarus and Zug, which became independent members of the confederacy, too.


          From 1353 to 1481, this federation of eight cantons, known in German as the Acht Orte (Eight Places), consolidated its position. The individual members, especially the cities, enlarged their territories at the cost of the local counts in the neighbourhood, mostly by buying the judicial rights, but sometimes also by force. The Eidgenossenschaft as a whole expanded through military conquests. The Aargau was conquered in 1415, the Thurgau in 1460. Both times, the Swiss profited from a weakness of the Habsburg dukes. In the south, Uri led a military territorial expansion that wouldafter many setbacksby 1515 lead to the conquest of the Ticino. None of these territories became members of the confederacy, though; instead, they had a status as condominiums, regions administered commonly by several cantons.


          At the same time, the eight cantons gradually increased their influence on neighbouring cities and regions through additional alliances. Not the Eidgenossenschaft as a whole, but several (or only one) individual cantons concluded pacts with Fribourg, Appenzell, Schaffhausen, the abbot and the city of St. Gallen, Biel, Rottweil, Mulhouse, and others. These allies, called the Zugewandte Orte, became closely associated to the confederacy, but were not accepted as full members.


          The Burgundy Wars prompted a further enlargement of the union with new members. Fribourg and Solothurn were accepted into the confederacy in 1481. In the Swabian War against emperor Maximilian I, Holy Roman Emperor, the Swiss again remained victorious and were exempted from the imperial legislation. The previously associated cities of Basel and Schaffhausen joined the confederacy as a direct result of that conflict. Appenzell followed in 1513 as the 13th member. This federation of thirteen cantons (Dreizehn Orte) constituted the Old Swiss Confederacy until its demise in 1798.


          The military expansion of the confederacy was stopped by the loss of the Swiss in the battle of Marignano in 1515. Only Berne and Fribourg were still able to conquer the Vaud in 1536, which mostly became part of the canton of Berne, with only a small part coming under the rule of Fribourg.


          


          Confessional confusions
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              The forces of Zrich are defeated in the second war of Kappel.
            

          


          The Reformation in Switzerland led to a confessional division amongst the cantons. Zrich, Berne, Basel, Schaffhausen, as well as the associates Biel, Mulhouse, Neuchtel, Geneva, and the city of St. Gallen became Protestant, the other members of the confederation and the Valais remained Catholic. In Glarus, Appenzell, in the Grisons, and in most condominiums both religions coexisted; Appenzell split in 1597 into a Catholic Appenzell Inner Rhodes and a Protestant Appenzell Outer Rhodes.


          The confessional division led to civil war  the wars of Kappel  and separate alliances with foreign powers of the Catholic and Protestant factions, but the confederacy as a whole continued to exist. A common foreign policy was blocked, though, by the stand-off of the two equally strong camps. In the Thirty Years' War, the deep religious disagreements among the cantons kept the confederacy neutral and spared it from all belligerent devastations. At the Peace of Westphalia, the Swiss delegation was granted formal recognition of the confederacy as an independent state, separate from the Holy Roman Empire.


          Growing social differences and an increasing absolutism in the city cantons during the Ancien Rgime of Switzerland led to various local popular revolts. Only the uprising in 1653 during the post-war depression after the Thirty Years' War escalated to the general Swiss peasant war in the territories of Lucerne, Berne, Basel, Solothurn, and in the Aargau. The revolt was put down by force with the help of the other cantons.


          The religious differences were increasingly accentuated by an ever-growing economic discrepancy. The Catholic and predominantly rural central Swiss cantons were surrounded by Protestant cantons with a flourishing economy that slowly became industrialised. The politically dominant cantons were Zrich and Berne, both Protestant, but in the common agencies of the confederation, the Catholic cantons had the upper hand since the second war of Kappel in 1531. An attempt in 1655, led by Zrich, to restructure the federation was blocked by a Catholic opposition, which led to the first war of Villmergen in 1656, which the Catholic party won, cementing the status quo. But the problems remained unsolved and erupted again in 1712 in the second war of Villmergen. This time, the Protestant cantons won, and henceforth dominated the federation. A true reform, however, was not possible: the individual interests of the thirteen members were too diverse and the absolutist cantonal governments resisted all attempts at centralisation or at introducing a federation-wide administration or a modern bureaucracy. The foreign politics remained fragmented.


          In 1798, the confederacy was invaded by the troops of Napoleon I. It succumbed with only insignificant resistance against the French armies. The Ancien Rgime and the Old Swiss Confederacy were replaced by the Helvetic Republic by grace of Napoleon.


          


          Structure of the federation
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          Initially, the Eidgenossenschaft was not united by one single pact, but rather by a whole set of overlapping pacts and separate bilateral treaties between various members, with only minimum liabilities. The parties generally agreed to preserve the peace in their territories, help each other in military endeavours, and defined some arbitration in case of disputes. Only slowly did the members begin to understand the federation itself as a unifying entity. In the Pfaffenbrief, a treaty of 1370 among six of the eight members (Glarus and Berne did not participate) that forbade feuds and that denied clerical courts any jurisdiction over the confederacy, the cantons referred for the first time to themselves using the singular term Eidgenossenschaft. The first treaty uniting all of the then eight members of the confederacy became the Sempacherbrief of 1393. This treaty was concluded after the important victories over the Habsburgs at Sempach and Nfels (1386 and 1388) and defined that no member was to unilaterally begin a war without the consent of the other cantons. Subsequently, a kind of federal diet, the Tagsatzung, developed in the 15th century.


          Other pacts and renewals or modernizations of earlier alliances between some of the members reinforced the confederacy. Yet the individual interests of the cantons clashed in the Old Zrich War (1436  1450), which was caused by a territorial conflict among Zrich and the central Swiss cantons over the succession of the Count of Toggenburg. Zrich even entered an alliance with the Habsburg dukes, but finally re-joined the confederacy. The confederation had grown into a political alliance so close that it no longer tolerated separatist tendencies of its members.
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              Tagsatzung of 1531 in Baden (1790s drawing).
            

          


          The Tagsatzung served as the council of the confederation and typically met several times a year. Each canton delegated two representatives; including the associate states, who, however, had no vote. Initially, the canton where the delegates met chaired the gathering, but in the 16th century, Zrich permanently assumed the chair (Vorort), and Baden became the sessional seat. The Tagsatzung dealt with all inter-cantonal affairs and also served as the final arbitral court to settle disputes between member states, or to decide on sanctions against dissenting members. It also organized and oversaw the administration of the condominiums; the reeves were delegated for two years, each time by a different canton.


          An important unifying treaty of the Old Swiss Confederacy was the Stanser Verkommnis of 1481. Conflicts between the rural and the urban cantons and disagreements about the repartition of the bounty of the Burgundian Wars had led to several skirmishes. The city states of Fribourg and Solothurn wanted to join the confederacy, but were met with distrust by the central Swiss rural cantons. The compromise of the Tagsatzung in the Stanser Verkommnis restored order and accounted for the rural cantons' complaints; Fribourg and Solothurn were accepted into the federation. While the treaty also restricted the freedom of assembly (many skirmishes were caused by unauthorised expeditions of groups of soldiers from the Burgundian Wars), it also reinforced the agreements amongst the cantons of the earlier Sempacherbrief and Pfaffenbrief.


          The civil war during the Reformation brought about a stalemate. The victorious Catholic cantons could block any decisions of the council, but due to their geographic and economic situation could not overcome the Protestant cantons. Both factions began to hold separate councils, but still met at a common Tagsatzung, even though this common council remained effectively blocked by the disagreements of the two factions until 1712, when the Protestant cantons reversed the situation after their victory in the second war of Villmergen. The Catholic cantons were excluded from the administration of the condominiums in the Aargau, the Thurgau, and the Rhine valley; in their place, Berne became a co-sovereign of these regions.


          


          Cantons
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          The confederation expanded in several stages: first to the Eight Places (Acht Orte), then in 1481 to ten, in 1501 to twelve, and finally to thirteen cantons (Dreizehnrtige Eidgenossenschaft).


          
            	[image: ] Appenzell, rural canton, since 1513; associate since 1411

          


          


          Associates
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          Associates (Zugewandte Orte) were close allies of the Old Swiss Confederacy, connected to the union by alliance treaties with all or some of the individual members of the confederacy.


          


          Closest associates


          Three of the associates were known as Engere Zugewandte:


          
            	[image: ] Imperial City of St. Gallen  1454 treaty with Schwyz, Lucerne, Zrich, Glarus, Zug and Berne.

          


          


          Eternal associates


          Two federations were known as Ewige Mitverbndete:


          
            	
              [image: ] Three Leagues were independent federations on the territory of the Grisons and became an associates of the Old Swiss Confederacy in 1497/98 through the events of the Swabian War. The Three Leagues together concluded an alliance pact with Berne in 1602.

              
                	[image: ] League of the Ten Jurisdictions, the third of the leagues, entered an alliance with Zrich and Glarus in 1590.

              

            

          


          


          Protestant associates


          There were two Evangelische Zugewandte:


          
            	[image: ] Imperial City of Geneva  1536 treaty with Berne and a 1584 treaty with Zrich and Berne.

          


          


          Remaining associates


          
            	
              [image: ] County of Gruyre  had been allied with Fribourg and Berne since the early 14th century, becoming a full associate of the Confederation in 1548. When the counts fell bankrupt in 1555, the country was partitioned in twain:

              
                	Lower Gruyre  from 1475 by treaty with Fribourg


                	Upper Gruyre  from 1403 by treaty with Berne; annexed by Berne in 1555:

                  
                    	[image: ] Imperial Valley of Chteau-d'x

                  

                

              

            


            	[image: ] Bishopric of Basel  15791735 by treaty with Lucerne, Uri, Schwyz, Unterwalden, Zug, Solothurn and Fribourg.

          


          


          Condominiums


          Condominiums (German: Gemeine Herrschaften) were common subject territories under the administration of several cantons. They were governed by reeves delegated for two years, each time from another of the responsible cantons. Berne initially did not participate in the administration of some of the eastern condominiums, as it had no part in their conquest and its interests were focused more on the western border. In 1712, Berne replaced the Catholic cantons in the administration of the Freie mter ("Free Districts"), the Thurgau, the Rhine valley, and Sargans, and furthermore the Catholic cantons were excluded from the administration of the County of Baden.


          


          German bailiwicks


          The "German bailiwicks" (German: Deutsche Gemeine Vogteien, Gemeine Herrschaften) were generally governed by the Acht Orte apart from Berne until 1712, when Berne joined the sovereign powers:


          
            	
              [image: ] Freie mter  conquered 1415 and partitioned in 1712:

              
                	Upper Freiamt was governed by the Acht Orte;


                	Lower Freiamt was governed by Zrich, Berne and Glarus alone.

              

            


            	[image: ] Vogtei of Rheintal  from 1490, Acht Orte minus Berne, plus the Imperial Abbey of St Gall. Appenzell added in 1500; Berne added in 1712.

          


          


          Italian bailiwicks


          Several Vogteien were generally referred to as the Bailiwicks beyond the Mountains  German: Ennetbergische Vogteien, Italian: Baliaggi Ultramontani. In 1440, Uri conquered the Leventina Valley from the Visconti, dukes of Milan. Some of this territory had previously been annexed between 1403 and 1422. Further territories were acquired in 1500; see History of Ticino for further details.


          Three bailiwicks, all now in the Ticino, were condominiums of the Forest cantons of Uri, Schwyz and Nidwalden:


          
            	[image: ] Vogtei of Bellinzona  from 1500

          


          Four other Ticinese bailiwicks were condominiums of the Zwlf Orte (the original 13 cantons, minus Appenzell) from 1512:


          
            	[image: ] Landvogtei of Mendrisio

          


          Another three bailiwicks were condominiums of the Zwlf Orte from 1512, but were lost from the Confederacy three years later and are all now comuni of Lombardy:


          
            	[image: ] Eschental (now Ossola)

          


          


          Two-party condominiums


          


          Vogteien of Bern and Fribourg


          
            	[image: ] Orbe and Echallens  from 1475

          


          


          Vogteien of Glarus and Schwyz


          
            	[image: ] Lordship of Hohensax / Gams  from 1497

          


          


          Condominiums with third-parties


          
            	[image: ] Lordship of Tessenberg  from 1388, condominium between Berne and Bishopric of Basel

          


          


          Protectorates


          
            	[image: ] County of Toggenburg  protectorate of Schwyz and Glarus from 1436; of Zrich and Berne from 1718. The county was simultaneously subject to St Gallen Abbey.

          


          


          Separate subjects


          Some territories were separate subjects of cantons or associates, Einzelrtische Untertanen von Lnderorten und Zugewandten:


          


          of Uri


          
            	[image: ] Imperial Valley of Urseren (1440)

          


          


          of Schwyz


          
            	[image: ] Hfe (1440)

          


          


          of Glarus


          
            	[image: ] County of Werdenberg (1485 / 1517); annexed to Lucerne in 1485; to Glarus in 1517

          


          


          of the Republic of Valais


          
            	[image: ] Ltschental (15th century); the five upper Zenden

          


          


          of the Three Leagues


          
            	[image: ] Maienfeld ( Bndner Herrschaft) (15091790); simultaneously a member of the League of the Ten Jurisdictions.
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        Old Testament


        
          

          Template:Collapsible Christ


          The Old Testament (sometimes abbreviated as OT) is the first section of the two-part Christian Biblical canon.


          Most scholars agree that the Old Testament was composed and compiled between the 12th and the 2nd century BC. The books of the Old Testament were therefore completed before Jesus' birth. Jesus and his disciples based their teachings on them, referring to them as "the law of Moses, the prophets, and the psalms ... the scriptures". (The accounts of Jesus and his disciples are recorded in the Christian New Testament.)


          
            
              	Books of the Old Testament

              (For details see Biblical canon)
            


            
              	
                Hebrew Bible or Tanakh

                Common to Judaism

                and Christianity

                
                  	Genesis


                  	Exodus


                  	Leviticus


                  	Numbers


                  	Deuteronomy


                  	Joshua


                  	Judges


                  	Ruth


                  	12 Samuel


                  	12 Kings


                  	12 Chronicles


                  	Ezra (see Esdras for other names)


                  	Nehemiah


                  	Esther


                  	Job


                  	Psalms


                  	Proverbs


                  	Ecclesiastes


                  	Song of Songs


                  	Isaiah


                  	Jeremiah


                  	Lamentations


                  	Ezekiel


                  	Daniel


                  	Minor prophets

                

              
            


            
              	
                Included by Orthodox and Roman Catholics, but excluded by Jews and Protestants:

                
                  	Tobit


                  	Judith


                  	1 Maccabees


                  	2 Maccabees


                  	Wisdom (of Solomon)


                  	Sirach


                  	Baruch,


                  	Letter of Jeremiah (included as Baruch chapter 6 by Roman Catholics)


                  	Additions to Daniel


                  	Additions to Esther

                

              
            


            
              	
                Included by Greek & Slavonic Orthodox:

                
                  	1 Esdras (see Esdras for other names)


                  	3 Maccabees


                  	Prayer of Manasseh (included in the Book of Odes)


                  	Psalm 151 (included as an appendix to the Psalter)

                

              
            


            
              	
                Included by Georgian Orthodox:

                
                  	4 Maccabees


                  	2 Esdras (also included in the Latin Vulgate Appendix)

                

              
            


            
              	
                Included by Ethiopian Orthodox:

                
                  	Apocalypse of Ezra (also in the Armenian Appendix)


                  	Jubilees


                  	Enoch


                  	13 Meqabyan


                  	4 Baruch

                

              
            


            
              	
                Included in Syriac Peshitta Bible:

                
                  	Psalms 152155


                  	2 Baruch (Apocalypse of Baruch)


                  	Letter of Baruch (sometimes part of 2 Baruch)

                

                

              
            

          


          


          Books of the Old Testament


          The exact canon of the Old Testament differs between the various branches of Christianity. All include the books of the Hebrew Bible, while most traditions also recognise several deuterocanonical books. The Protestant Old Testament is, for the most part, identical with the Hebrew Bible; the differences are minor, dealing only with the arrangement and number of the books. For example, while the Hebrew Bible considers Kings to be a unified text, and Ezra and Nehemiah as a single book, the Protestant Old Testament divides each of these into two books.


          The differences between the Hebrew Bible and other versions of the Old Testament such as the Samaritan Pentateuch, the Syriac, Latin, Greek and other canons, are greater. Many of these canons include whole books and additional sections of books that the others do not. The translations of various words from the original Hebrew may also give rise to significant differences of interpretation.


          


          Christian view of the Law


          Traditional Christianity affirms that the Mosaic Law of the Old Testament (known as Torah in Judaism) is fully inspired by God. However, much of Christian tradition has historically denied that all of the laws of the Pentateuch apply directly to Christians. There are several different explanations within Christianity that endeavor to explain if and how the laws given by God through Moses apply to Christians.


          The New Testament indicates that Jesus Christ established a new covenant relationship between God and his people ( Jeremiah 31:3131:34; Luke 22:20; 2Cor 2-3; Heb 8-9). Christianity, almost without exception, understands this new covenant to be the instrument through which God offers mercy and atonement to mankind. However, the various views of the Old Testament Law in Christianity result from very different interpretations of what exactly this new covenant is and how it affects the validity of the Mosaic Law. These differences mainly result from attempts to harmonize Biblical statements that say that the Law is eternal with New Testament statements that suggest that it does not now apply at all, or at least does not fully apply. Most Biblical scholars admit the issue of the Law can be confusing and the topic of Paul and the Law is still frequently debated among New Testament scholars (for example, see New Perspective on Paul, Pauline Christianity); hence the various views.


          Some conclude that none is applicable, some conclude that only parts are applicable, and some conclude that all is still applicable to believers in Jesus.


          


          The Roman Catholic view


          Roman Catholic theologian Thomas Aquinas explained that there is a threefold division in the Law: moral, ceremonial, and judicial. Gods commands were ordained for a double purpose; the worship of God, and the foreshadowing of Christ. Upon the advent of Christ, the purpose of all the ceremonial and judicial commands, which was to pre-figure Christ, was fulfilled, causing them to be annulled and dead. The moral commands remain for the worship of God, summed up in the Ten Commandments. The Catechism of the Catholic Church: Part 3, Life in Christ: Section 2, The Ten Commandments: "Teacher, what must I do ...?" states:


          
            	"2068 The Council of Trent teaches that the Ten Commandments are obligatory for Christians and that the justified man is still bound to keep them; the Second Vatican Council confirms: 'The bishops, successors of the apostles, receive from the Lord ... the mission of teaching all peoples, and of preaching the Gospel to every creature, so that all men may attain salvation through faith, Baptism and the observance of the Commandments.'"


            	"2076 By his life and by his preaching Jesus attested to the permanent validity of the Decalogue."

          


          While upholding the Ten Commandments, the Roman Catholic Church teaches that the Apostles, instituted the observance of Sunday instead of the Saturday, and applies the Third Commandment to Sunday as the day to be kept holy as the Lord's Day. It also numbers the commandments according to the numbering preferred by St. Augustine, which is different from the traditional Protestant numbering, derived from Origen. The Commandments are often abbreviated for easy catechetical use.


          According to Aquinas, not only do the ceremonial portions of the Law not apply now, but it is actually a mortal sin to keep these observances after the events of Christs Passion. Ceremonial laws, in this view, include the regulations pertaining to ceremonial cleanliness, festivals, diet, and the Levitical priesthood.


          


          The Lutheran view


          The 1577 Lutheran Formula of Concord in Article V states: "We believe, teach, and confess that the distinction between the Law and the Gospel is to be maintained in the Church with great diligence..." Martin Luther wrote: "Hence, whoever knows well this art of distinguishing between Law and Gospel, him place at the head and call him a doctor of Holy Scripture." Throughout the Lutheran Age of Orthodoxy (1580-1713) this hermeneutical discipline was considered foundational and important by Lutheran theologians. Carl Ferdinand Wilhelm Walther (1811-1887), who was the first (and third) president of the Lutheran Church - Missouri Synod, renewed interest in and attention to this theological skill in his evening lectures at Concordia Seminary, St. Louis 1884-85.


          


          The Reformed/Covenant Theology view


          The Reformed, or Covenant Theology view is similar to the Roman Catholic view. It holds that under the new covenant, the Mosaic Law fundamentally continues, but that parts of it have "expired" and are no longer applicable. The Westminster Confession of Faith (1646) divides the Mosaic laws into three categories: moral, civil, and ceremonial. In the view of the Westminster divines, only the moral laws of the Mosaic Law, which include the Ten Commandments and the commands repeated in the New Testament, directly apply to Christians today. Ceremonial laws, in this view, include the regulations pertaining to ceremonial cleanliness, festivals, diet, and the Levitical priesthood.


          While the view affirms the Sabbath like the Roman Catholic view, some advocates hold that the Commandment concerning the Sabbath was redefined by Jesus ( Matthew 12:113, Luke 13:1017).


          
            [image: Christians believe that Jesus is the mediator of the New Covenant. Depicted is his famous Sermon on the Mount in which he commented on the Law.]

            
              Christians believe that Jesus is the mediator of the New Covenant. Depicted is his famous Sermon on the Mount in which he commented on the Law.
            

          


          In a revival of ideas established in the Puritan period, starting in the 1970s and 1980s, a branch of Reformed theology known as Christian Reconstructionism argued that the civil laws as well as the moral laws should be applied in today's society (a position called Theonomy) as part of establishing a modern theonomic state.


          Advocates of this Reformed view hold that, while not always easy to do and overlap between categories does occur, the divisions they make are possible and supported based on information contained in the commands themselves; specifically to whom they are addressed, whom or what they speak about, and their content. For example, a ceremonial law might be addressed to the Levites, speak of purification or holiness and have content which could be considered as a foreshadowing of some aspect of Christ's life or ministry. In keeping with this, most advocates also hold that when the Law is spoken of as everlasting, it is in reference to certain divisions of the Law. Some advocates, usually Theonomists, go further and embrace that idea that the whole Law continues to function, contending that the way in which Christians observe some commands has changed but not the content or meaning of the commands. (For example, they would say that the commands regarding Passover were looking forward to Christ's sacrificial death and the Communion mandate is looking back on it, the former is given to the Levitical priesthood and the latter is given to the priesthood of all believers, but both have the same content and meaning.)


          Those in disagreement with this view claim that nowhere is a division of the Law mentioned in the Bible, but rather there is evidence that it is indivisible, and it would be practically impossible to sort commands by these types. Others in disagreement claim that the Law is described in various places as "everlasting" and none of it can terminate or expire.


          


          The Dispensational view


          The Dispensational view holds that under the new covenant, the Mosaic Law has fundamentally been terminated, or abolished, because, in this view, Scripture never describes the Law as divisible  it is one unit (James 2:1011). Therefore, because portions of New Testament Scripture (such as Heb. 8:13) are understood in this view to annul at least parts of the Law, then the whole Law must be terminated.


          Furthermore, this view holds that the Mosaic laws and the penalties attached to the laws were limited to the particular historical and theological setting of the Old Testament, described in this view as a different dispensation; a stage of time in which God dealt with humanity in a fundamentally different way than he does now. We are now living in the dispensation of the church/grace, which is a parenthesis or intercalation in history that is outside of Gods over-arching plan for Israel, and thus the Law given to Israel doesnt now apply.


          Replacing the Mosaic Law is the Law of Christ ( 1 Cor 9:21), which holds definite similarities with the Mosaic Law in moral concerns, but is new and different, replacing the first Law. Despite this difference, Dispensationalists may seek to find moral and religious principles applicable for today in all parts of the Mosaic Law.


          Those in disagreement with the Dispensational view point out that nowhere does the Bible define a series of dispensations that this theology propones, and point out that God said that he does not change. Furthermore, opponents point out that the Mosaic Law is described in various places as everlasting and must fundamentally continue in some form. Others hold that, for this same reason, none at all can terminate or expire.


          


          The New Covenant Theology view


          New Covenant Theology refers to a Christian theological view of redemptive history primarily found in Baptist circles and contrasted with Covenant Theology and Dispensationalism.


          New Covenant Theology believes that God has maintained one eternal purpose in Christ which has been expressed through a multiplicity of distinct historical covenants; that prominent among these are those designated the Old Covenant (also known as the Mosaic or First Covenant) and the New Covenant; that the former, confined to the people of Israel alone, was established while that nation was assembled before Mt. Sinai and was later made obsolete through its fulfillment by the life and death of Jesus the Messiah; that it was comprised largely of shadows pointing ultimately to Jesus and His body, the Church; and that, therefore, the age in which it remained operative was at all times a period of immaturity as compared to the age of fulfillment which was inaugurated with Christ's first advent.


          The Old Covenant, containing a single, unified law code, was a legal, conditional covenant requiring perfect and complete obedience of all those under it; that, on the one hand, it promised life to all who obeyed it, and, on the other hand, it pronounced a curse upon all its transgressors; that it, therefore, inescapably brought death to all who sought to be justified by it-- not because of a deficiency in the law (itself "holy, just, and good"), but because of the sinful inability of those under its charge; and that, for this reason, it is variously described as a "killing letter," a "ministry of death, and a "ministry of condemnation" -- its distinct purpose being to illumine sin so as to make manifest the Israelites' and, by implication, all men's need for a redeemer.


          In contrast to the Old Covenant, the New Covenant (by virtue of Christ's perfect obedience to the law, as well as His bearing of its curse) promises only blessing to all those who belong to it; and that this second covenant, the "everlasting covenant" enacted upon better promises, has thus brought to realization all that was anticipated in the covenants made with Abraham, Moses, and David.


          Under the New Covenant, God's people, having entered the age of fulfillment, now stand as mature sons; that having been set free from the tutelage and bondage of the law code written upon tablets of stone, they have subsequently been placed under the Spirit's management -- having the new and greater Lawgiver's own law now written upon their hearts.


          As a result, though many of the individual commandments given in the decalogue and the eternal principles upon which the Mosaic Covenant was founded still apply to those under the New Covenant, God's people are now totally free from the Old Covenant as a covenant; that the usefulness of the Mosaic commands is not therefore to be denied, only that these are now understood to come to us through Christ, the mediator of the New Covenant; and that, in particular, with the obsolescence of the Old Covenant, the fourth commandment, the seventh day Sabbath observance, is no longer obligatory --- its relevance now pointing to that rest enjoyed by all those in Christ.


          


          The Torah-submissive view


          The Torah-submissive view, (a view held and proposed by both Jews and non-Jews), holds that the entire Torah is an indivisible whole and fundamentally continues to apply to all followers of God under the new covenant. Proponents emphasize the Biblical passages in both Old and New Testaments describing God's entire Law as both everlasting and good. In addition, this view holds that, rather than negating the Torah, part of the new covenant is to have this same Torah written upon the hearts of believers by the Holy Spirit. In this view, Jesus, as the sinless son of God and Messiah, could not possibly have transgressed or taught anyone to transgress this God-given Law, but rather Jesus and the New Testament writers reaffirmed all the commands of the Law as a whole (interpreting Matthew 5:1720, Matthew 23:13, Matthew 23:23, etc. to support this stance). In light of these contexts and other Biblical evidence such as prophecy, this view holds different interpretations of the New Testament passages that have traditionally been understood to invalidate parts of the Law. These interpretations are also considered to be based on literary and historical context and examination of the original languages.


          Because of the belief that the Torah is applicable, commands such as dietary laws (not necessarily " kashrut" standards), seventh day Sabbath, and Biblical festival days such as Passover are honored in some way within such segments of Christianity. Not only are they seen as valid commands, but also as valuable teaching tools about Jesus himself and Gods prophetic plan. As with Orthodox Judaism, capital punishment and sacrifice are not practiced because there are strict Biblical conditions on how these are to be properly practiced that are not in place today (although they are supported in principle).


          This view affirms that spiritual salvation is by grace through faith in Jesus. It does not hold that any works are a way to achieve justification and hence salvation, but are rather a way of more fully obeying and imitating God as He intended; the same reason for obeying other, traditionally accepted, commands.


          Those in disagreement with this view point out the various New Testament scripture passages that seem to negate some or all of the Mosaic Law, suggesting that its everlasting nature is subject to modification in some way under the new covenant and that portions of the Mosaic Law were only applicable in a given time and place, for a specific people, or for a limited purpose.


          


          Other views


          As far as the Ten Commandments, some believe Jesus rejected four of the Ten Commandments and endorsed only Six , citing Mark 10:1722 and the parallels Matthew 19:1622 and Luke 18:1823. (cf. Cafeteria Christianity)


          While some Christians from time to time have deduced from statements about the law in the writings of the Apostle Paul that Christians are under grace to the exclusion of all law (see antinomianism, hyperdispensationalism, Christian anarchism), this is not the usual viewpoint of Christians.


          


          Law-related passages with disputed interpretation


          The Acts of the Apostles in the New Testament describes a conflict among the first Christians as to the necessity of following all the laws of the Torah to the letter, see Council of Jerusalem.


          Some have interpreted Mark's statement: "Thus he declared all foods clean" ( Mark 7:19 NRSV) to mean that Jesus taught that the pentateuchal food laws were no longer applicable to his followers, see also Antinomianism in the New Testament. However, the statement is not found in the Matthean parallel Matthew 15:1520 and is also a disputed translation: the Scholars Version has: "This is how everything we eat is purified", Gaus' Unvarnished New Testament has: "purging all that is eaten." See also Strong's G2511.


          
            [image: The Ten Commandments on a monument on the grounds of the Texas State Capitol]
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          Others note that Peter had never eaten anything that was not kosher many years after Acts 2 ( Pentecost). To the heavenly vision he announced: "Not so, Lord; for I have never eaten any thing that is common or unclean." ( Acts 10:14) Therefore, Peter was unaware that Jesus had changed the Mosaic food laws. In Mark 7, Jesus may have been just referring to a tradition of the Pharisees about eating with unwashed hands. For example, the insertion found in many translations concerning his declaration that all foods were clean is not found in the King James Version: Mark 7:19. The expression "purging all meats" may have meant the digestion and elimination of food from the body rather than the declaration that all foods were kosher. The confusion primarily centers around the participle used in the original Greek for "purging". Some scholars believe it agrees with the word for Jesus, which is nearly 40 words away from the participle. If this is the case, then it would mean that Jesus himself is the one doing the purifying. In New Testament Greek, however, the participle is rarely that far away from the noun it modifies, and many scholars agree that it is far more likely that the participle is modifying the digestive process (literally: the latrine), which is only two words away. The writer of Hebrews indicates that the sacrifices and the Levitical priesthood foreshadowed Jesus Christ's offering of himself as the sacrifice for sin on the Cross, and many have interpreted this to mean that once the reality of Christ has come, the shadows of the ritual laws cease to be obligatory (Heb 8:5; 9:2326; 10:1). On the other hand, the New Testament repeats and applies to Christians a number of Old Testament laws, including "Love your neighbour as yourself" ( Lev 19:18; cf. Golden Rule, Mark 12:31), "Love the LORD your God with all your heart, soul and strength" ( Deut 6:45, the Shema, Mark 12:2930).


          Still others believe a partial list of the commandments was merely an abbreviation that stood for all the commandments because Jesus prefaced his statement to the rich young ruler with the statement: "If you want to enter life, obey the commandments". Some people claim that since Jesus did not qualify his pronouncement, that he meant all the commandments. The rich young ruler asked "which" commandments. Jesus gave him a partial list from the second table. The first set of commandments deal with a relationship to God. The second set of commandments deal with a relationship to men. No doubt Jesus considered the relationship to God important, but Jesus may have considered that the young man was perhaps lacking in this second set, which made him obligated to men. (This is inferred by his statement that to be perfect he should sell his goods, give them to the poor and come and follow Jesus  thereby opening to him a place in the coming Kingdom.)


          Several times Paul mentioned adhering to "the Law", such as Romans 2:1216, 3:31, 7:12, 8:78, Gal 5:3, Acts 24:14, 25:8 and preached about Ten Commandment topics such as idolatry ( 1 Cor 5:11, 6:910, 10:7, 10:14, Gal 5:1921, Eph 5:5, Col 3:5, Acts 17:1621, 19:2341). Many Christians believe that the Sermon on the Mount is a form of commentary on the Ten Commandments. In the Expounding of the Law, Jesus said that he did not come to abolish the Law, but to fulfill it; while in Marcion's version of Luke 23:2 we find the extension: "We found this fellow perverting the nation and destroying the law and the prophets". See also Adherence to the Law and Antithesis of the Law.


          


          Historicity of the Old Testament narratives


          



          Current debate concerning the historicity of the various Old Testament narratives can be divided into several camps.


          
            	One group has been labeled "biblical minimalists" by its critics. Minimalists (e.g., Philip Davies, Thomas L. Thompson, John Van Seters) see very little reliable history in any of the Old Testament.


            	Conservative Old Testament scholars, "biblical maximalists," generally accept the historicity of most Old Testament narratives (save the accounts in Gen 111) on confessional grounds, and some Egyptologists (e.g., Kenneth Kitchen) admit that such a belief is not incompatible with the external evidence.


            	Other scholars (e.g., William Dever) are somewhere in between: they see clear signs of evidence for the monarchy and much of Israel's later history, though they doubt the Exodus and Conquest.

          


          The vast majority of scholars at American universities are somewhere between biblical minimalism and maximalism; Notably, both Kitchen and archaeologist Israel Finkelstein of Tel Aviv University are not the only scholars from the maximalist and minimalist camps who are sufficiently trained to address these questions with the necessary sophistication but both are experts in their fields  and both come to different conclusions.


          Some contemporary Israeli archaeologists have now rejected much of the Deuteronomistic history of the Old Testament. Notably, Finkelstein and Neal Asher Silberman have written popular books detailing their view that many of the best-known Biblical stories are incompatible with the archaeology of the region. Conversely, in 2003 Kenneth A. Kitchen published the 662 page book On the Reliability of the Old Testament, which defended the Bible's reliability throughout. Although some archaeologists have argued that many Biblical accounts should be rejected due to a lack of corroborating archaeological evidence, opponents point out that this is a return to the 19th century idea that anything not confirmed by current archaeology should be dismissed, a methodology that had once led some to question the existence of major empires such as Assyria.


          Because the composition of the Pentateuch according to Wellhausen was so much later than the events it described, some who accept Wellhausen's documentary hypothesis tend to regard the narratives of the Pentateuch as largely fictional, while others argue that Wellhausen's method is not valid given that so many of our surviving copies of historical documents date from a much later time period: e.g., the earliest extant copies of Julius Caesar's famous "Commentaries on the Gallic War" are medieval copies dating from the 9th century, nearly a thousand years after Caesar wrote the original.


          The most important issue would seem to be the length of the period between the actual events and the setting of them down in writing. Internal evidence in the books themselves suggests that events of the Hebrew monarchies period were set down by royal scribes soon after they happened, and the writer(s) of the Book of Kings had direct access to these writings and quoted extensively from them  whereas earlier events, such as the Exodus and the Conquest, might have spent centuries as oral traditions before a written account of them was set down, which might make the written account considerably different from any actual events that gave the original basis to the tradition.


          Umberto Cassuto wrote The Documentary Hypothesis, challenging Wellhausen's theory.


          For various archaeological finds dating from the relevant era which purportedly confirm the accuracy of Biblical accounts, see Cyrus Cylinder and Nebo-Sarsekim Tablet.


          See also Dead Sea scrolls in which a copy of the book of Isaiah has been radiocarbon dated by the University of Arizona Department of Physics to between 335 BCE and 122 BCE.
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          Oleg of Novgorod ( Slavic: Олег, Old Norse: Helgi, Khazarian, possibly Helgu) was a Varangian prince (or konung) who ruled all or part of the Rus people during the early tenth century. He is credited with moving the capital of Rus from Novgorod the Great to Kiev and, in doing so, laid the foundation for the powerful state of Kievan Rus. He also launched at least one attack on Constantinople, capital of the Byzantine Empire. According to East Slavic chronicles, Oleg was supreme ruler of the Rus from 882 to 912. This traditional dating has been challenged by some historians, who point out that it is inconsistent with such other sources as the Schechter Letter, which mentions the activities of certain khagan HLGW of Rus as late the 940s, during the reign of Byzantine Emperor Romanus I. The nature of Oleg's relationship with the Rurikid ruling family of the Rus, and specifically with his successor Igor of Kiev, is a matter of much controversy among historians.


          


          Oleg of the East Slavic chronicles


          According to the Primary Russian Chronicle, Oleg was a relation (likely brother-in-law) of the first ruler, Rurik, and was entrusted by Rurik to take care of both his kingdom and his young son Ingvar, or Igor. Oleg gradually took control of the Dnieper cities, captured Kiev (previously held by the Varangian warlords, Askold and Dir) and finally moved his capital from Novgorod there. The new capital was a convenient place to launch a raid against Tsargrad ( Constantinople) in 911. According to the chronicle, the Byzantines attempted to poison Oleg, but the Rus' leader demonstrated his oracular powers by refusing to drink the cup of poisoned wine. Having fixed his shield to the gate of the imperial capital, Oleg won a favourable trade treaty, which eventually was of great benefit to both nations. Although Byzantine sources did not record these hostilities, the text of the treaty survives in the Primary Chronicle.
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          The Primary Chronicle's brief account of Oleg's life contrasts with other early sources, specifically the Novgorod First Chronicle, which states that Oleg was not related to Rurik, and was rather a client-prince who served as Igor's army commander. The Novgorod First Chronicle does not give the date of the commencement of Oleg's reign, but dates his death to 922 rather than 912. Scholars have contrasted this dating scheme with the "epic" reigns of roughly thirty-three years for both Oleg and Igor in the Primary Chronicle. The Primary Chronicle and other Kievan sources place Oleg's grave in Kiev, while Novgorodian sources identify a funerary barrow in Ladoga as Oleg's final resting place.


          In the Primary Chronicle, Oleg is known as the Prophet (вещий), an epithet aluding to the sacred meaning of his Norse name ("priest"), but also ironically referring to the circumstances of his death. According to this legend, romanticised by Alexander Pushkin in his celebrated ballad "The Song of the Wise Oleg," it was prophesied by the pagan priests that Oleg would take death from his stallion. Proud of his own foretelling abilities, he sent the horse away. Many years later he asked where his horse was, and was told it had died. He asked to see the remains and was taken to the place where the bones lay. When he touched the horse's skull with his boot a snake slithered from the skull and bit him. Oleg died, thus fulfilling the prophecy. In Scandinavian traditions, this legend lived on in the saga of Orvar-Odd.


          


          Helgu of the Schechter Letter


          According to the Primary Chronicle, Oleg died in 913 and his successor, Igor of Kiev, ruled from then until his assassination in 944. The Schechter Letter, a document written by a Jewish Khazar, a contemporary of Romanus I Lecapenus, describes the activities of a Rus warlord named HLGW (Hebrew: הלגו), usually transcribed as "Helgu". For years many scholars disregarded or discounted the Schechter Letter account, which referred to Helgu (often interpreted as Oleg) as late as the 940s.


          Recently, however, scholars such as David Christian and Constantine Zuckerman have suggested that the Schechter Letter's account is corroborated by various other Russian chronicles, and suggests a struggle within the early Rus polity between factions loyal to Oleg and to the Rurikid Igor, a struggle that Oleg ultimately lost. Zuckerman posited that the early chronology of the Rus had to be re-determined in light of these sources. Among Zuckerman's beliefs and those of others who have analyzed these sources are that the Khazars did not lose Kiev until the early 900s (rather than 882, the traditional date), that Igor was not Rurik's son but rather a more distant descendant, and that Oleg did not immediately follow Rurik, but rather that there is a lost generation between the legendary Varangian lord and his documented successors.


          Of particular interest is the fact that the Schechter Letter account of Oleg's death (namely, that he fled to and raided FRS, tentatively identified with Persia, and was slain there) bears remarkable parallels to the account of Arab historians such as Ibn Miskawayh, who described a similar Rus attack on the Muslim state of Arran in the year 944/5.


          


          Attempts to reconcile the accounts
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          In contrast to Zuckerman's version, the Primary Chronicle and the later Kiev Chronicle place Oleg's grave in Kiev, where it could be seen at the time when these documents were compiled. Furthermore, scholars pointed out that, if Oleg succeeded Rurik in 879 (as the East Slavic chronicles assert), he could hardly have been active almost 70 years later, if his was not a case of longevity otherwise unheard of in medieval annals. To solve these difficulties, it has been proposed that "helgu", standing for "holy" in Norse language, was a hereditary title of the pagan monarchs-priests of Rus and that this title was held by Igor, among others.


          It has also been suggested that Helgu-Oleg who waged war in the 940s, was distinct from both of Rurik's successors. He could have been one of the "fair and great princes" recorded in the Russo-Byzantine treaties of 911 and 944 or one of the "archons of Rus" mentioned in De administrando imperio. Regrettably, the Primary Chronicle does not specify the relations between minor Rurikid princes active during the period, although the names Rurik, Oleg, and Igor were recorded among the late-10th-century and 11th-century Rurikids.


          Georgy Vernadsky even identified Oleg of the Schechter Letter with Igor's otherwise anonymous eldest son, whose widow Predslava is mentioned in the Russo-Byzantine treaty of 944. Alternatively, V. Ya. Petrukhin speculated that Helgu-Oleg of the 940s was one of the vernacular princes of Chernigov, whose ruling dynasty maintained especially close contacts with Khazaria, as the findings at the Black Grave, a large royal kurgan excavated near Chernigov, seem to testify. Neither of these theories has been endorsed in the academic mainstream, however.
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          Oligarchy ( Greek Ὀί, Oligarkha) is a form of government where political power effectively rests with a small elite segment of society (whether distinguished by wealth, family, military powers or spiritual hegemony). The word oligarchy is translated into "rule by few." Compare with autocracy (rule by one person) and democracy (rule by the majority).


          


          Oligarchy, aristocracy, and plutocracy


          Historically, many oligarchies openly gave the political power to a minority group, sometimes arguing that this was an aristocracy organization by the best and the brightest. Such states were often controlled by powerful families whose children were raised and mentored to be heirs of the power of the oligarchy. However, this power may also not be exercised openly, the oligarchs preferring to remain "the power behind the throne", exerting control through economic means. Although Aristotle pioneered the use of the term as a synonym for rule by the rich, for which the exact term is plutocracy, oligarchy is not always a rule by wealth, as oligarchs can simply be a privileged group.


          


          Oligarchy vs. monarchy


          Early societies may have become oligarchies as an outgrowth of an alliance between rival tribal chieftains or as the result of a caste system. Oligarchies can often become instruments of transformation, by insisting that monarchs or dictators share power, thereby opening the door to power-sharing by other elements of society (while oligarchy means "the rule of the few," monarchy means "the rule of the one"). One example of power-sharing from one person to a larger group of persons occurred when English nobles banded together in 1215 to force a reluctant King John of England to sign Magna Carta, a tacit recognition both of King John's waning political power and of the existence of an incipient oligarchy (the nobility). As English society continued to grow and develop, Magna Carta was repeatedly revised ( 1216, 1217, and 1225), guaranteeing greater rights to greater numbers of people, thus setting the stage for English constitutional monarchy.


          Oligarchies may also evolve into more autocratic or monarchist forms of government, sometimes as the result of one family gaining ascendancy over the others. Many of the European monarchies established during the late Middle Ages began in this way.


          


          Examples of oligarchies


          Examples include Sparta (excluding the Helots, who were the majority of the population, from voting), the First French Republic government under the Directory, and the Polish-Lithuanian Commonwealth (only the nobility could vote). A modern example of oligarchy could be seen in South Africa during the 20th century. Here, the basic characteristics of oligarchy are particularly easy to observe, since the South African form of oligarchy was based on race. After the Second Boer War, a tacit agreement was reached between English- and Afrikaans-speaking whites. Together, they made up about twenty percent of the population, but this small percentage ruled the vast native population. Whites had access to virtually all the educational and trade opportunities, and they proceeded to deny this to the black majority even further than before. Although this process had been going on since the mid-18th century, after 1948 it became official government policy and became known worldwide as apartheid. This lasted until the arrival of democracy in South Africa in 1994, punctuated by the transition to a democratically-elected government dominated by the black majority.


          Russia has been labeled an oligarchy because of the power of certain individuals, the oligarchs, who gained great wealth after the fall of Communism. Critics have argued that this happened in illegitimate ways and was due to corruption.


          Capitalism as a social system is sometimes described as an oligarchy. Critics argue that in a capitalist society, power - economic, cultural and political - rests in the hands of the capitalist class. Communist states have also been seen as oligarchies, being ruled by a class with special privileges, the nomenklatura.


          The concept of an "oligarchic democracy" is one which some scholars attribute to Ancient Rome and the United States. Marxist Ellen Meiksins Wood writes, that it "conveys a truth about U.S. politics every bit as telling as its application to ancient Rome. It is no accident that the Founding Fathers of the U.S. Republic looked to Roman models for inspiration in making the Federalist case, adopting Roman names as pseudonyms and conceiving of themselves as latterday Catos, forming a natural aristocracy of republican virtue. (Americans today still have a representative body called the Senate, and their republic is still watched over by the Roman eagle.) Faced with the distasteful specter of democracy, they sought ways to redefine that unpalatable concept to accommodate aristocratic rule, producing a hybrid, "representative democracy," which was clearly meant to achieve an effect similar to the ancient Roman idea of the "mixed constitution," in fact, an "oligarchic 'democracy."' However, the constitution and state laws has since been modified, with the removal of the original property requirements for voting, as well as giving the vote to women and blacks.


          


          The Iron Law of Oligarchy


          Some authors such as Vilfredo Pareto, Gaetano Mosca, Thomas R. Dye, and Robert Michels, believe that any political system eventually evolves into an oligarchy. This theory is called the " iron law of oligarchy". According to this school of thought, modern democracies should be considered as elected oligarchies. In these systems, actual differences between viable political rivals are small, the oligarchic elite impose strict limits on what constitutes an 'acceptable' and 'respectable' political position, and politicians' careers depend heavily on unelected economic and media elites.


          The historian Spencer R. Weart in his book Never at War argues that oligarchies rarely make war with one another.
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          The Oligocene epoch is a geologic period that extends from about 33.9 million to 23 million years before the present. As with other older geologic periods, the rock beds that define the period are well identified but the exact dates of the start and end of the period are slightly uncertain. The name Oligocene comes from the Greek ὀί (oligos, few) and ό (kainos, new), and refers to the sparsity of additional modern mammalian faunas after a burst of evolution during the Eocene. The Oligocene follows the Eocene epoch and is followed by the Miocene epoch. The Oligocene is the third and final epoch of the Paleogene period.


          The Oligocene is often considered an important time of transition, a link between "[the] archaic world of the tropical Eocene and the more modern-looking ecosystems of the Miocene."(Haines) The Oligocene change in ecosystems is a global expansion of grasslands, and a regression of tropical broad leaf forests to the equatorial belt.


          The start of the Oligocene is marked by a major extinction event, a faunal replacement of European with Asian fauna except for the endemic rodent and marsupial families called the Grande Coupure. The Oligocene-Miocene boundary is not set at an easily identified worldwide event but rather at regional boundaries between the warmer Oligocene and the relatively cooler Miocene.


          
            
              	Paleogene period
            


            
              	Paleocene epoch

              	Eocene epoch

              	Oligocene epoch
            


            
              	Danian | Selandian

              Thanetian

              	Ypresian | Lutetian

              Bartonian | Priabonian

              	Rupelian | Chattian
            

          


          


          Subdivisions


          Oligocene faunal stages from youngest to oldest are:


          
            
              	Chattian or Late Oligocene

              	(28.4  0.1  23.03 mya)
            


            
              	Rupelian or Early Oligocene

              	(33.9  0.1  28.4  0.1 mya)
            

          


          


          Climate


          Climates remained warm, although the slow global cooling that eventualty led to the Pleistocene glaciations started around the end of the epoch.


          The Oligocene Epoch temperature is a clearly defined notch in a general temperature decline across the Paleogene Period. Evidence indicates a galactic causal. From 3C321 (NASA, 2007), a Black Hole Quasar was found to emit relativistic ISM particles in a narrow beam at about distances equal to our Sol Galactic core distance. Glaciating (cooling) is a result of ISM Heliosphere reduction and ISM penetration (PCFrisch, 2006). The Oligocene is the Neotectonic cycle of a 220million year planetary equidistant rupture (PER) geologic cycle (Kvet, 1991), extending to 4650Ma (Million years ago). These likely coincide with a Galactic Central Bar alignment at Sol. The Oligocene Grande Coupure, is summarized as a faunal divide replacement of European with Asian fauna except for the endemic rodent family. The Oligocene, a biosphere stressed by temperature and probable reduction of Heliosphere Gamma Ray shielding is understandably an epoch of few new species.


          


          Paleogeography


          During this period, the continents continued to drift toward their present positions. Antarctica continued to become more isolated and finally developed a permanent ice cap.(Haines)


          Mountain building in western North America continued, and the Alps started to rise in Europe as the African plate continued to push north into the Eurasian plate, isolating the remnants of Tethys Sea. A brief marine incursion marks the early Oligocene in Europe. Oligocene marine exposures are rare in North America. There appears to have been a land bridge in the early Oligocene between North America and Europe since the faunas of the two regions are very similar. During sometime in the Oligocene, South America was finally detached from Antarctica and drifted north towards North America. It also allowed the Antarctic Circumpolar Current to flow, rapidly cooling the continent.


          


          Flora


          Angiosperms continued their expansion throughout the world; tropical and sub-tropical forests were replaced by temperate deciduous woodlands. Open plains and deserts became more common. Grasses expanded from the water-bank habitat in the Eocene and moved out into open tracts; however even at the end of the period it was not quite common enough for modern savanna.(Haines)


          In North America, subtropical species dominated with cashews and lychee trees present, and temperate trees such as roses, beech and pine were common. The legumes of the pea and bean family spread, and sedges, bulrushes and ferns continued their ascent.


          


          Fauna


          Important Oligocene land faunas are found on all continents except Australia. Even more open landscapes allowed animals to grow to larger sizes than they had earlier in the Paleogene.(Haines) Marine faunas became fairly modern, as did terrestrial vertebrate faunas in the northern continents. This was probably more as a result of older forms dying out than as a result of more modern forms evolving.


          South America was apparently isolated from the other continents and evolved a quite distinct fauna during the Oligocene.


          Reptiles were abundant in the Oligocene. Choristodera, a group of semi- aquatic, crocodile-like, diapsid ( archosauromorph?) reptiles originated in the Jurassic, possibly as far back as Late Triassic. Early in the Oligocene, the Choristodera became extinct, possibly due to climate changes. Snakes and lizards did diversify to a degree.
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          Mammals included: Brontotherium, Indricotherium, Entelodont, Hyaenodon, Mesohippus. Elephant-like forms, Proboscidea, were present.


          The Oligocene oceans resembled today's fauna, such as the bivalves. The baleen and toothed cetaceans (whales) just appeared, and their ancestors, the Archaeoceti cetaceans remained relatively common but their numbers were falling as Oligocene progressed because of climate changes and competition with today's modern cetaceans and the Charcharinid sharks, which also appeared in this epoch. Pinnipeds probably appeared near the end of the epoch from a bear-like or otter-like ancestor.


          


          Oceans


          Oceans continued to cool, particularly around Antarctica.


          


          Impact Events


          Recorded extraterrestrial objects:


          
            	Popigai Siberia (100Km, 35.7Ma)


            	near Chesapeake Bay(90Km, 35.5Ma).


            	Nunavut, Canada (24Km, 23mA)

          


          
            	Legend:


            	Ma Million Years Ago


            	Km Kilometer Diameter
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                  Fat composition
                

              
            


            
              	Saturated fats

              	Palmitic acid: 7.520.0%

              Stearic acid: 0.55.0%

              Arachidic acid: <0.8%

              Behenic acid: <0.3%

              Myristic acid: <0.1%

              Lignoceric acid: <1.0%
            


            
              	Unsaturated fats

              	yes
            


            
              	 Monounsaturated fats

              	Oleic acid: 55.083.0%

              Palmitoleic acid: 0.33.5%
            


            
              	 Polyunsaturated fats

              	Linoleic acid: 3.521.0%

              Linolenic acid: <1.5%
            


            
              	
                


                
                  Properties
                

              
            


            
              	Food energy per 100g

              	3700 kJ (890 kcal)
            


            
              	Melting point

              	6.0 C (21 F)
            


            
              	Boiling point

              	300 C (570 F)
            


            
              	Smoke point

              	190 C (375 F) (virgin)

              210 C (410 F) (refined)
            


            
              	Specific gravity at 20 C

              	0.91500.9180 (@ 15.5 C)
            


            
              	Viscosity at 20 C

              	84 cP
            


            
              	Refractive index

              	1.46771.4705 (virgin and refined)

              1.46801.4707 (pomace)
            


            
              	Iodine value

              	7594 (virgin and refined)

              7592 (pomace)
            


            
              	Acid value

              	maximum: 6.6 (refined and pomace)

              0.6 (extra-virgin)
            


            
              	Saponification value

              	184196 (virgin and refined)

              182193 (pomace)
            


            
              	Peroxide value

              	20 (virgin)

              10 (refined and pomace)
            

          


          Olive oil is a fruit oil obtained from the olive (Olea europaea; family Oleaceae along with lilacs, jasmine and ash trees), a traditional tree crop of the Mediterranean Basin. The wild olive tree originated in Asia Minor, today the nation of Turkey. It is commonly used in cooking, cosmetics, pharmaceuticals, and soaps and as a fuel for traditional oil lamps.


          


          Market


          Over 750 million olive trees are cultivated worldwide, 95% of which are in the Mediterranean region. Most of global production comes from Southern Europe, North Africa and Middle East.


          World production in 2002 was 2.6 million metric tons, of which Spain contributed 40% to 45%. In 2006 Turkey accounted for about 5% of world production, similar to the Spanish province of Jaen alone, well known for the biggest olive groves in the world..


          Of the European production, 93% comes from Spain, Italy, Greece, and Turkey (in order of annual production).


          Greece devotes 60% of its cultivated land to olive growing. It is the world's top producer of black olives and has more varieties of olives than any other country. Greece holds third place in world olive production with more than 132 million trees, which produce approximately 350,000 tons of olive oil annually, of which 82% is extra-virgin (see below for an explanation of terms). About half of the annual Greek olive oil production is exported, but only some 5% of this reflects the origin of the bottled product. Greece exports mainly to European Union (EU) countries, principally Italy, which receives about three-quarters of total exports. Olives are grown for oil in mainland Greece, with Peloponnese being the source of 65% of Greek production, as well as in Crete, the Aegean Islands and Ionian Islands.


          Among the many different olive varieties or cultivars in Italy are Frantoio, Leccino Pendolino, and Moraiolo. In Spain the most important varieties are the Picual, Alberquina, Hojiblanca, and Manzanillo de Jan. In Greece: Koroneiki. In France: Picholine. In California: Mission. In Portugal: Galega. The oil from the varieties varies in flavour and stability (shelf life).


          In North America, Italian and Spanish olive oils are the best-known, and top-quality extra-virgin oils from Italy, Spain and Greece are sold at high prices, often in "prestige" packaging. A large part of US olive oil imports come from the EU, especially Spain. The US imported 28.95 million gallons of olive oil in 1994, a 215% increase from 1984. The US is Italy's biggest customer, importing 22% of total Italian production of 131.6 million gallons in 1994.


          


          Regulation and adulteration


          The International Olive Oil Council (IOOC) is an intergovernmental organization based in Madrid, Spain, with 23 member states. It promotes olive oil around the world by tracking production, defining quality standards, and monitoring authenticity. More than 85% of the world's olives are grown in IOOC member nations. The United States is not a member of the IOOC, and the US Department of Agriculture does not legally recognize its classifications (such as extra-virgin olive oil). The USDA uses a different system, which it defined in 1948 before the IOOC existed. The California Olive Oil Council, a private trade group, is petitioning the USDA to adopt IOOC rules.


          The IOOC officially governs 95% of international production and holds great influence over the rest. IOOC terminology is precise, but it can lead to confusion between the words that describe production and the words used on retail labels. Olive oil is classified by how it was produced, by its chemistry, and by its flavor. All production begins by transforming the olive fruit into olive paste. This paste is then malaxed to allow the microscopic oil droplets to concentrate. The oil is extracted by means of pressure (traditional method) or centrifugation (modern method). After extraction the remnant solid substance, called pomace, still contains a small quantity of oil.


          The EU regulates the use of different protected designation of origin labels for olive oils.


          An article by Tom Mueller in the August 13, 2007 Issue of the The New Yorker alleges that regulation, particularly in Italy, is extremely lax and corrupt. Mueller states that major Italian shippers routinely adulterate olive oil and that only about 40% of olive oil sold as "extra virgin" actually meets the specification. In some cases, colza oil with added colour and flavor has been labeled and sold as olive oil. This extensive fraud prompted the Italian government to mandate a new labeling law in 2007 for companies selling olive oil, under which every bottle of Italian olive oil would have to declare the farm and press on which it was produced, as well as display a precise breakdown of the oils used, for blended oils. In February 2008, however, EU officials took issue with the new law, stating that under EU rules such labeling should be voluntary rather than compulsory. Under EU rules, olive oil may be sold as Italian even if it only contains a small amount of Italian oil.


          In March 2008, 400 Italian police officers conducted "Operation Golden Oil," arresting 23 people and confiscating 85 farms after an investigation revealed a large-scale scheme to relabel oils from other Mediterranean nations as Italian. In April 2008 another operation impounded seven olive oil plants and arrested 40 people in nine provinces of northern and southern Italy for adding chlorophyll to sunflower and soybean oil and selling it as extra virgin olive oil, both in Italy and abroad. 25,000 liters of the fake oil were seized and prevented from being exported.


          Adulterated oil is usually no more serious than passing off inferior, but safe, product as superior olive oil, but there are no guarantees. Almost 700 people died, it is believed, as a consequence of consuming rapeseed (canola) oil adulterated with aniline intended for use as an industrial lubricant, but sold in 1981 as olive oil in Spain .


          


          Industrial grades


          The grades of oil extracted from the olive fruit can be classified as:


          
            	Virgin means the oil was produced by the use of physical means and no chemical treatment. The term virgin oil referring to production is different from Virgin Oil on a retail label (see next section).


            	Refined means that the oil has been chemically treated to neutralize strong tastes (characterized as defects) and neutralize the acid content (free fatty acids). Refined oil is commonly regarded as lower quality than virgin oil; the retail labels extra-virgin olive oil and virgin olive oil cannot contain any refined oil.


            	Pomace olive oil means oil extracted from the pomace using chemical solventsmostly hexaneand by heat.

          


          Quantitative analysis can determine the oil's acidity, defined as the percent, measured by weight, of free oleic acid it contains. This is a measure of the oil's chemical degradation; as the oil degrades, more fatty acids are freed from the glycerides, increasing the level of free acidity and thereby increasing rancidity. Another measure of the oil's chemical degradation is the organic peroxide level, which measures the degree to which the oil is oxidized, another cause of rancidity.


          In order to classify it by taste, olive oil is subjectively judged by a panel of professional tasters in a blind taste test. This is also called its organoleptic quality.


          


          Retail grades in IOOC member nations


          In countries which adhere to the standards of the IOOC the labels in stores show an oil's grade. The US is not a member.


          
            	Extra-virgin olive oil comes from cold pressing of the olives, contains no more than 0.8% acidity, and is judged to have a superior taste. Extra-virgin and virgin olive oil may not contain refined oil.


            	Virgin olive oil has an acidity less than 2%, and is judged to have a good taste.


            	Pure olive oil. Oils labeled as Pure olive oil or Olive oil are usually a blend of refined and virgin or extra-virgin oil.


            	Olive oil is a blend of virgin oil and refined oil, of no more than 1.5% acidity. It commonly lacks a strong flavor.


            	Olive-pomace oil is a blend of refined pomace olive oil and possibly some virgin oil. It is fit for consumption, but may not be described simply as olive oil. Olive-pomace oil is rarely sold at retail; it is often used for certain kinds of cooking in restaurants.


            	Lampante oil is olive oil not suitable as food; lampante comes from olive oil's long-standing use in oil-burning lamps. Lampante oil is mostly used in the industrial market.

          


          


          Label wording


          Olive oil vendors choose the wording on their labels very carefully.


          
            	"100% Pure Olive Oil" is often the lowest quality available in a retail store: better grades would have "virgin" on the label.


            	"Made from refined olive oils" means that the taste and acidity were chemically controlled.


            	"Light olive oil" means refined olive oil, with less flavour. All olive oil has 120 calories per tablespoon (34 J/ml).


            	"From hand-picked olives" implies that the oil is of better quality, since producers harvesting olives by mechanical methods are inclined to leave olives to over-ripen in order to increase yield.


            	"First cold press" means that the oil in bottles with this label is the first oil that came from the first press of the olives. The word cold is important because if heat is used, the olive oil's chemistry is changed. It should be noted that extra-virgin olive oil is cold pressed, but not necessarily the first oils.


            	The label may indicate that the oil was bottled or packed in a stated country. This does not necessarily mean that the oil was produced there. The origin of the oil may sometimes be marked elsewhere on the label; it may be a mixture of oils from several places.

          


          


          Retail grades in the United States


          As the United States is not a member, the IOOC retail grades have no legal meaning there; terms such as "extra virgin" may be used without legal restrictions. The U.S. Department of Agriculture (USDA), which controls this aspect of labeling, currently lists four grades of olive oil: "Fancy", "Choice", "Standard", and "Substandard", also called Grades A through D. These grades were established in 1948, and are based on acidity, absence of defects, odour and flavor.


          


          Global consumption


          Greece has by far the largest per capita consumption of olive oil worldwide, over 26 liters per year; Spain and Italy, around 14 L; Tunisia, Portugal and Syria, around 8 L. Northern Europe and North America consume far less, around 0.7 L, but the consumption of olive oil outside its home territory has been rising steadily.


          Price is an important factor on olive oil consumption in the world commodity market. In 1997, global production rose by 47%, which replenished low stocks, lowered prices, and increased consumption by 27%. Overall, world consumption trends are up by 2.5%. Production trends are also up due to expanded plantings of olives in Europe, Latin America, the USA, and Australia.
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              Olive tree in Portugal
            

          


          


          Global market


          The main producing and consuming countries are:


          
            
              	Country

              	Production (2005)

              	Consumption (2005)

              	Annual Per Capita Consumption (kg)
            


            
              	Spain

              	36%

              	20%

              	13.62
            


            
              	Tunisia

              	32%

              	25%

              	11.1

              	
            


            
              	Italy

              	25%

              	30%

              	12.35
            


            
              	Greece

              	18%

              	9%

              	23.7
            


            
              	Turkey

              	5%

              	2%

              	1.2

              	
            


            
              	Syria

              	4%

              	3%

              	6

              	
            


            
              	Morocco

              	3%

              	2%

              	1.8

              	
            


            
              	Portugal

              	1%

              	2%

              	7.1

              	
            


            
              	United States

              	0%

              	8%

              	0.56
            


            
              	France

              	0%

              	4%

              	1.34

              	
            


            
              	Lebanon

              	0%

              	3%

              	1.18

              	
            

          


          


          Extraction


          The most traditional way of making olive oil is by grinding olives. Green olives produce bitter oil, and overripe olives produce rancid oil, so care is taken to make sure the olives are perfectly ripened. First the olives are ground into paste using large millstones. The olive paste generally stays under the stones for 3040 minutes. The oil collected during this part of the process is called virgin oil. After grinding, the olive paste is spread on fibre disks, which are stacked on top of each other, then placed into the press. Pressure is then applied onto the disk to further separate the oil from the paste. This second step produces a lower grade of oil.


          


          Constituents


          Olive oil is composed mainly of oleic acid and palmitic acid and other fatty acids, along with traces of squalene (up to 0.7%) and sterols (about 0.2% phytosterol and tocosterols). The composition varies by cultivar, region, altitude, time of harvest, and extraction process.


          Olive oil contains a group of related natural products with potent antioxidant properties which give extra-virgin unprocessed olive oil its bitter and pungent taste and which are esters of tyrosol and hydroxytyrosol, including oleocanthal and oleuropein.


          


          Human health


          
            
              	Olive oil

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 890 kcal  3700 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	0 g
                  


                  
                    	Fat

                    	100 g
                  


                  
                    	- saturated 14 g
                  


                  
                    	- monounsaturated 73 g 
                  


                  
                    	- polyunsaturated 11 g 
                  


                  
                    	 - omega-3 fat <1.5 g 
                  


                  
                    	 - omega-6 fat 3.5-21g 
                  


                  
                    	Protein

                    	0 g
                  


                  
                    	Vitamin E 14 mg

                    	93%
                  


                  
                    	Vitamin K 62 g

                    	59%
                  

                

              
            


            
              	100 g olive oil is 109 ml

              Percentages are relative to US

              recommendations for adults.

            

          


          Evidence from epidemiological studies suggests that a higher proportion of monounsaturated fats in the diet is linked with a reduction in the risk of coronary heart disease. This is significant because olive oil is considerably rich in monounsaturated fats, most notably oleic acid.


          In the United States, producers of olive oil may place the following health claim on product labels:


          
            	Limited and not conclusive scientific evidence suggests that eating about two tablespoons (23 grams) of olive oil daily may reduce the risk of coronary heart disease due to the monounsaturated fat in olive oil. To achieve this possible benefit, olive oil is to replace a similar amount of saturated fat and not increase the total number of calories you eat in a day.

          


          This decision was announced November 1, 2004, by the Food and Drug Administration after application was made to the FDA by producers. Similar labels are permitted for foods rich in omega-3 fatty acids such as walnuts.


          There is a large body of clinical data to show that consumption of olive oil can provide heart health benefits such as favourable effects on cholesterol regulation and LDL cholesterol oxidation, and that it exerts antiinflamatory, antithrombotic, antihypertensive as well as vasodilatory effects both in animals and in humans.


          But some clinical evidence suggests that it is olive oil's phenolic content, rather than its fatty acid profile, that is responsible for at least some of its cardioprotective benefits. For example, a clinical trial published in 2005 compared the effects of different types of olive oil on arterial elasticity. Test subjects were given a serving of 60 grams of white bread and 40 milliliters of olive oil each morning for two consecutive days. The study was conducted in two stages. During the first stage, the subjects received polyphenol-rich oil (extra virgin oil contains the highest amount of polyphenol antioxidants). During the second phase, they received oil with only one fifth the phenolic content. The elasticity of the arterial walls of each subject was measured using a pressure sleeve and a Doppler laser. It was discovered that after the subjects had consumed olive oil high in polyphenol antioxidants, they exhibited increased arterial elasticity, while after the consumption of olive oil containing fewer polyphenols, they displayed no significant change in arterial elasticity. It is theorized that, in the long term, increased elasticity of arterial walls reduces vascular stress and consequentially the risk of two common causes of deathheart attacks and stroke. This could, at least in part, explain the lower incidence of both diseases in regions where olive oil and olives are consumed on a daily basis.


          In addition to the internal health benefits of olive oil, topical application is quite popular with fans of natural health remedies. Extra Virgin Olive Oil is the preferred grade for moisturizing the skin, especially when used in the Oil Cleansing Method (OCM). OCM is a method of cleansing and moisturizing the face with a mixture of extra virgin olive oil, castor oil (or another suitable carrier oil) and a select blend of essential oils.


          Jeanne Calment, who holds the record for the longest confirmed lifespan, reportedly attributed her longevity and relatively youthful appearance to olive oil, which she said she poured on all her food and rubbed into her skin.


          However, some of these benefits are disputed. Several scientific studies doubt some of the previously stated positive effects and state several negative effects of olive oil such as impairment of the dilation of the arteries.


          


          Culinary use


          Ultra-virgin olive oil is often used for dressing salads and foods to be eaten cold. It is used for frying ingredients (e.g., onions) which are used in stews and similar dishes. It can be used for deep frying. Olive oil, particularly the unrefined grades, gives a pronounced flavour to foods, and is used either where the flavour is desired, or in countries where olive oil is the most common cooking oil.


          The flavour of cold-pressed olive oils vary considerably, and choosing an oil can be similar to selecting a wine. It is not simply a matter of better and worse oils; individual tastes differ, and different oils may be more suited for different dishes.


          A factor which is not realised in countries which do not produce oil is that the freshness makes a big difference; a very fresh oil, as available in an oil-producing region, is noticeably different from the older oils available elsewhere. And oils deteriorate as they become stale.


          


          Medicinal use


          Olive oil is unlikely to cause allergic reactions, and as such is used in preparations for lipophilic drug ingredients. It does have demulcent properties, and mild laxative properties, acting as a stool softener. It is also used at room temperature as an ear wax softener. Olive oil is also a potent blocker of intestinal contractions, and can be used to treat excessive Borborygmus.


          Oleocanthal from olive oil is a non-selective inhibitor of cyclooxygenase (COX) similar to classical NSAIDs like ibuprofen. It has been suggested that long-term consumption of small quantities of this compound from olive oil may be responsible in part for the low incidence of heart disease associated with a Mediterranean diet.


          


          History
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              Ancient Greek olive oil production workshop in what is now Kilizman,Turkey
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              The Manufacture of Oil, drawn and engraved by J. Amman in the Sixteenth Century.
            

          


          Homer called it "liquid gold." In ancient Greece, athletes ritually rubbed it all over their body. Olive oil has been more than mere food to the peoples of the Mediterranean: it has been medicinal, magical, an endless source of fascination and wonder and the fountain of great wealth and power.


          Besides food, olive oil has been used for religious rituals, medicines, as a fuel in oil lamps, soap-making, and skin care application. The importance and antiquity of olive oil can be seen in the fact that the English word oil derives from c. 1175, olive oil, from Anglo-Fr. and O.N.Fr. olie, from O.Fr. oile (12c., Mod.Fr. huile), from L. oleum "oil, olive oil" (cf. It. olio), from Gk. elaion "olive tree", which may have been borrowed through trade networks from the Semitic Phoenician use of el'yon meaning "superior", probably in recognized comparison to other vegetable or animal fats available at the time.


          The olive tree is native to the Mediterranean basin; wild olives were collected by Neolithic peoples as early as the 8th millennium BC. The wild olive tree has possibly originated in Asia Minor..


          It is not clear when and where olive trees were first domesticated: in Asia Minor in the 6th millennium; along the Levantine coast stretching from the Sinai Peninsula to modern Turkey in the 4th millennium ; or somewhere in the Mesopotamian Fertile Crescent in the 3rd millennium.


          A widespread view exists that the first cultivation took place on the island of Crete. The earliest surviving olive oil amphorae date to 3500 BC (Early Minoan times), though the production of olive is assumed to have started before 4000 BC. An alternative view retains that olives were turned into oil by 4500 BC by Canaanites in present-day Israel.
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              Ancient oil press

              Bodrum Museum of Underwater Archaeology, Bodrum, Turkey
            

          


          Recent genetic studies suggest that species used by modern cultivators descend from multiple wild populations, but a detailed history of domestication is not yet understood.


          Many ancient presses still exist in the Eastern Mediterranean region, and some dating to the Roman period are still in use today.


          


          Eastern Mediterranean


          Over 5,000 years ago oil was being extracted from olives in the Eastern Mediterranean. In the centuries that followed, olive presses became common, from the Atlantic shore of North Africa to Persia and from the Po Valley to the settlements along the Nile.


          Olive trees and oil production in the Eastern Mediterranean can be traced to archives of the ancient city-state Ebla (26002240 BC), which were located on the outskirts of the Syrian city Aleppo. Here some dozen documents dated 2400 BC describe lands of the king and the queen. These belonged to a library of clay tablets perfectly preserved by having been baked in the fire that destroyed the palace. A later source is the frequent mentions of oil in Tanakh.


          Dynastic Egyptians before 2000 BC imported olive oil from Crete, Syria and Canaan and oil was an important item of commerce and wealth. Remains of olive oil have been found in jugs over 4,000 years old in a tomb on the island of Naxos in the Aegean Sea. Sinuhe, the Egyptian exile who lived in northern Canaan about 1960 BC, wrote of abundant olive trees.


          Until 1500 BC, the eastern coastal areas of the Mediterranean were most heavily cultivated. Olive trees were certainly cultivated by the Late Minoan period (1500 BC) in Crete, and perhaps as early as the Early Minoan. The cultivation of olive trees in Crete became particularly intense in the post-palatial period and played an important role in the island's economy. The Minoans used olive oil in religious ceremonies. The oil became a principal product of the Minoan civilization, where it is thought to have represented wealth. The Minoans put the pulp into settling tanks and, when the oil had risen to the top, drained the water from the bottom.. Olive tree growing reached Iberia and Etruscan cities well before the 8th century BC through trade with the Phoenicians and Carthage, then spread into Southern Gaul by the Celtic tribes during the 7th century BC.


          The first recorded oil extraction is known from the Hebrew Bible and took place during the Exodus from Egypt, during the 13th century BC. During this time, the oil was derived through hand-squeezing the berries and stored in special containers under guard of the priests. A commercial mill for non-sacramental use of oil was in use in the tribal Confederation and later the Kingdom of Israel c. 1000 BC. Over 100 olive presses have been found in Tel Miqne (Ekron), where the Biblical Philistines also produced oil. These presses are estimated to have had output of between 1,000 and 3,000 tons of olive oil per season.


          Olive trees were planted in the entire Mediterranean basin during evolution of the Roman republic and empire. According to the historian Pliny, Italy had "excellent olive oil at reasonable prices" by the first century AD, "the best in the Mediterranean", he maintained, a claim probably disputed by many ancient olive growers. Thus olive oil was very common in Hellene and Latin cuisine. According to legend, the city of Athens obtained its name because Athenians considered olive oil essential, preferring the offering of the goddess Athena (an olive tree) over the offering of Poseidon (a spring of salt water gushing out of a cliff).


          The Spartans were the Hellenes who used oil to rub themselves while exercising in the gymnasia. The practice served to eroticise and highlight the beauty of the male body. From its beginnings early in the seventh century BC, the decorative use of olive oil quickly spread to all of Hellenic city states, together with naked appearance of athletes, and lasted close to a thousand years despite its great expense.


          


          Religious use


          In Jewish observance, olive oil is the only fuel allowed to be used in the seven-branched Menorah (not a candelabrum since the use of candles was not allowed) in the Mishkan service during the Exodus of the tribes of Israel from Egypt, and later in the permanent Temple in Jerusalem. It was obtained by using only the first drop from a squeezed olive and was consecrated for use only in the Temple by the priests, which is where the expression pure olive oil originates, stored in special containers. A copy of the Menorah is now used during the holiday of Hanukkah that celebrates the miracle of the last of such containers being found during the re-dedication of the Temple (163 BC), when its contents lasted for far longer then they were expected to, allowing more time for more oil to be made. Although candles can be used to light the Hanukkiah, oil containers are preferred, to imitate the original Menorah. Another use of oil in Jewish religion is for anointing the kings of the Kingdom of Israel, originating from King David. Tzidkiyahu was the last anointed King of Israel. One unusual use of olive oil in the Talmud is for bad breath, by creating a water-oil-salt mouthwash.


          Olive oil also has religious symbolism for healing and strength and to consecration  God's setting a person or place apart for special work. This may be related to its ancient use as a medicinal agent and for cleansing athletes by slathering them in oil then scraping them. The Catholic and Orthodox Churches use olive oil for the Oil of Catechumens (used to bless and strengthen those preparing for Baptism) and Oil of the Sick (used to confer the Sacrament of Anointing of the Sick). Olive oil mixed with a perfuming agent like balsam is consecrated by bishops as Sacred Chrism, which is used to confer the sacrament of Confirmation (as a symbol of the strengthening of the Holy Spirit), in the rites of Baptism and the ordination of priests and bishops, in the consecration of altars and churches, and, traditionally, in the anointing of monarchs at their coronation. The Church of Jesus Christ of Latter-day Saints (Mormons) and a number of other religions use olive oil when they need to consecrate an oil for anointings.


          Eastern Orthodox Christians still use oil lamps in their churches and home prayer corners. A vigil lamp consists of a votive glass containing a half-inch of water and filled the rest with olive oil. The glass has a metal holder that hangs from a bracket on the wall or sits on a table. A cork float with lit a wick floats on the oil. To douse the flame, the float is carefully pressed down into the oil.


          In Islam, olive oil is mentioned in the Quranic verse: "God is the light of heavens and earth. An example of His light is like a lantern inside which there is a tourch, the tourch is in a glass bulb, the glass bulb is like a bright planet lit by a blessed olive tree, neither Eastern nor Western, its oil almost glows, even without fire touching it, light upon light." The Quran also mentions olives as a sacred plant: "By the fig and the olive, and the Mount of Sinai, and this secure city." Olive oil is also reported to have been recommended by the Muslim Prophet Muhammad in the following terms: "Consume olive oil and anoint it upon your bodies since it is of the blessed tree." He also stated that it cures 70 diseases.
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                An unfinished miniature portrait of Oliver Cromwell by Samuel Cooper, 1657.
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          Oliver Cromwell ( April 25, 1599 (1599-04-25) September 3, 1658) was an English military and political leader best known for his involvement in making England into a republican Commonwealth and for his later role as Lord Protector of England, Scotland and Ireland. He was a mid- gentry yeoman farmer for the first forty years of his life; a religious conversion experience made religion the central fact of his life and actions. A brilliant soldier (called "Old Ironsides") he rose from the ranks to command the army. Politically he took control of England, Scotland, and Ireland as Lord Protector, from December 16, 1653 until his death. Cromwell is a very controversial figure in English historya regicidal dictator to some historians (such as David Hume and Christopher Hill) and a hero of liberty to others (such as Thomas Carlyle and Samuel Rawson Gardiner). In Ireland, where his measures against Irish Catholics have been characterised by many historians as genocidal or near-genocidal he and his memory are widely despised.


          Cromwell's career is full of contradictions. He was a regicide who debated whether to accept the crown himself and decided not tothough ironically he had more power than Charles I. He was a parliamentarian who ordered his soldiers to dissolve parliaments. Under his rule, the Protectorate advocated religious liberty of conscience but allowed blasphemers to be tortured. He advocated equitable justice but imprisoned those who criticised his raising taxation outside the agreement of Parliament. Admirers hail him as a strong, stabilising and stately leader who brought international respect, overthrew tyranny and promoted republicanism and liberty. In a BBC poll of 100 Greatest Britons, he was voted number 10. Cromwell's critics ridiculed him as an overly ambitious hypocrite who betrayed the cause of liberty, imposed puritanical values and showed scant respect for the nation's traditions. When the Royalists returned to power, his corpse was dug up, hung in chains, and beheaded.


          


          Early years: 15991640


          Cromwell was born in Huntingdon on 25 April 1599. He was descended from Catherine Cromwell (born circa 1482), an older sister of Tudor statesman Thomas Cromwell. Catherine was married to Morgan ap Williams, son of William ap Yevan of Wales and Joan Tudor. The family line continued through Richard Cromwell (c. 15001544), Henry Cromwell (c. 1524 January 6, 1603), then to Oliver's father Robert Cromwell (c. 15601617), who married Elizabeth Steward or Stewart (15641654) on the day of Cromwell's birth. Thus, Thomas was Oliver's second great-granduncle.


          Records survive of Cromwell's baptism and of his attendance at Huntingdon grammar school. He went on to study at Sidney Sussex College, Cambridge, which was then a recently founded college with a strong puritan ethos. He left in June 1617 without taking a degree, immediately after the death of his father. Early biographers claim he then attended Lincoln's Inn, but there is no record of him in the Inn's archives. He is likely to have returned home to Huntingdon, given that his mother was widowed, his seven sisters were unmarried, and there was hence a need to take charge of the family.


          The crucial event of the 1620s was his marriage to Elizabeth Bourchier (15981665) on 22 August 1620. They had eight children; his successor Richard Cromwell (16261712) was the third son. Her father Sir James Bourchier was a London merchant who owned extensive land in Essex and had strong connections with puritan gentry families there. The marriage brought Cromwell into contact with Oliver St John and also with leading members of the London merchant community, and behind them the influence of the earls of Warwick and Holland. Membership of this godly network would prove crucial to Cromwells military and political career. At this stage, though, there is little evidence of Cromwells own religion. His letter in 1626 to Henry Downhall, an Arminian minister, suggests that Cromwell had yet to be influenced by radical puritanism. However, there is evidence that Cromwell went through a period of personal crisis during the late 1620s and early 1630s. He sought treatment for valde melancolicus ( depression) from London doctor Theodore Mayerne in 1628. He was also caught up in a fight amongst the gentry of Huntingdon over a new charter for the town, as a result of which he was called before the Privy Council in 1630.


          In 1631 Cromwell sold most of his properties in Huntingdonprobably as a result of the disputeand moved to a farmstead in St Ives. This was a major step down in society and seems to have had a major emotional and spiritual impact. A 1638 letter is a conversion account of how after having been "the chief of sinners", he had been called to be among "the congregation of the firstborn". By 1638, it is likely that Cromwell was a committed puritan, firmly associated with the Independent vision of religious freedom for all Protestants. He had also established important family links to leading godly families in Essex and London. In his own eyes, he had come through a period of crisis by virtue of Gods providence.


          


          Member of Parliament: 16281629 and 16401642


          Cromwell became the Member of Parliament for Huntingdon in the Parliament of 16281629, as a client of the Montagus. He made little impressionrecords for the Parliament are largely complete, and show only one speech (against the Arminian Bishop Richard Neile) that was poorly received.


          Charles I ruled without a Parliament for the next eleven years (having dissolved Parliament, of which Cromwell was a member, in 1629). When Charles was facing a Scottish rebellion known as the Bishops War, he was forced by shortage of funds to call a Parliament again in 1640. Cromwell was returned to this Parliament as member for Cambridge, but it only lasted for three weeks and became known as the Short Parliament. A second Parliament was called later in the same year, which was to become known as the Long Parliament. Cromwell was again returned to this Parliament as member for Cambridge. As with the Parliament of 1628-9, it is likely that Cromwell owed his position to the patronage of others, which would explain the fact that in the first week of the Parliament he was in charge of presenting a petition for the release of John Lilburne, who had become a puritan martyr after being arrested for importing religious tracts from Holland. For the first two years of the Long Parliament, Cromwell was linked to the group of aristocrats in the Lords he had already established links with in the 1630s, such as the earls of Essex, Warwick and Bedford, and Viscount Saye and Sele. At this stage, the group had an agenda of godly reformation: the executive checked by regular parliaments, and the moderate extension of liberty of conscience. In May 1641, for example, it was Cromwell who put forward the second reading of the Annual Parliaments Bill, and who later took a role in drafting the Root and Branch Bill for the abolition of episcopacy.


          Cromwell himself, though intensely religious, was little concerned with the outward forms of religion, and did not affiliate himself with any confessional group, such as the independents or Presbyterians. Instead he sought a broad religious liberty in the belief that all the Protestant faiths contained some elements of God's truth, and hoping they would coalesce.


          


          Military Commander: 16421646
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          Failure to resolve the issues before the Long Parliament led to armed conflict between Parliamentarians and Royalists in the autumn of 1642. Support for Parliament tended to be concentrated in London, the South-East and the Midlands, whereas the Royalists gathered most of their support from the North, the West Country and Wales.


          Before joining the Parliamentary Army, Cromwell's only military experience was in the trained bands, the local county militia. Now 43 years old, he recruited a cavalry troop in Cambridgeshire after blocking a shipment of silver from Cambridge colleges that was meant for the king. Cromwell and his troop fought at the indecisive battle of Edgehill in October 1642. The troop was recruited to be a full regiment in the winter of 1642/3, making up part of the Eastern Association under the Earl of Manchester. Cromwell gained experience and victories in a number of successful actions in East Anglia in 1643, notably at the battle of Gainsborough on July 28. After this he was made governor of Ely and made a colonel in the Eastern Association.


          By the time of the Battle of Marston Moor in July, 1644, Cromwell had risen to the rank of Lieutenant General of horse in Manchester's army. The success of his cavalry in breaking the ranks of the Royalist horse and then attacking their infantry from the rear at Marston Moor was a major factor in the Parliamentarian victory in the battle. Cromwell fought at the head of his troops in the battle and was wounded in the head. Marston Moor secured the north of England for the Parliamentarians, but failed to end Royalist resistance. The indecisive outcome of the second Battle of Newbury in October meant that by the end of 1644, the war still showed no signs of ending. Cromwell's experience at Newbury, where Manchester had let the King's army slip out of an encircling manoeuvre, led to a serious dispute with Manchester, whom he believed to be less than enthusiastic in his conduct of the war. Manchester later accused Cromwell of recruiting men of "low birth" as officers in the army, to which he replied: "If you choose godly honest men to be captains of horse, honest men will follow them... I would rather have a plain russet-coated captain who knows what he fights for and loves what he knows than that which you call a gentleman and is nothing else". At this time, Cromwell also fell into dispute with Major-General Lawrence Crawford, a Scottish Covenanter Presbyterian attached to Manchester's army, who objected to Cromwell's encouragement of unorthodox Independents and Anabaptists. Cromwell's differences with the Scots (at that time allies of the Parliament) would later develop into outright enmity in 1648 and in 1650-51.


          Partly in response to the failure to capitalise on their victory at Marston Moor, the Parliament passed the Self-Denying Ordinance in early 1645. This forced members of Parliament such as Manchester to choose between civil office and military command. All of them  with the exception of Cromwell, who was exempted  chose to renounce their military positions. The Ordinance also decreed that the army be "remodeled" on a national basis, replacing the old county associations. In April 1645 the New Model Army finally took to the field, with Sir Thomas Fairfax in command and Cromwell as Lieutenant-General of cavalry, and second-in-command. By this time, the Parliamentarian's field army outnumbered the King's by roughly two to one. At the Battle of Naseby in June 1645, the New Model Army smashed the King's major army. Cromwell led his wing with great success at Naseby, again routing the Royalist cavalry. At the battle of Langport on July 10, Cromwell participated in the defeat of the last sizable Royalist field army. Naseby and Langport effectively ended the King's hopes of victory and the subsequent Parliamentarian campaigns involved taking the remaining fortified Royalist positions in the west of England. In October 1645, Cromwell besieged and took Basing House, where he was accused of killing 100 of the 300 man Royalist garrison there after they had surrendered. Cromwell also took part in sieges at Bridgwater, Sherborne, Bristol, Devizes, and Winchester, then spending the first half of 1646 mopping up resistance in Devon and Cornwall. Charles I surrendered to the Scots on May 5, 1646, effectively ending the First English Civil War. Cromwell and Fairfax took the formal surrender of the Royalists at Oxford in June.


          Cromwell had no formal training in military tactics, and followed the common practice of ranging his cavalry in three ranks and pressing forward. This method relied on impact rather than firepower. His strengths were in an instinctive ability to lead and train his men, and in his moral authority. In a war fought mostly by amateurs, these strengths were significant, and are likely to have contributed to the discipline of Cromwells cavalry.


          


          Politics: 16471649


          In February 1647 Cromwell suffered from an illness that kept him out of political life for over a month. By the time of his recovery, the Parliamentarians were split over the issue of the king. A majority in both Houses pushed for a settlement that would pay off the Scottish army, disband much of the New Model Army, and restore Charles I in return for a Presbyterian settlement of the Church. Cromwell rejected the Scottish model of Presbyterianism, which threatened to replace one authoritarian hierarchy with another. The New Model Army, radicalised by the failure of the Parliament to pay the wages it was owed, petitioned against these changes, but the Commons declared the petition unlawful. During May 1647, Cromwell was sent to the army's headquarters in Saffron Walden to negotiate with them, but failed to reach agreement. In June 1647, a troop of cavalry under Cornet George Joyce seized the king from Parliament's imprisonment. Although Cromwell is known to have met with Joyce on 31 May, it is impossible to be sure what Cromwell's role in this event was.


          Cromwell and Henry Ireton then drafted a manifestothe " Heads of Proposals"designed to check the powers of the executive, set up regularly elected parliaments, and restore a non-compulsory episcopalian settlement. Many in the army, such as the Levellers led by John Lilburne, thought this was insufficient demanding full political equality for all men, leading to tense debates in Putney during the autumn of 1647 between Cromwell, Ireton and the army. The Putney Debates ultimately broke up without reaching a resolution. Cromwell would later have to use force to put down the most radical elements within the New Model in May of 1649. The debates, and the escape of Charles I from Hampton Court on 12 November, are likely to have hardened Cromwell's resolve against the king.


          The failure to conclude a political agreement with the king eventually led to the outbreak of the Second English Civil War in 1648, when the King tried to regain power by force of arms. Cromwell first put down a Royalist uprising in south Wales and then marched north to deal with a pro-Royalist Scottish army (the Engagers) who had invaded England. At Preston, Cromwell, in sole command for the first time with an army of 9,000, won a brilliant victory against an army twice that size comprising the Scots allies of the king.


          During 1648, Cromwell's letters and speeches became drenched in biblical imagery, many of them meditations on the meaning of particular passages. For example, after the battle of Preston, study of Psalms 17 and 105 led him to tell parliament that "they that are implacable and will not leave troubling the land may be speedily destroyed out of the land". A letter to Oliver St John in September 1648 urged him to read Isaiah 8, in which the kingdom falls and only the godly survive. This letter suggests that it was Cromwell's faith, rather than a commitment to radical politics, coupled with parliament's decision to engage in negotiations with the king at the Treaty of Newport, that led him to realise that God had spoken against both the king and Parliament as lawful authorities. For Cromwell, the army was now God's chosen instrument. The episode shows Cromwells firm belief in " Providentialism"that God was actively directing the affairs of the world, through the actions of "chosen people" (whom God had "provided" for such purposes). Cromwell believed, during the Civil Wars, that he was one of these people, and he interpreted victories as indications of God's approval of his actions, and defeats as signs that God was directing him in another direction.


          In December 1648, those MPs who wished to continue negotiations with the King were prevented from sitting by a troop of soldiers headed by Colonel Thomas Pride, an episode soon to be known as Pride's Purge. Those remaining, known as the Rump Parliament, agreed that Charles should be tried on a charge of treason. Cromwell was still in the north of England, dealing with Royalist resistance when these events took place. However, after he returned to London, on the day after Pride's Purge, he became a determined supporter of the King's trial and execution. He believed that killing Charles was the only way to bring the civil wars to an end. A court was duly constituted, and the death warrant for Charles was eventually signed by 59 of its members, including Cromwell. Charles was executed on January 30, 1649. This was the first time a monarch had ever been publicly executed in recorded history. The Royalists, meanwhile had regrouped in Ireland, having signed a treaty with the Irish Confederate Catholics. Preparations for an invasion of Ireland occupied Cromwell in the subsequent months. After quelling Leveller mutinies at Andover and Burford in May, Cromwell departed for Ireland from Bristol at the end of July.
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          Irish Campaign: 164950


          Cromwell led a Parliamentary invasion of Ireland from 164950, with the twin aims of eliminating the military threat posed by the alliance of the Irish Confederate Catholics and English Royalists (signed in 1649) to the Commonwealth and punishing the Irish for their rebellion of 1641. The English Parliament had long planned to re-conquer Ireland since 1641 and had already sent an invasion force there in 1647. Cromwell's invasion of 1649, however, was much larger and, with the civil war in England over, could be regularly reinforced and re-supplied. By the summer of 1649, the Irish-Royalist alliance was judged to be the biggest single threat facing the Commonwealth. Cromwell wrote, "I had rather be overthrown by a Cavalierish interest than a Scotch interest; I had rather be overthrown by a Scotch interest than an Irish interest and I think of all this is the most dangerous".


          Cromwell's nine month military campaign was brief and effective, though it did not end the war in Ireland. Before his invasion, Parliamentarian forces held only outposts in Dublin and Derry. When he departed Ireland, they occupied most of the eastern and northern parts of the country. After his landing at Dublin on August 15, 1649 (itself only recently secured for the Parliament at the battle of Rathmines), Cromwell took the fortified port towns of Drogheda and Wexford to secure logistical supply from England. At the siege of Drogheda in September 1649, Cromwell's troops massacred nearly 3,500 people after the town's capturecomprising around 2,700 Royalist soldiers and all the men in the town carrying arms, including some civilians, prisoners, and Roman Catholic priests. At the Siege of Wexford in October, another massacre took place under confused circumstances. While Cromwell himself was trying to negotiate surrender terms, the New Model Army soldiers broke into the town, killed 2,000 Irish troops and up to 1,500 civilians and burned much of the town. These actions still have resonance in Irish nationalist historical memory. The two atrocities, while horrifying in their own right, were not exceptional in the war in Ireland since its start in 1641, but are well-remembered even today. In part this is because of a concerted propaganda campaign by the Royalists, which portrayed Cromwell as a tyrant who indiscriminately slaughtered civilians wherever he went. This theme has been continued in histories and literature up to the present day. James Joyce, for example, mentioned Drogheda in his novel Ulysses: "What about sanctimonious Cromwell and his ironsides that put the women and children of Drogheda to the sword with the bible text God is love pasted round the mouth of his cannon?".


          After the fall of Drogheda, Cromwell sent a column north to Ulster to secure the north of the country and went on to besiege Waterford, Kilkenny and Clonmel in Ireland's south-east. Kilkenny surrendered on terms, as did many other towns like New Ross and Carlow, but Cromwell failed to take Waterford and at the siege of Clonmel in May 1650, he lost up to 2000 men in abortive assaults before the town surrendered. One of his major victories in Ireland was diplomatic rather than military. With the help of Roger Boyle, 1st Earl of Orrery, Cromwell persuaded the Protestant Royalist troops in Cork to change sides and fight with the Parliament At this point, word reached Cromwell that Charles II had landed in Scotland and been proclaimed king by the Covenanter regime. Cromwell therefore returned to England from Youghal on May 26 1650 to counter this threat. The Parliamentarian conquest of Ireland dragged on for almost three years after Cromwell's departure. The campaigns under Cromwell's successors Henry Ireton and Edmund Ludlow mostly consisted of long sieges of fortified cities and guerrilla warfare in the countryside. The last Catholic held town, Galway, surrendered in April 1652 and the last Irish troops capitulated in April of the following year.


          


          Debate over Cromwell's actions in Ireland


          The extent of Cromwell's alleged brutality in Ireland has been strongly debated. It is clear that Cromwell saw the Irish Catholics in general as enemies. During the civil wars, the Parliamentarian side in particular nursed a hatred towards the Catholic Irish, who were long seen as "savages" and inferior by the English. A desire for revenge for the massacres of the 1641 Irish Rebellion against English rule added to the general climate of Protestant hostility. Cromwell's hostility to them was religious as well as political. He was passionately opposed to the Roman Catholic Church, which he saw as denying the primacy of the Bible in favour of papal and clerical authority, and which he blamed for tyranny and persecution of Protestants in Europe. Cromwell's association between Catholicism and persecution were deepened with the Irish Rebellion of 1641. This rebellion was marked by massacres by native Irish Catholics of English and Scottish Protestant settlers in Ireland, which were wildly exaggerated in puritan circles in Britain (from 4,000 killed to 120,000). These factors contributed to Cromwell's harshness in his military campaign in Ireland.


          In September 1649, he justified his sack of Drogheda as revenge for the massacres of Protestant settlers in Ulster in the Irish Rebellion of 1641, calling the massacre "the righteous judgement of God on these barbarous wretches, who have imbued their hands with so much innocent blood". Drogheda had in fact never been held by the rebels in 1641many of its garrison were in fact English Royalists. Addressing the Irish defenders of New Ross in 1649, who were negotiating the surrender of the town, Cromwell stated, "I meddle not with any man's conscience, but if by liberty of conscience you mean the liberty to exercise the Mass... where the Parliament of England has authority, that will not be allowed of." In a letter to the Irish Catholic Bishops later that year he wrote, "you are part of the Anti-Christ and before long you must have, all of you, blood to drink." Moreover, the records of many churches such as Kilkenny Cathedral accuse Cromwell's army of having defaced and desecrated the churches, another case of a desecrated church by Cromwell is widely reported in southern Galway in Killeely part of parish of Clarinbridge.


          On the other hand, on entering Ireland, Cromwell demanded that no supplies were to be seized from the civilian inhabitants, and that everything should be fairly purchased; "I do hereby warn....all Officers, Soldiers and others under my command not to do any wrong or violence toward Country People or any persons whatsoever, unless they be actually in arms or office with the enemy.....as they shall answer to the contrary at their utmost peril". Several English soldiers were in fact hanged for disobeying these orders.


          With regard to the massacre at Drogheda, Cromwell's orders followed military protocol of the day, in which a town or garrison was first given the option to surrender and receive just treatment, and the protection of the invading force. The refusal of the garrison at Drogheda to do this, even after the walls had been breached, meant that Cromwell's orders"In the heat of the action, I forbade them to spare any that were in arms in the town"was severe, but not unusual by the standards of the day. Cromwell wanted his severity at Drogheda to act as a deterrent to Irish resistance, saying "it will tend to prevent effusion of blood for the future, which are satisfactory grounds for such actions, which otherwise cannot but work remorse and regret". Moreover, where Cromwell negotiated the surrender of fortified towns, as at Carlow, New Ross, and Clonmel, he respected the terms of surrender and protected the lives and property of the townspeople.


          Cromwell never accepted that he was responsible for the killing of civilians in Ireland, claiming that he had acted harshly, but only against those "in arms". In fact, the worst atrocities committed in Ireland, such as mass evictions, killings and deportation for slave labour to Bermuda and Barbados, were carried out by Cromwell's subordinates after he had left for England.


          In the wake of the Cromwellian conquest, the public practice of Catholicism was banned and Catholic priests were executed when captured. In addition, roughly 12,000 Irish people were sold into slavery under the Commonwealth All Catholic-owned land was confiscated in the Act for the Settlement of Ireland 1652 and given to Scottish and English settlers, the Parliament's financial creditors and Parliamentary soldiers. The remaining Catholic landowners were allocated poorer land in Connacht. Under the Commonwealth, Catholic landownership dropped from 60% of the total to just 8%. (see Plantations of Ireland).


          Cromwell is still a figure of hatred in Ireland, his name being associated with massacre, religious persecution, and mass dispossession of the Catholic community there. A traditional Irish curse was malacht Cromail ort or "The curse of Cromwell upon you". This saying is still occasionally heard in parts of Ireland.


          


          Scottish Campaign: 16501651


          Cromwell left Ireland in May 1650 and several months later, invaded Scotland after the Scots had proclaimed Charles I's son as Charles II. Cromwell was much less hostile to Scottish Presbyterians, some of whom had been his allies in the First English Civil War, than he was to Irish Catholics. He described the Scots as, "a people fearing His [God's] name, though deceived". He made a famous appeal to the General Assembly of the Church of Scotland, urging them to see the error of the royal allianceI beseech you, in the bowels of Christ, think it possible you may be mistaken.


          His appeal rejected, Cromwell's veteran troops went on to invade Scotland. At first, the campaign went badly, as Cromwell's men were short of supplies and held up at fortifications manned by Scottish troops under David Leslie. Cromwell was on the brink of evacuating his army by sea from Dunbar. However, on September 3 1650, in an unexpected battle, Cromwell smashed the main Covenanter army at the battle of Dunbar, killing 4,000 Scottish soldiers, taking another 10,000 prisoner and then capturing the Scottish capital of Edinburgh. The victory was of such a magnitude that Cromwell called it, "A high act of the Lord's Providence to us [and] one of the most signal mercies God hath done for England and His people The following year, Charles II and his Scottish allies made a desperate attempt to invade England and capture London while Cromwell was engaged in Scotland. Cromwell followed them south and caught them at Worcester in September. At the subsequent Battle of Worcester, Cromwell's forces destroyed the last major Scottish Royalist army. Many of the Scottish prisoners of war taken in the campaigns died of disease, and others were sent to penal colonies in Barbados. In the final stages of the Scottish campaign, Cromwell's men, under George Monck sacked the town of Dundee. During the Commonwealth, Scotland was ruled from England, and was kept under military occupation, with a line of fortifications sealing off the Highlands, which had provided manpower for Royalist armies in Scotland, from the rest of the country. The north west Highlands was the scene of another pro-royalist uprising in 1653-55, which was only put down with deployment of 6,000 English troops there. Presbyterianism was allowed to be practised as before, but the Kirk (the Scottish church) did not have the backing of the civil courts to impose its rulings, as it had previously.


          Cromwell's conquest, unwelcome as it was, left no significant lasting legacy of bitterness in Scotland. The rule of the Commonwealth and Protectorate was, the Highlands aside, largely peaceful. Moreover, there was no wholesale confiscations of land or property. Three out of every four Justices of the Peace in Commonwealth Scotland were Scots and the country was governed jointly by the English military authorities and a Scottish Council of State. Although not often favourably regarded, Cromwell's name rarely meets the hatred in Scotland that it does in Ireland.


          


          The Commonwealth: 1649-1653


          


          The Rump Parliament


          After the execution of the King, a republic was declared, known as the Commonwealth of England. A Council of State was appointed to manage affairs, which included Cromwell among its members. His real power base was in the army; Cromwell tried but failed to unite the original group of 'Royal Independents' centred around St John and Saye and Sele, but only St John was persuaded to retain his seat in Parliament. From the middle of 1649 until 1651, Cromwell was away on campaign. In the meantime, with the king gone (and with him their common cause), the various factions in Parliament began to engage in infighting. On his return, Cromwell tried to galvanise the Rump into setting dates for new elections, uniting the three kingdoms under one polity, and to put in place a broad-brush, tolerant national church. However, the Rump vacillated in setting election dates, and although it put in place a basic liberty of conscience, it failed to produce an alternative for tithes or dismantle other aspects of the existing religious settlement. In frustration, Cromwell eventually dismissed the Rump Parliament in 1653.


          


          Barebone's Parliament


          After the dissolution of the Rump, power passed temporarily to a council that debated what form the constitution should take. They took up the suggestion of Major-General Thomas Harrison for a " sanhedrin" of saints. Although Cromwell did not subscribe to Harrison's apocalyptic, Fifth Monarchist beliefs  which saw a sanhedrin as the starting point for Christ's rule on earth  he was attracted by the idea of an assembly made up of a cross-section of sects. In his speech at the opening of the assembly on 4 July 1653, Cromwell thanked Gods providence that he believed had brought England to this point and set out their divine mission: truly God hath called you to this work by, I think, as wonderful providences as ever passed upon the sons of men in so short a time. Sometimes known as the Parliament of Saints, the assembly was also called the Barebone's Parliament after one of its members, Praise-God Barebone. The assembly was tasked with finding a permanent constitutional and religious settlement (Cromwell was invited to be a member but declined). However, the assemblys failure to do so led to its members voting to dissolve it on 12 December 1653.


          


          The Protectorate: 1653-1658
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              Lord Protector of the Commonwealth
            


            
              	
            


            
              	Reference style

              	His Highness
            


            
              	Spoken style

              	Your Highness
            


            
              	Alternative style

              	Sir
            

          


          After the dissolution of the Barebone's Parliament, John Lambert put forward a new constitution known as the Instrument of Government, closely modelled on the Heads of Proposals. It made Cromwell Lord Protector for life to undertake the chief magistracy and the administration of government. He had the power to call and dissolve parliaments but obliged under the Instrument to seek the majority vote of a council of state. However, Cromwell's power was also buttressed by his continuing popularity among the army, which he had built up during the civil wars, and which he subsequently prudently guarded. Cromwell was sworn in as Lord Protector on 15 December 1653.


          The first Protectorate parliament met on 3 September 1654, and after some initial gestures approving appointments previously made by Cromwell, began to work on a moderate programme of constitutional reform. Rather than opposing Parliaments bill, Cromwell dissolved them on 22 January 1655. After a royalist uprising led by Sir John Penruddock, Cromwell (influenced by Lambert) divided England into military districts ruled by Army Major Generals who answered only to him. The fifteen major generals and deputy major generalscalled "godly governors"were central not only to national security, but Cromwell's moral crusade. The generals not only supervised militia forces and security commissions, but collected taxes and ensured support for the government in the English and Welsh provinces. Commissioners for securing the peace of the commonwealth were appointed to work with them in every county. While a few of these commissioners were career politicians, most were zealous puritans who welcomed the major-generals with open arms and embraced their work with enthusiasm. However, the major-generals lasted less than a year. Many feared they threatened their reform efforts and authority. Their position was further harmed by a tax proposal by Major General John Desborough to provide financial backing for their work, which the second Protectorate parliamentinstated in September 1656voted down for fear of a permanent military state. Ultimately, however, Cromwell's failure to support his men, sacrificing them to his opponents, caused their demise. Their activities between November 1655 and September 1656 had, however, reopened the wounds of the 1640s and deepened antipathies to the regime.


          During this period Cromwell also faced challenges in foreign policy. The First Anglo-Dutch War which had broken out in 1652, against the Republic of the Seven United Netherlands, was eventually won by Admiral Robert Blake in 1654. As Lord Protector he was aware of the contribution the Jewish community made to the economic success of Holland, now England's leading commercial rival. It was thisallied to Cromwells toleration of the right to private worship of those who fell outside evangelical puritanismthat led to his encouraging Jews to return to England, 350 years after their banishment by Edward I, in the hope that they would help speed up the recovery of the country after the disruption of the Civil Wars.


          In 1657, Cromwell was offered the crown by Parliament as part of a revised constitutional settlement, presenting him with a dilemma, since he had been "instrumental" in abolishing the monarchy. Cromwell agonised for six weeks over the offer. He was attracted by the prospect of stability it held out, but in a speech on 13 April 1657 he made clear that God's providence had spoken against the office of king: I would not seek to set up that which Providence hath destroyed and laid in the dust, and I would not build Jericho again. The reference to Jericho harks back to a previous occasion on which Cromwell had wrestled with his conscience when the news reached England of the defeat of an expedition against the Spanish-held island of Hispaniola in the West Indies in 1655comparing himself to Achan, who had brought the Israelites defeat after bringing plunder back to camp after the capture of Jericho.


          Instead, Cromwell was ceremonially re-installed as " Lord Protector" (with greater powers than had previously been granted him under this title) at Westminster Hall, sitting upon King Edward's Chair which was specially moved from Westminster Abbey for the occasion. The event in part echoed a coronation, utilising many of its symbols and regalia, such as a purple ermine-lined robe, a sword of justice and a sceptre (but not a crown or an orb). But, most notably, the office of Lord Protector was still not to become hereditary, though Cromwell was now able to nominate his own successor. Cromwell's new rights and powers were laid out in the Humble Petition and Advice, a legislative instrument which replaced the Instrument of Government. Cromwell himself, however, was at pains to minimise his role, describing himself as a constable or watchman.


          


          Death and posthumous execution
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          Cromwell is thought to have suffered from malaria (probably first contracted while on campaign in Ireland) and from " stone", a common term for urinary/kidney infections. In 1658 he was struck by a sudden bout of malarial fever, followed directly by an attack of urinary/kidney symptoms. A Venetian physician tracked Cromwell's final illness, saying Cromwell's personal physicians were mismanaging his health, leading to a rapid decline and death, which was also hastened by the death of his favourite daughter Elizabeth Cromwell in August at age 29. He died at Whitehall on 3 September 1658, the anniversary of his great victories at Dunbar and Worcester.


          He was succeeded as Lord Protector by his son Richard. Although Richard was not entirely without ability, he had no power base in either Parliament or the Army, and was forced to resign in the spring of 1659, bringing the Protectorate to an end. In the period immediately following his abdication the head of the army, George Monck, took power for less than a year, at which point Parliament restored Charles II as king.


          In 1661, Oliver Cromwell's body was exhumed from Westminster Abbey, and was subjected to the ritual of a posthumous execution. Symbolically, this took place on January 30; the same date that Charles I had been executed. His body was hung in chains at Tyburn. Finally, his disinterred body was thrown into a pit, while his severed head was displayed on a pole outside Westminster Abbey until 1685. Afterwards the head changed hands several times, before eventually being buried in the grounds of Sidney Sussex College, Cambridge, in 1960.
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          Posthumous reputation


          During his lifetime, some tracts painted him as a hypocrite motivated by powerfor example, The Machiavilian Cromwell and The Juglers Discovered, both part of an attack on Cromwell by the Levellers after 1647, present him as a Machiavellian figure. More positive contemporary assessmentsfor instance John Spittlehouse in A Warning Piece Dischargedtypically compared him to Moses, rescuing the English by taking them safely through the Red Sea of the civil wars. Several biographies were published soon after his death. An example is The Perfect Politician by the anonymous "L.S.", which described how Cromwell "loved men more than books" and gave a nuanced assessment of him as an energetic campaigner for liberty of conscience brought down by pride and ambition. An equally nuanced but less positive assessment was published in 1667 by Edward Hyde, 1st Earl of Clarendon, in his History of the Rebellion and Civil Wars in England. Clarendon famously declared that Cromwell "will be looked upon by posterity as a brave bad man". He argued that Cromwell's rise to power had been helped not only by his great spirit and energy, but also by his wickedness and ruthlessness. Clarendon never knew Cromwell well, and his account was written after the Restoration of the monarchy (which may have shaped the narrative)but it is still looked upon by some as a "masterpiece".


          In the early eighteenth century, Cromwells image began to be adopted and reshaped by the Whigs, as part of a wider project to give their political objectives historical legitimacy. A version of Edmund Ludlows Memoirs, re-written by John Toland to excise the radical puritan elements and replace them with a Whiggish brand of republicanism, presented the Cromwellian Protectorate as a military tyranny. Through Ludlow, Toland portrayed Cromwell as a despot who crushed the beginnings of democratic rule in the 1640s.
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          Thomas Carlyle began a reassessment of Cromwell in the 1840s by presenting Cromwell as a hero in the battle between good and evil and a model for restoring morality to an age Carlyle believed to be dominated by timidity, meaningless rhetoric, and moral compromise. Cromwell's actions, including his campaigns in Ireland and his dissolution of the Long Parliament, according to Carlyle, had to be appreciated and praised as a whole. However, readers were free to interpret Carlyle selectively. His picture of Cromwell appealed to nonconformists, who saw him as a champion of denominational independence, and to working-class radicals (including some Marxists), who saw him as a man of the people who had stood up against monarchical and aristocratic oppression. Nonconformist churches supported a campaign to have Cromwell's statue erected outside the Palace of Westminster; Ford Madox Brown and other artists depicted Cromwell as a heroic figure in paintings such as Cromwell, Protector of the Vaudois. In 1899, when commemorative events to mark the anniversary of Cromwell's birth took place, they were all organised by the Congregational and Baptist churches. At the London ceremony David Lloyd George said that he believed in Cromwell because "he was a great fighting dissenter".


          By the late nineteenth century, Carlyles portrayal of Cromwell, stressing the centrality of puritan morality and earnestness, had become assimilated into Whig and Liberal historiography. The Oxford civil war historian Samuel Rawson Gardiner concluded that "the manit is ever so with the noblestwas greater than his work". Gardiner stressed Cromwells dynamic and mercurial character, and his role in dismantling absolute monarchy, while underestimating Cromwells religious conviction. Cromwells foreign policy also provided an attractive forerunner of Victorian imperial expansion, with Gardiner stressing his constancy of effort to make England great by land and sea.


          In the first half of the twentieth century, Cromwell's reputation was often shaped by the rise of fascism in Germany and Italy. Wilbur Cortez Abbott, for examplea Harvard historiandevoted much of his career to compiling and editing a multi-volume collection of Cromwell's letters and speeches. In the course of this work, which was published between 1937 and 1947, Abbott began to argue that Cromwell was a proto-fascist. However, subsequent historians such as John Morrill have criticised both Abbott's interpretation of Cromwell and his editorial approach. Ernest Barker similarly compared the Independents to the Nazis. Nevertheless, not all historical comparisons made at this time drew on contemporary military dictators. Leon Trotsky, for example, compared Cromwell to Lenin, arguing that "Lenin is a Proletarian Cromwell of the Twentieth Century".


          Late twentieth-century historians have re-examined the nature of Cromwells faith and of his authoritarian regime. Austin Woolrych explored the issue of "dictatorship" in depth, arguing that Cromwell was subject to two conflicting forces: his obligation to the army and his desire to achieve a lasting settlement by winning back the confidence of the political nation as a whole. Woolrych argued that the dictatorial elements of Cromwell's rule stemmed not so much from its military origins or the participation of army officers in civil government, as from his constant commitment to the interest of the people of God and his conviction that suppressing vice and encouraging virtue constituted the chief end of government.


          Historians such as John Morrill, Blair Worden and J.C. Davis have developed this theme, revealing the extent to which Cromwells writing and speeches are suffused with biblical references, and arguing that his radical actions were driven by his zeal for godly reformation.


          Locally Cromwell has retained popularity in Cambridgeshire, where he was known as "Lord of the Fens". In Cambridge, he is commemorated in a painted glass window portrait in the Emmanuel United Reformed Church; St Ives, Cambridgeshire has erected his statue in the town centre.


          


          Cromwell in popular culture


          Various songs refer to Cromwell. In 1989 Monty Python released a song entitled " Oliver Cromwell", a parody of Cromwell's biography. The song " Oliver's Army" by Elvis Costello references the New Model Army. A number of other songs are more critical. The song "Young Ned of the Hill" by Terry Woods and Ron Kavana (made famous by The Pogues) criticises Cromwell's exploits in Ireland with words: "A curse upon you Oliver Cromwell, you who raped our motherland, I hope you're rotting down in hell for the horrors that you sent". On 2004 album You Are the Quarry, British artist Morrissey recorded a song " Irish Blood, English Heart" with lyrics: "I've been dreaming of a time when, The English are sick to death of Labour, And Tories, And spit upon the name Oliver Cromwell, And denounce this royal line that still salute him, And will salute him forever". The song "Tobacco Island" by Flogging Molly is about Cromwell deporting Irish workers to Barbados with the lyrics "Cromwell and his roundheads/ battered all we knew/ shackled bolts of freedom/ we're now but stolen goods/ dark is the horizon/ blackened full the sun/ this rotten cage of Bridgetown/ is where I now belong". The Finnish doom metal band Reverend Bizarre recorded a song called "Cromwell" as part of the album II: Crush the Insects (2005).


          Cromwell's character has also featured in a number of plays and films. Victor Hugo wrote a play about Cromwell in 1827. In 2003 playwright Steve Newman produced his An Evening With Oliver Cromwell, which looked at the relationship between Cromwell and Major General Thomas Harrison. The play was performed in the "Shreeves House" in Stratford-upon-Avon where Cromwell is thought to have stayed prior to the battle of Worcester. On film he has been portrayed in The Moonraker (1958) by John Le Mesurier, in Witchfinder General (1968) by Patrick Wymark, in Cromwell (1970) by Richard Harris (ironically an Irishman) and in To Kill A King (2003) by Tim Roth. On television he was played by Peter Jeffrey in the BBC series By the Sword Divided and in the BBC docudrama Warts and All (2003) by Jim Carter. The Doctor Who 2006 Big Finish audio play The Settling, written by Simon Guerrier, centres on Cromwell during the sieges of Drogheda and Wexford. He was also a playable leader in the 2001 computer game Empire Earth
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              Oliver is wounded in a burglary, an original engraving by George Cruikshank.
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          Oliver Twist (1838) is Charles Dickens' second novel. The book was originally published in Bentley's Miscellany as a serial, in monthly installments that began appearing in the month of February 1837 and continued through April 1839. George Cruikshank provided one steel etching per month to illustrate each installment.


          Oliver Twist is the first novel in the English language to centre throughout on a child protagonist and is also notable for Dickens' unromantic portrayal of criminals and their sordid lives. The book's subtitle, The Parish Boy's Progress alludes to Bunyan's The Pilgrim's Progress and also to a pair of popular 18th-century caricature series by William Hogarth, " A Rake's Progress" and " A Harlot's Progress".


          An early example of the social novel, the book calls the public's attention to various contemporary social evils, including the Poor Law that states that poor people should work in workhouses, child labour and the recruitment of children as criminals. Dickens mocks the hypocrisies of the time by surrounding the novel's serious themes with sarcasm and dark humour. The novel may have been inspired by the story of Robert Blincoe, an orphan whose account of his hardships as a child labourer in a cotton mill was widely read in the 1830s.


          Oliver Twist has been the subject of numerous film and television adaptations, and is the basis for a highly successful musical, Oliver!.


          


          Plot summary


          Oliver Twist is born into a life of poverty and misfortune in a workhouse in an unnamed town within 75 miles of London. Orphaned almost from his first breath by his mothers death in childbirth and his fathers unexplained absence, Oliver is meagerly provided for under the terms of the Poor Law, and spends the first nine years of his life at a "baby farm" in the 'care' of a woman named Mrs. Mann. Along with other juvenile offenders against the poor-laws, Oliver is brought up with little food and few comforts.


          Around the time of the orphan s ninth birthday, Mr Bumble, a parish beadle, removes Oliver from the baby farm and puts him to work picking oakum at the main branch- workhouse (the same one where his mother worked before she died). Oliver, who toils with very little food, remains in the workhouse for six months, until the desperately hungry boys decide to draw lots; the loser must ask for another portion of gruel. The task falls to Oliver, who at the next meal tremblingly comes forward, bowl in hand, and makes his famous request: "Please, sir, I want some more."
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          A great uproar ensues. The board of well-fed gentlemen who administer the workhouse, while eating a meal fit for a king, are outraged by Oliver's 'ingratitude'. Wanting to be rid of this troublemaker, they offer five pounds sterling to any person wishing to take on the boy as an apprentice. A brutal chimney sweep almost claims Oliver, but, when he begs despairingly not to be sent away with "that dreadful man" a kindly old magistrate refuses to sign the indentures. Later, Mr. Sowerberry, an undertaker employed by the parish, takes Oliver into his service. He treats Oliver well, and, because of the boy's sorrowful countenance, uses him as a "mute", or mourner, at children's funerals. His wife, however, takes an immediate dislike to Oliver  primarily because her husband seems to like him  and loses few opportunities to underfeed and mistreat him. He also suffers torments at the hands of Noah Claypole, a bullying and none-too-bright fellow apprentice who is jealous of Oliver's promotion to mute, and Charlotte, the Sowerberry's maidservant who is in love with Noah.


          One day, in an attempt to bait Oliver, Noah insults the orphans late mother, calling her "a regular right-down bad 'un". Oliver flies into an unexpected passion, attacking and even besting the much bigger boy. Mrs. Sowerberry takes Noah's side, helps him subdue Oliver, spanks him, and later goads her husband and the beadle into again beating the young orphan. Alone that night, Oliver finally decides to run away. He wanders aimlessly for a time, until a well-placed tableau sets his wandering feet towards London.


          During his journey to London, Oliver encounters one Jack Dawkins, who is also affectionately known as the Artful Dodger, although young Oliver is oblivious to the hint. Dodger provides Oliver with a free meal and tells him of a gentleman in London who will "give him lodgings for nothing, and never ask for change". Grateful for the unexpected assistance, Oliver follows Dodger to the gentlemans residence. In this way, Oliver unwittingly falls in with an infamous criminal known as Fagin, the "old gentleman" of whom the Artful Dodger spoke. Ensnared, Oliver lives with Fagin and his criminal associates in their lair at Saffron Hill for some time, naively unaware of their criminal occupations.


          Later, Oliver innocently goes out to "make handkerchiefs" because of no income coming in, with two of Fagins underlings: The Artful Dodger and a boy of a humorous nature named Charley Bates. Oliver realises too late that their real mission is to pick pockets, and, although he doesn't participate, he is chased down and arrested while Dodger and Bates run off and escape. To the judge's evident disappointment, a witness who saw Dodger commit the crime clears Oliver, who, by now acutely ill, faints in the courtroom. A wealthy old gentleman named Mr. Brownlow, whom Oliver was previously thought to have robbed, takes Oliver home and cares for him.


          Oliver stays with Mr. Brownlow, recovers rapidly, and blossoms from the unaccustomed kindness. His bliss, however, is interrupted when Fagin, fearing Oliver might " peach" on his criminal gang, orchestrates Oliver's kidnapping. When Mr. Brownlow sends Oliver to pay for some books, one of the gang, Nancy  albeit reluctantly  accosts him with help from her abusive lover, a brutal robber named Bill Sikes, and Oliver is quickly bundled back to Fagin's lair. The thieves take the five pound note Mr. Brownlow had entrusted to him, and strip him of his fine new clothes. Oliver, dismayed, flees and attempts to call for police assistance, but is ruthlessly dragged back by the Dodger, Charlie and Fagin. Nancy, however, is sympathetic toward Oliver and saves him from beatings by Fagin and Sikes.


          In a renewed attempt to draw Oliver into a life of crime, Fagin forces him to participate in a burglary. Nancy reluctantly assists in recruiting him, all the while assuring the boy that she will help him if she can. Sikes, after threatening to kill him if he does not cooperate, sends Oliver through a small window and orders him to unlock the front door. The robbery goes wrong, however, and Oliver is shot. After being abandoned by Sikes, the wounded Oliver ends up under the care of the people he was supposed to rob: Rose Maylie and the elderly Mrs. Maylie. Convinced of Olivers innocence, Rose takes the boy in and nurses him, once again, back to health.


          Meanwhile, a mysterious man named Monks has found Fagin and is plotting with him to destroy Oliver's reputation. Nancy, by this time ashamed of her role in Oliver's kidnapping, and fearful for the boy's safety, goes to Rose Maylie and Mr. Brownlow to warn them. She knows that Monks and Fagin are plotting to get their hands on the boy again. She manages to keep her meetings secret until Noah Claypole (who has fallen out with the undertaker Mr. Sowerberry, stolen money from him and moved to London together with his girlfriend Charlotte to seek his fortune), using the name "Morris Bolter", joins Fagin's gang for protection. During Noah's stay with Fagin, the Artful Dodger is caught with a stolen silver snuff box, convicted (in a very humorous courtroom scene) and transported to Australia. Later, Noah is sent by Fagin to "dodge" (spy on) Nancy, and discovers her secret. Fagin angrily passes the information on to Sikes, twisting the story just enough to make it sound as if Nancy had informed on him (in actuality, she had shielded Sikes, whom she loves despite his brutal character). Believing her to be a traitor, Sikes murders Nancy in a fit of rage, and is himself killed when he accidentally hangs himself while fleeing across a rooftop from an angry mob.
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          Monks is forced by Mr. Brownlow (an old friend of Oliver's father) to divulge his secrets: he is Oliver's paternal half-brother and, although he is legitimate, he was born of a loveless marriage. Oliver's mother, Agnes, was their father's true love. Monks has spent many years searching for his father's child  not to befriend him, but to destroy him (see Henry Fielding's Tom Jones for similar circumstances). Brownlow asks Oliver to give half his inheritance (which proves to be meager) to Monks because he wants to give him a second chance; and Oliver, to please Brownlow, complies. Monks then moves to America, where he squanders his money, reverts to crime, and ultimately dies in prison. Fagin is arrested and condemned to the gallows; in an emotional scene, Oliver goes to Newgate Gaol to visit the old reprobate on the eve of his hanging.


          On a happier note, Rose Maylie turns out to be the long-lost sister of Oliver's mother Agnes; she is therefore Oliver's aunt. She marries her long-time sweetheart Harry, and Oliver lives happily with his saviour, Mr. Brownlow. Noah becomes a paid informant; Mr. Bumble loses his job (under circumstances that cause him to utter the well-known line "The Law is a Ass") and is reduced to great poverty, eventually ending up in the same workhouse he once lorded it over Oliver and the other boys; and Charley Bates, horrified by Sikes' murder of Nancy, becomes an honest citizen, moves to the country, and works his way up to prosperity.


          


          Characters


          
            	Oliver Twist  the title character, an orphan boy born in a workhouse. He's a young boy who is very passionate boy and very kind hearted, but he is very naive. He does not know the dangers of the world yet.


            	Fagin  a Jew who recruits and trains boys for thievery,


            	Bill Sikes  a violent thief and eventual murderer,


            	The Artful Dodger aka Jack Dawkins  one of Fagin's boy pickpockets


            	Charley Bates  another of Fagin's boy pickpockets,


            	Nancy  Bill's girl; a thief trained by Fagin who longs for a better life,


            	Bullseye Bill Sikes' faithful canine companion.


            	Betsy (nearly always called simply Bet) a thief of Fagin's and friend of Nancy


            	Noah Claypole  untalented apprentice to Mr Sowerberry, and something of a bully


            	Mr. Brownlow  Oliver's saviour, a kindly old gentleman


            	Monks, aka Edward Leeford  Oliver's half-brother, a criminal type bent on destroying Oliver.


            	Rose Maylie, who turns out to be his aunt.


            	Mr Bumble  the parish Beadle and leader of the orphanage. He's officious, corrupt, a chronic mangler of the King's English, and a great source of comic relief.


            	Mrs Bumble/Mrs Corney  a widow who marries Mr Bumble and becomes his shrewish nemesis,


            	Mr. Sowerberry  an Undertaker who takes Oliver into his service.He's not a bad sort, and rather likes Oliver.,


            	Mrs. Sowerberry  Mr. Sowerberry's shrewish wife, who dislikes Oliver and treats him cruelly.


            	Charlotte  servant to Mrs Sowerberry; in love with Noah Claypole


            	Gamfield  a vicious chimney-sweep who nearly claims Oliver as apprentice


            	Fang  a harsh, unjust magistrate who almost sentences Oliver to three months' hard labour. Dickens based him on a real magistrate named Laing.


            	Mrs Bedwin  Motherly housekeeper to Mr Brownlow who nurses Oliver back to health


            	Mr Grimwig  an old friend of Mr Brownlow's who pretends to be a great cynic, but is really a sentimental softy.


            	Harry Maylie  Mrs Maylie's son, who wants to marry Rose.

          


          


          Major themes and symbols


          


          Introduction


          In Oliver Twist, Dickens mixes melodrama, grim realism, and merciless satire to describe the effects of industrialism on 19th-century England, and to criticise the harsh new Poor Laws. Oliver, an innocent child, is trapped in a world where his only alternatives seem to be the workhouse, Fagin's den of thieves, a prison sentence, or an early grave. From this unpromising industrial/institutional setting, however, a fairy tale also emerges: In the midst of corruption and degradation, the essentially passive Oliver remains pure-hearted; he refrains from evil when those around him succumb; and, in proper fairy-tale fashion, he eventually receives his reward  he leaves London for a peaceful life in the country, surrounded by kind friends. On the way to this happy ending, Dickens explores the kind of life an orphan, outcast boy could expect to lead in the London of the 1830s.


          


          Poverty and social class


          Poverty is a prominent concern in Oliver Twist. Throughout the novel, Dickens enlarges on this theme, describing slums so decrepit that whole rows of houses are on the point of collapse, and people so downtrodden that they seem scarcely human. In an early chapter, Oliver attends a pauper's funeral with Mr. Sowerberry and sees a whole family crowded together in one miserable room. The deceased, a young mother, has died of starvation despite her husband's desperate efforts to beg for her on the streets. The surviving adults are horrible in their wretchedness: the husband frightens Oliver with his frenzied grief, while the dead woman's haglike mother chuckles at the irony of outliving her own child, then whines for a warm cloak to wear to the funeral.


          This ubiquitous misery makes Oliver's few encounters with charity and love more poignant. Oliver owes his life several times over to acts of kindness large and smallfrom the old magistrate's refusal to sign him over to Gamfield to Nancy's supreme sacrifice. The apparent plague of poverty that Dickens describes also conveyed to his middle-class readers how much of the London population was stricken with poverty and disease. Nonetheless, in Oliver Twist he delivers a somewhat mixed message about social caste and social injustice.Oliver's illegitimate workhouse origins place him at the nadir of society; as an orphan without friends, means, or known relatives, he is routinely despised and mistreated on that basis alone  often by people only slightly above him on the social scale. His "sturdy spirit" keeps him alive despite the torment he must endure. Most of his associates, however, deserve their place among society's dregs and seem very much at home in the depths. Noah Claypole, a charity boy like Oliver, is idle, stupid, and cowardly; Sikes is a thug; Fagin lives by corrupting children; and the Artful Dodger seems born for a life of crime. Many of the middle-class people Oliver encountersMrs. Sowerberry, Mr. Bumble, and the savagely hypocritical "gentlemen" of the workhouse board, for example are, if anything, worse.


          Oliver, on the other hand, who has an air of refinement remarkable for a workhouse boy, proves to be of gentle birth. Although he has been abused and neglected all his life, he recoils, aghast, at the idea of victimizing anyone else.This apparently hereditary gentlemanliness makes Oliver Twist something of a changeling tale, not just an indictment of social injustice. Oliver, born for better things, struggles to survive in the savage world of the underclass before finally being rescued by his family and returned to his proper placea commodious country house.


          In a recent film adaptation of the novel, Roman Polanski dispenses with the problem of Oliver's genteel origins by making him an anonymous orphan, like the rest of Fagin's gang.
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          Symbolism


          Dickens makes considerable use of symbolism. The many obstacles Oliver faces symbolises the concept of good versus evil, with the evil continually trying to corrupt and exploit the good, but the good winning out in the end. The "merry old gentleman" Fagin, for example, has satanic characteristics: he is a veteran corrupter of young boys who presides over his own corner of the underworld; he makes his first appearance standing over a fire holding a toasting-fork; and he refuses to pray on the night before his execution. The London slums, too, have a suffocating, infernal aspect; the dark deeds and dark passions are concretely characterised by dim rooms, smoke, fog, and pitch-black nights, while the governing mood of terror and merciless brutality may be identified with the frequent rain and uncommonly cold weather.In contrast, the countryside where the Maylies take Oliver is a pastoral heaven.


          Food is another important symbol; Oliver's odyssey begins with a simple request for more gruel, and Mr. Bumble's shocked exclamation "Oliver Twist has asked for more!" indicates that the "more" Oliver hungers for is not just gruel. Chapter 8  which contains the last noteworthy mention of food in the form of Fagin's dinner  marks the first time Oliver "ate his share" and represents the transformation in his life that occurs after he joins Fagin's gang.


          The novel is also shot through with a related motif, obesity, which calls attention to the stark injustice of Oliver's world. When the half-starved child dares to ask for more, the men who punish him are fat and middle-aged. It is interesting to observe the large number of characters who are overweight. Obesity symbolises social class as much as clothing does.


          Toward the end of the novel, the gaze of knowing eyes becomes a potent symbol. For years, Fagin avoids daylight, crowds, and open spaces, concealing himself in a dark lair most of the time: when his luck runs out at last, he squirms in the "living light" of too many eyes as he stands in the dock, awaiting sentence. After Sikes kills Nancy, he flees into the countryside but is unable to escape the memory of her dead eyes. Charlie Bates turns his back on crime when he sees the murderous cruelty of the man who has been held up to him as a model.


          With Oliver Twist, Dickens invites the public to become similarly enlightened. Oliver lives in a terrifying world of slums, crime, hunger, and harsh punishments; and although Dickens eventually contrives a more-or-less miraculous escape for his title character, he also tries to open his reader's eyes to the plight of real orphans.


          Nancys decision to meet Brownlow and Rose on London Bridge reveals the symbolic aspect of this bridge in Oliver Twist. Bridges exist to link two places that would otherwise be separated by an uncrossable chasm. The meeting on London Bridge represents the collision of two worlds unlikely ever to come into contactthe idyllic world of Brownlow and Rose, and the atmosphere of degradation in which Nancy lives. On the bridge, Nancy is given the chance to cross over to the better way of life that the others represent, but she rejects that opportunity, and by the time the three have all left the bridge, that possibility has vanished forever.


          When Rose gives Nancy her handkerchief, and when Nancy holds it up as she dies, it shows that by her acts, Nancy has gone over to the "good" side against the thieves.Her position on the ground is as if she is in prayer, and this shows her godly or good nature.


          


          Characters


          In the tradition of Restoration Comedy and Henry Fielding, Dickens fits his characters with appropriate names. Oliver himself, although "badged and ticketed" as a lowly orphan and named according to an alphabetical system is, in fact, "all of a twist." Mr. Grimwig is so called because his seemingly "grim", pessimistic outlook is actually a protective cover for his kind, sentimental soul. Other character names mark their bearers as semi-monstrous caricatures. Mrs. Mann, who has charge of the infant Oliver, is not the most motherly of women; Mr. Bumble, despite his impressive sense of his own dignity, continually mangles the official language he tries to use; and Mr. Fang, the magistrate who adjudicates Oliver's alleged theft of a handkerchief, is such a sadist that he nearly consigns the ailing boy to three month's hard labour  the equivalent of a death sentence. The Sowerberrys are, of course, "sour berries", a reference to Mrs. Sowerberry's perpetual scowl; to Mr. Sowerberry's profession (burying); and to the poor provender Oliver receives from them. Rose Maylies name echoes her association with flowers and springtime, youth and beauty, while Toby Crackits is a reference to his chosen professionhousebreaking.


          Bill Sikess dog, Bulls-eye, has faults of temper in common with his owner and is an emblem of his owners character. The dogs viciousness represents Sikess animal-like brutality, while Sikes's self-destructiveness is evident in the dog's many scars. The dog, with its willingness to harm anyone on Sikes' whim, shows the mindless brutality of the master. Sikes himself senses that the dog is a reflection of himself and that is why he tries to drown the dog. He is really trying to run away from who he is. This is also illustrated when Sikes dies and the dog does immediately also. After Sikes murders Nancy, Bulls-eye also comes to represent Sikess guilt. The dog leaves bloody footprints on the floor of the room where the murder is committed. Not long after, Sikes becomes desperate to get rid of the dog, convinced that the dogs presence will give him away. Yet, just as Sikes cannot shake off his guilt, he cannot shake off Bulls-eye, who arrives at the house of Sikess demise before Sikes himself does. Bulls-eyes name also conjures up the image of Nancys eyes, which haunts Sikes until the bitter end and eventually causes him to hang himself accidentally.


          Dickens employs polarised sets of characters to explore various dual themes throughout the novel; Mr. Brownlow and Fagin, for example, personify 'Good vs. Evil'. Dickens also juxtaposes honest, law-abiding characters such as Oliver himself with those who, like the Artful Dodger, seem more comfortable on the wrong side of the law. 'Crime and Punishment' is another important pair of themes, as is 'Sin and Redemption': Dickens describes criminal acts ranging from picking pockets to murder (suggesting that this sort of thing went on continually in 1830's London) only to hand out punishments with a liberal hand at the end. Most obviously, he shows Bill Sikes hounded to death by a mob for his brutal acts, and sends Fagin to cower in the condemned cell, sentenced to death by due process. Neither character achieves redemption; Sikes dies trying to run away from his guilt, and on his last night alive, the terrified Fagin refuses to see a rabbi or to pray, instead asking Oliver to help him escape. Nancy, by contrast, redeems herself at the cost of her own life, and dies in a prayerful pose.


          Nancy is also one of the few characters in Oliver Twist to display much ambivalence. Although she is a full-fledged criminal, indoctrinated and trained by Fagin since childhood, she retains enough empathy to repent her role in Oliver's kidnapping, and to take steps to try to atone. As one of Fagin's victims, corrupted but not yet morally dead, she gives eloquent voice to the horrors of the old man's little criminal empire. She wants to save Oliver from a similar fate; at the same time, she recoils from the idea of turning traitor, especially to Bill Sikes, whom she loves. When he was later criticised for giving a "thieving, whoring slut of the streets" such an unaccountable reversal of character, Dickens ascribed her change of heart to "the last fair drop of water at the bottom of a dried-up, weed-choked well".


          



          


          Sarcasm


          Dickens gradually makes plain the unreliable narrator in the story as the tale progresses. Praising the villains of the story (especially Mr. Bumble and the Artful Dodger) at the beginning gradually leads to the revelation that the intention was to parody them at the end. Naturally, the narrator becomes more reliable with the introduction of the character Rose Maylie.


          


          Film, TV, theatrical and graphic novel adaptations


          There have been many theatrical, film, television and graphic novel adaptations of Dickens' novel:


          
            	Beginning in 1868, Dickens himself frequently performed a dramatic reading called "Sikes and Nancy" from Oliver Twist. His family begged him to desist because he flung himself into the performance with such energy that he undermined his by-then precarious health.


            	Several stage versions of the novel played England and the U.S. during the nineteenth century, often to Dickens's dismay and outrage; copyright laws were not enforced strictly then, and Dickens seldom received royalties from the stage versions.


            	The earliest film adaptation is a silent film made in 1909.


            	A 1912 version starring Nat Goodwin as Fagin.


            	A 1916 version with Tully Marshall as Fagin, Hobart Bosworth as Bill Sikes, and Marie Doro in a trouser role as Oliver.


            	The 1922 film, the most famous silent version of the classic ever made, starring Jackie Coogan as Oliver and Lon Chaney, Sr. as Fagin.The film was lost for almost 50 years, until a print was rediscovered in Europe in the 1970s.


            	A low-budget 1933 version of the novel (the first with sound), starring Irving Pichel as Fagin, Dickie Moore as Oliver Twist, and Doris Lloyd as Nancy.


            	Oliver Twist, a feature film from 1948 by David Lean, starring Alec Guinness in one of his most defining roles as Fagin, is still considered the classic film version.


            	In 1960, Lionel Bart's musical play Oliver! opened to rave reviews in London. It became the longest-running musical there up to that time, playing six years. Producer David Merrick brought the show to the United States. The show toured nationally in cities including Los Angeles, San Francisco and Detroit before opening at the Imperial Theatre on Broadway on January 6, 1963, where it received less ecstatic reviews and did not run nearly as long as it did in London. The show will return to the West End in 2008.


            	Lionel Bart's musical was adapted for the big screen in Oliver! ( 1968), it received eleven nominations and won six including the Academy Award for Best Picture in 1969. It featured Mark Lester as Oliver, Ron Moody as Fagin, Oliver Reed as Sikes, Shani Wallis as Nancy, and Jack Wild as the Artful Dodger. It received better reviews than the show had. The film also won an Oscar for its director, Sir Carol Reed. Moody and Wild were also Oscar-nominated, but did not win. This is still the only film version of the novel to receive Oscar nominations.


            	George C. Scott played Fagin in a 1982 television movie.


            	A 1985 BBC television drama adaptation in their Classic Serial strand, produced by Terrance Dicks and starring Eric Porter as Fagin.


            	An animated interpretation by Disney called Oliver & Company (1988), inspired by Dickens, about an orphaned cat named Oliver who meets a dog called Dodger. It takes place in New York City instead of England.


            	The children's television series Wishbone adapted the story for the episode "Twisted Tail".


            	Another television movie version of the novel, Oliver Twist, starring Richard Dreyfuss as Fagin, was released in 1997.


            	An ITV/ PBS production, Oliver Twist, from 1999, adapted by Alan Bleasdale and starring Robert Lindsay as Fagin, Andy Serkis as Bill Sikes and Marc Warren as Monks, who is portrayed as a more sympathetic character in the shadow of a domineering mother whom he later murders. This makes him, however, guilty of a worse crime than in the novel. He finally settles in the Caribbean. The film adds more than an hour's worth of backstory not included in the novel (this was its major selling point), but also drastically alters what is left.


            	In 2001, Oliver Twist: A Theatrical Adaptation, was done at the Centaur theatre in Montreal ,starring James Mariotti-Lapointe as Oliver.


            	The 2003 movie Twist by director Jacob Tierney is loosely based on the novel but set in modern-day Toronto with male prostitution and drugs, rather than pickpocketing.


            	The renowned comic book creator, Will Eisner, disturbed by the anti-semitism in the typical depiction of Fagin, created a graphic novel in 2003 titled Fagin the Jew.In this book, the back story of the character and events of Oliver Twist are depicted from his point of view.


            	Boy called Twist by director Timothy Greene ( 2004) is set in Cape Town, South Africa, in the street-kid scene. With its unglamorous but sympathetic account of city poverty, the film is true to Dickens' story.


            	In 2005 director Roman Polanski released a new big-budget version of Oliver Twist.


            	In December 2006, Twist, a new musical (with no connection to the 2003 film), with book and lyrics by Gila Sand and music by Scissor Sisters composer and collaborator Paul Leschen with Gila Sand (additional music by Garrit Guadan), opened at the Kraine Theatre in New York. The score was nominated for a 2007 Drama Desk Award to Outstanding Music (Paul Leschen with Gila Sand).


            	Winter of 2007, the BBC showed a new Oliver Twist, written by Sarah Phelps and directed by Coky Giedroyc.


            	August Rush, a 2007 film

          


          Adaptations of the novel tend to simplify the original story. The way the book is normally interpreted on screen causes modern readers to focus on Bill Sikes as the villain. They thus fail to recognise how Fagin has trained Sikes and made him what he is; part of Dickens' message is that he might have done the same with Oliver had chance not intervened.
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          Ollanta Moiss Humala Tasso (born June 26, 1963) is a Peruvian left-leaning nationalist politician who ran for president in 2006 but lost in a runoff to Alan Garca. The son of Isaac Humala, a former member of the Communist Party of Peru - Red Fatherland, he joined the Peruvian Army in 1982. In the military he achieved the rank of Lieutenant Colonel; in 1992 he fought in the internal conflict against Shining Path and three years later he participated in the Cenepa War against Ecuador. On October 2000, Humala led an unsuccessful military uprising against President Alberto Fujimori and was pardoned by the Peruvian Congress after the downfall of the Fujimori regime.


          In 2005 he founded the Peruvian Nationalist Party and registered to run in the 2006 presidential election. The nomination was made under the Union for Peru ticket as the Nationalist party did not achieve its electoral inscription on time. He won the first round of the elections, held on April 9, 2006, with 30.62% of the valid votes. A runoff was held on June 4 between Humala and Alan Garca of the Peruvian Aprista Party. Humala lost this round with 47.47% of the valid votes versus 52.62% for Garca. After his defeat, Humala has remained as an important figure within Peruvian politics.


          


          Military career


          Ollanta Humala is the son of Isaac Humala, lawyer, member of the Communist Party of Peru - Red Fatherland, and ideological leader of the Ethnocacerista movement. He is the brother of Antauro Humala, now in prison for a failed uprising in January 2005. Humala was born in Ayacucho and attended at the Japanese-Peruvian school La Union in Lima. He began his military career in 1982 when he entered Chorrillos Military School with the rank of lieutenant.


          In 1991, now with the rank of Captain, he joined the Grupo Cacerista while taking a basic course at the Military Intelligence School of Peru. The clandestine group was under investigation by the director of the school at the time and was composed of active and retired military officials who rejected what they viewed as corruption within the Peruvian military and supported a nationalist ideology. Many of these now make up Humala's core base of support.


          In his military career, Humala was also involved in the two major Peruvian conflicts of the past 20 years, the battle against the insurgent organization Shining Path and the 1995 Cenepa War with Ecuador. In 1992 Humala served in Tingo Mara fighting the remnants of the Shining Path and in 1995 he served in the Cenepa War on the border with Ecuador. There have been some accusations that he incurred in torture, under the nom de guerre "Capitan Carlos" ("Captain Carlos"), while he was the commander of a military base in the jungle region of Madre Mia from 1992 to 1993. His brother Antauro Humala stated in 2006 that Humala had used such a name during their activities. Humala, in an interview with Jorge Ramos, acknowledged that he went under the pseudonym Captain Carlos but stated that other soldiers went under the same name and denied participation in any human rights abuses.


          [bookmark: 2000_uprising]


          2000 uprising


          In October 2000, Humala led an uprising in Toquepala against then President Alberto Fujimori. The main reason for the rebellion was the return of Vladimiro Montesinos, former intelligence chief who had fled Peru for asylum in Panama after being caught on video trying to bribe an opposition congressman. This return led to fears that Montesinos still had much power in Fujimori's government, so Humala and about 60 other Peruvian soldiers revolted against senior army commanders.


          However, many of Humala's men deserted him, leaving him only 7 soldiers. During the revolt, Humala called on Peruvian "patriots" to join him in the rebellion, and some 300 former soldiers answered his call and were reported to have been in a convoy attempting to join up with Humala. The revolt gained some sympathy from the Peruvian populace with the influential left-of-centre newspaper La Repblica calling him "valiant and decisive, unlike most in Peru". The newspaper also had many letters sent in by readers with accolades to Ollanta and his men.


          In the aftermath, the Army sent hundreds of soldiers to capture the rebels. Even so, Humala and his men managed to hide until President Fujimori was impeached from office and Valentn Paniagua named interim president. Later Humala was pardoned by Congress and allowed to return to military duty. He was sent as military attach in Paris, then in Seoul until December 2004, when he was forcibly retired. His forced retirement is suspected to have partly motivated an etnocacerista rebellion led by his brother Antauro Humala in January 2005.


          


          Political career


          In October 2005 Humala became the leader of the Partido Nacionalista Peruano (the Peruvian Nationalist Party) and ran for the presidency in 2006 on the Union for Peru (UPP) ticket.


          Ambassador Javier Prez de Cullar, the former Peruvian Secretary-General of the United Nations and founder of UPP, told the press on December 5, 2005 that he did not support the election of Humala as the party's presidential candidate. He said that after being the UPP presidential candidate in 1995, he had not had any further contact with UPP and therefore did not take part in choosing Humala as the party's presidential candidate for the 2006 elections.


          On March 17, 2006 Humala's campaign came under some controversy as his father, Issac Humala, said "If I was President, I would grant amnesty to him ( Abimael Guzmn) and the other incarcerated members of the Shining Path". He made similar statements about amnesty for Vctor Polay, the leader of the Tupac Amaru Revolutionary Movement, and other leaders of the MRTA. But Ollanta Humala distanced himself from the more radical members of his family during his campaign.


          

          Ollanta Humala's brother, Ulises Humala, ran against him in the election, but was considered an extremely minor candidate and came in 14th place in the election.


          On April 9, 2006 the first round of the Peruvian national election was held. Humala came in first place getting 30.62% of the valid votes, and immediately began preparing to face Alan Garca, who obtained 24.32%, in a runoff election on June 4.


          In the second round campaigning for the Peruvian elections Diego Maradona the Argentinian soccer star, announced that he would visit Peru on May 4 to play a friendly game with former Peruvian soccer players. Maradona has also expressed his support for Humala's campaign and is a personal friend of Cuban President Fidel Castro and Venezuelan President Hugo Chvez. In response to the announcement that Maradona was coming to Peru to support Humala the candidate for the APRA party Alan Garcia was quoted as saying "Maradona comes by order from his friends in Cuba and Venezuela and even so Ollanta Humala will not manage to pull a goal on us". In the end, Maradona did not make any political statements after all.


          On May 18, 2006 the University of Lima released a poll predicting second round election results with Humala receiving 31.1% of votes and his opponent Alan Garcia receiving 50.6% of the vote.


          On May 20, 2006, the day before the first Presidential debate between Alan Garcia and Ollanta Humala, a tape of the former Peruvian intelligence chief Vladimiro Montesinos was released by Montesinos' lawyer to the press with Montesinos claiming that Humala had started the October 29, 2000 military uprising against the Fujimori government to facilitate his escape from Peru amidst corruption scandals. Montesinos is quoted as saying it was a "farce, an operation of deception and manipulation".


          

          Humala immediately responded to the charges by accusing Montesinos of being in collaboration with Garcia's Aprista Party with an intention to undermine his candidacy. Humala is quoted as stating "I want to declare my indignation at the statements" and going on to say " who benefits from the declarations that stain the honour of Ollanta Humala? Evidently they benefit Alan Garcia". In another message that Montesinos released to the media through his lawyer he claimed that Humala was a "political pawn" of Cuban President Fidel Castro and Venezuelan President Hugo Chvez in an "asymmetric war" against the United States. Montesinos went on to state that Humala "is not a new ideologist or political reformer, but he is an instrument".


          On May 24, 2006 Humala warned of possible voter fraud in the upcoming second round elections scheduled for June 4. He urged UPP supporters to register as poll watchers "so votes are not stolen from us during the tabulation at the polling tables." Humala went on to cite similar claims of voting fraud in the first round made by right-wing National Unity candidate Lourdes Flores when she told reporters that she felt she had "lost at the tabulation tables, not at the ballot box". When asked if he had proof for his claims by CPN Radio Humala stated "I do not have proof. If I had the proof, I would immediately denounce those responsible to the electoral system". Alan Garcia responded by stating that Humala was "crying fraud" because the polls show him losing the second round.


          In the month of May 2006 the Peruvian Communist Party - Red Fatherland, of which Humala's father Isaac Humala is a member, in a prepared statement titled "A Vote for Humala and a Vote for Change" endorsed Humala's candidacy in the second round.
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          On June 4, 2006 the second round of the Peruvian elections were held. With 77% of votes counted and Humala behind Garcia 45.5% to 55.5% respectively, Humala conceded defeat to Alan Garcia and congratulated his opponent's campaign stating at a news conference "we recognise the results...and we salute the forces that competed against us, those of Mr Garcia". He has refused to meet with Garcia to congratulate him as the winner as is customary after elections.


          Questioned by the media, Humala denied any ties to Venezuela's president Hugo Chvez, but said he would welcome his support. On January 3, 2006, Evo Morales made his first official visit to Venezuela as President-Elect of Bolivia. Humala attended the official ceremonies held in the Miraflores presidential palace in Caracas where both Morales and Chvez pledged their support to Humala in his bid for the 2006 presidential race in Peru. In objection to this, Peru recalled its ambassador to Venezuela, Carlos Urrutia, in protest against Venezuela's alleged interference in the election.


          In March 2006, Humala also met with President Nstor Kirchner of Argentina in Buenos Aires. During the meeting, Humala stated that regional integration took priority over bilateral agreements with the United States and called Kirchner a "brother" in the cause to integrate Latin America. Humala would also meet with Brazilian President Lula da Silva to discuss regional integration.


          On May 8, 2006 Humala met with Bolivian President Evo Morales in Copacabana, Bolivia on the Bolivian border with Peru. While meeting with Morales Humala stated that he stood in "solidarity with the historical and legitimate demand of the Bolivian Republic" of access to the Pacific Ocean which Bolivia lost after the War of the Pacific when Chile annexed what is now the Antofagasta Region of Chile. Humala also explicitly stated that he was not opposed to a free trade agreement with the United States but said that any free trade agreement with the United States would have to be negotiated through the Andean Community (CAN) and signed with approval of all members of CAN. During the meeting Humala emphasized the need to maintain CAN as a bloc to negotiate with the United States and asked Morales to work to help maintain the CAN, referring to the CAN's recently troubles with Venezuela removing itself as a member in protest to the signing of trade agreements with the U.S. by Peru and Colombia.


          On June 12, 2006 Carlos Torres Caro, Humala's Vice Presidential running mate and elected Congressman for the Union for Peru, stated that a faction of the UPP would split off from the party after disagreements with Humala to create what Torres calls a "constructive opposition". The split came after Humala called on leftist parties to form an alliance with the UPP to become the principal opposition party in Congress. Humala had met with representatives of the Communist Party of Peru - Red Fatherland and the New Left Movement. Humala stated that the opposition would work to "make sure Garcia complies with his electoral promises" and again stated that he would not boycott Garcia's inauguration on July 28, 2006.


          On August 16, 2006 prosecutors in Peru filed charges against Humala for alleged human rights abuses including forced disappearance, torture, and murder against Shining Path guerillas during his service in San Martn. Humala responded by denying the charges and stating that he was "a victim of political persecution" making claims that the charges were "orchestrated by the Alan Garcia administration to neutralize any alternative to his power".


          


          Ideology
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          Ollanta Humala is often associated with his family's Antauro, Ulises, and Isaac Humala's " Movimiento Etnocacerista", an ethnic nationalist group composed of former and current Peruvian soldiers many of whom are veterans from the domestic conflicts against the Shining Path, and to a lesser extent against the Tpac Amaru Revolutionary Movement and the brief Cenepa War between Ecuador and Peru. But Ollanta has distanced himself from his family during his campaign and considers himself to be a "nationalist" ideologically apart from the etnocacerista movement.


          Etnocaceristas strongly embrace identification with their Quechua language, Incan heritage, nationalization of the country's industries (beginning with recently privatized industries), reintroduction of the death penalty, legalization of coca cultivation, and a strong anti-Chilean stance, particularly against Chilean investors which many etnocaceristas claim are manipulating the country's economy. The name etnocacerista is composed of two parts, the first evoking ethnic identity, particularly Peru's Incan Native American origins. The second part, "cacerista", refers to 19th century Peruvian president and war hero Andrs Avelino Cceres. During the War of the Pacific Cceres led the Peruvian resistance against Chilean occupying forces. Chile's annexation of the resource rich Tarapac Region, an outcome of the five year war, led the nation to become Peru's principal rival.


          Ollanta Humala has embraced the Bolivarian concept of a pan-American republic, often referring to other Latin American nations as "brother nations" particularly with regard to Bolivia which was for a short time in a Confederacy with Peru and which sided with Peru in the War of the Pacific against Chile. Humala has also expressed sympathy with the government of Juan Velasco, which took power in a bloodless military coup on October 3, 1968 and nationalized various of the country's industries whilst pursuing a favorable foreign policy with Cuba and the Soviet Union.
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          The Olmec were an ancient Pre-Columbian people living in the tropical lowlands of south-central Mexico, roughly in what are the modern-day states of Veracruz and Tabasco on the Isthmus of Tehuantepec. Their cultural influence, however, extends far beyond this region. The Olmec flourished during the Formative (or Preclassic) period, dating from 1400 BCE to about 400 BCE, and are believed to have been the progenitor civilization of later Mesoamerican civilizations.


          


          Overview
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          The Olmec heartland is characterized by swampy lowlands punctuated by low hills, ridges, and volcanoes. The Tuxtlas Mountains rise sharply in the north, along the Gulf of Mexico's Bay of Campeche. Here the Olmecs constructed permanent city-temple complexes at several locations, among them San Lorenzo Tenochtitln, La Venta, Tres Zapotes, and Laguna de los Cerros. In this heartland, the first Mesoamerican civilization would emerge and reign from 1200400 BCE. 


          Early history


          Olmec history originated at its base within San Lorenzo Tenochtitln, where distinctively Olmec features begin to emerge before 1200 BCE. The rise of civilization here was probably assisted by the local ecology of well-watered rich alluvial soil, encouraging high maize production. This ecology may be compared to that of other ancient centers of civilization: the Nile, Indus, and Yellow River valleys, and Mesopotamia. It is thought that the dense population concentration at San Lorenzo encouraged the rise of an elite class that eventually ensured Olmec dominance and provided the social basis for the production of the symbolic and sophisticated luxury artifacts that define Olmec culture. Many of these luxury artifacts, such as jade, obsidian and magnetite, came from distant locations and suggest that early Olmec elites had access to an extensive trading network in Mesoamerica. The source of the most valued jade, for example, is found in the Motagua River valley in eastern Guatemala, and their obsidian is mainly from sources also in the Guatemala highlands, such as El Chayal and San Martn Jilotepeque.


          


          La Venta
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          The first Olmec centre, San Lorenzo, was all but abandoned around 900 BCE at about the same time that La Venta rose to prominence. Environmental changes may have been responsible for this move, with certain important rivers changing course. A wholesale destruction of many San Lorenzo monuments also occurred around this time, circa 950 BCE, which may point to an internal uprising or, less likely, an invasion. Following the decline of San Lorenzo, La Venta became the most prominent Olmec centre, lasting from 900 BCE until its abandonment around 400 BCE. During this period, the Great Pyramid and various other ceremonial complexes were built at La Venta. 


          Decline


          It is not known with any clarity what caused the eventual extinction of the Olmec culture. It is known that between 400 and 350 BCE, population in the eastern half of the Olmec heartland dropped precipitously, and the area would remain sparsely inhabited until the 19th century. This depopulation was likely the result of environmental changes: perhaps the result of important rivers changing course or silting up due to agricultural practices.


          What ever the cause, within a few hundred years of the abandonment of the last Olmec cities, successor cultures had become firmly established. The Tres Zapotes site, on the western edge of the Olmec heartland, continued to be occupied well past 400 BCE, but without the hallmarks of the Olmec culture. This post-Olmec culture, often labeled Epi-Olmec, has features similar to those found at Izapa, some 330 miles (550 km) to the southeast.


          


          Notable innovations


          As the first civilization in Mesoamerica, the Olmecs are credited, or speculatively credited, with many "firsts", including the Mesoamerican ballgame, bloodletting and perhaps human sacrifice, writing and epigraphy, and the invention of zero and the Mesoamerican calendar. Their political arrangements of strongly hierarchical city-states were repeated by nearly every other Mexican and Central American civilization that followed. Some researchers, including artist and art historian Miguel Covarrubias, even postulate that the Olmecs formulated the forerunners of many of the later Mesoamerican deities.
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          Bloodletting and sacrifice


          There is a strong case that the Olmecs practiced bloodletting, or autosacrifice. Numerous natural and ceramic stingray spikes and maguey thorns have been found in the archaeological record of the Olmec heartland.


          The argument that the Olmecs instituted human sacrifice is significantly more speculative. No Olmec or Olmec-influenced sacrificial artifacts have yet been discovered and there is no Olmec or Olmec-influenced artwork that unambiguously shows sacrificial victims (similar, for example, to the danzante figures of Monte Albn) or scenes of human sacrifice (such as can be seen in the famous ballcourt mural from El Tajin).


          However, at the El Manat site, disarticulated skulls and femurs as well as complete skeletons of newborn or unborn children have been discovered amidst the other offerings, leading to speculation concerning infant sacrifice. It is not yet known, though, how the infants met their deaths. Some authors have also associated infant sacrifice with Olmec ritual art showing limp " were-jaguar" babies, most famously in La Venta's Altar 5 (to the left) or Las Limas figure (see Religion below). Definitive answers will need to await further findings.


          


          Writing


          The Olmec may have been the first civilization in the Western Hemisphere to develop a writing system. Symbols found in 2002 and 2006 date to 650 BCE and 900 BCE respectively, preceding the oldest Zapotec writing dated to about 500 BCE.


          The 2002 find at the San Andrs site shows a bird, speech scrolls, and glyphs that are similar to the later Mayan hieroglyphs.


          Known as the Cascajal Block, the 2006 find from a site near San Lorenzo, shows a set of 62 symbols, 28 of which are unique, carved on a serpentine block. A large number of prominent archaeologists have hailed this find as the "earliest pre-Columbian writing". Others are skeptical because of the stone's singularity, the fact that it had been removed from any archaeological context, and because it bears no apparent resemblance to any other Mesoamerican writing system.


          There are also well-documented later hieroglyphs known as " Epi-Olmec", and while there are some who believe that Epi-Olmec may represent a transitional script between an earlier Olmec writing system and Maya writing, the matter remains unsettled.
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          Compass


          Based on his find of an Olmec hematite artifact in Central America, the American astronomer John Carlson has suggested that "the Olmec may have discovered and used the geomagnetic lodestone compass earlier than 1000 BC". If true, this "predates the Chinese discovery of the geomagnetic lodestone compass by more than a millennium". Carlson speculates that the Olmecs may have used similar artifacts as a directional device for astrological or geomantic purposes, or to orientate their temples, the dwellings of the living or the interments of the dead.


          The artifact itself is part of a lodestone that had been polished into a bar with a groove at one end (that Carlson suggests may have been used for sighting). The artifact now consistently points 35.5 degrees west of north, but may have pointed north-south when whole. It is possible that the artifact was in fact used as some constituent piece of a decorative ornament. No other similar hematite artifacts have yet been found.


          


          Mesoamerican Long Count calendar & invention of the zero concept


          The Long Count calendar used by many subsequent Mesoamerican civilizations, as well as the concept of zero, may have been devised by the Olmecs. Because the six artifacts with the earliest Long Count calendar dates were all discovered outside the immediate Maya homeland, it is likely that this calendar predated the Maya and was possibly the invention of the Olmecs. Indeed, three of these six artifacts were found within the Olmec heartland area. But an argument against an Olmec origin is the fact that the Olmec civilization had ended by the 4th century BCE, several centuries before the earliest known Long Count date artifact.


          The Long Count calendar required the use of zero as a place-holder within its vigesimal (base-20) positional numeral system. A shell glyph [image: Image:MAYA-g-num-0-inc-v1.svg]  was used as a zero symbol for these Long Count dates, the second oldest of which, on Stela C at Tres Zapotes, has a date of 32 BCE. This is one of the earliest uses of the zero concept in history.


          


          Mesoamerican ballgame


          The Olmec, whose name means "rubber people" in the Nahuatl language of the Aztecs (see below), are strong candidates for originating the Mesoamerican ballgame so prevalent among later cultures of the region and used for recreational and religious purposes. A dozen rubber balls dating to 1600 BCE or earlier have been found in El Manat, an Olmec sacrificial bog 10 kilometres east of San Lorenzo Tenochtitlan. These balls predate the earliest ballcourt yet discovered at Paso de la Amada, circa 1400 BCE. The fact that the balls were found with other sacrificial items, including pottery and jadeite celts indicates that even at this early date, the ballgame had religious and ritual connotations.


          


          Art


          
            [image: Fish Vessel, 12th–9th century BCE.Height: 6.5 inches (16.5 cm).]

            
              Fish Vessel, 12th9th century BCE.

              Height: 6.5 inches (16.5 cm).
            

          


          Olmec artforms remain in works of both monumental statuary and small jadework. Much Olmec art is highly stylized and uses an iconography reflective of a religious meaning. Some Olmec art, however, is surprisingly naturalistic, displaying an accuracy of human anatomy perhaps equaled in the pre-Columbian New World only by the best Maya Classic era art. Common motifs include downturned mouths and slit-like slanting eyes, both of which are seen as representations of " were-jaguars".


          In addition to human subjects, Olmec artisans were adept at animal portrayals, for example, the fish vessel to the right or the bird vessel in the gallery below.


          While Olmec figurines are found abundantly in sites throughout the Formative Period, it is the stone monuments such as the colossal heads that are the hallmarks of Olmec culture. These monuments can be divided into four classes:


          
            	Colossal heads


            	Rectangular "altars" or, more likely, thrones such as Altar 5 shown above.


            	Free-standing in-the-round sculpture, such as the twins from El Azuzul or San Martin Pajapan Monument 1.


            	Stelae, such as La Venta Monument 19 above. These types of monuments were generally created later than the colossal heads, altars, or free-standing sculptures. Over time they moved from simple representation of figures, such as Monument 19 or La Venta Stela 1, toward representations of historical events, particularly acts legitimizing rulers. This trend would culminate in post-Olmec monuments such as La Mojarra Stela 1, which combines images of rulers with script and calendar dates.

          


          


          Colossal heads


          The best-recognized aspect of the Olmec civilzation are the enormous helmeted heads. As no known pre-Columbian text explains these, these impressive monuments have been the subject of much speculation. Once theorized to be ballplayers, it is now generally accepted that these heads are portraits of rulers. According to archaeologist David Grove, the unique elements in the headgear can also be recognized in headdresses of human figures on other Gulf Coast monuments, suggesting that these are personal or group symbols.


          There have been 17 colossal heads unearthed to date.


          
            
              	Site

              	Count

              	Designations
            


            
              	San Lorenzo

              	10

              	Colossal Heads 1 through 10
            


            
              	La Venta

              	4

              	Monuments 1 through 4
            


            
              	Tres Zapotes

              	2

              	Monuments A & Q
            


            
              	Rancho la Cobata

              	1

              	Monument 1
            

          


          The heads range in size from the Rancho La Cobata head, at 3.4 m high, to the pair at Tres Zapotes, at 1.47 m. It has been calculated that the largest heads weigh more than 20 tons.


          The heads were carved from single blocks or boulders of volcanic basalt, found in the Tuxtlas Mountains. The Tres Zapotes heads were sculpted from basalt found at the summit of Cerro el Viga, at the eastern end of the Tuxtlas. The San Lorenzo and La Venta heads, on the other hand, were likely carved from the basalt of Cerro Cintepec, on the southeastern side, perhaps at the nearby Llano del Jicaro workshop, and dragged or floated to their final destination. It has been estimated that moving a colossal head required the efforts of 1,500 people for three to four months.


          Some of the heads, and many other monuments, have been variously mutilated, buried and disinterred, reset in new locations and/or reburied. It is known that some monuments, and at least two heads, were recycled or recarved, but it is not known whether this was simply due to the scarcity of stone or whether these actions had ritual or other connotations. It is also suspected that some mutilation had significance beyond mere destruction, but some scholars still do not rule out internal conflicts or, less likely, invasion as a factor.


          The flat-faced, thick-lipped characteristics of the heads have caused some debate due to their apparent resemblance to African facial characteristics. Based on this comparison, some have insisted that the Olmecs were Africans who had emigrated to the New World. However, mainstream Mesoamerican scholars now reject this view, and offer other possible explanations for the facial features of the colossal heads, for example, that the heads were carved in this manner due to the shallow space allowed on the basalt boulders. Others note that in addition to the broad noses and thick lips, the heads have the Asian eye-fold, and that all these characteristics can still be found in modern Mesoamerican Indians. To support this, in the 1940s artist/art historian Miguel Covarrubias published a series of photos of Olmec artworks and of the faces of modern Mexican Indians with very similar facial characteristics.


          


          Beyond the heartland
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          Olmec-style artifacts, designs, figurines, monuments and iconography have been found in the archaeological records of sites hundreds of kilometres outside the Olmec heartland. These sites include:


          
            	Tlatilco and Tlapacoya, major centers of the Tlatilco culture in the Valley of Mexico, where artifacts include hollow baby-face motif figurines and Olmec designs on ceramics.


            	Chalcatzingo, in Valley of Morelos, which features Olmec-style monumental art and rock art with Olmec-style figures.


            	Teopantecuanitlan, in Guerrero, which features Olmec-style monumental art as well as city plans with distinctive Olmec features.

          


          Other sites showing probable Olmec influence include Abaj Takalik in Guatemala and Zazacatla in Morelos. The Juxtlahuaca and Oxtotitlan cave paintings are attributed by most researchers to the Olmecs.


          Many theories have been advanced to account for the occurrence of Olmec influence far outside the heartland, including long-range trade by Olmec merchants, Olmec colonization of other regions, Olmec artisans travelling to other cities, conscious imitation of Olmec artistical styles by developing towns  some even suggest the prospect of Olmec military domination outside of their heartland or that the Olmec iconography was actually developed outside the heartland.


          The generally accepted, but by no means unanimous, interpretation is that the Olmec-style artifacts, in all sizes, became associated with elite status and were adopted by non-Olmec Formative Period chieftains in an effort to bolster their status.


          


          Daily life


          


          Ethnicity and language


          While the actual ethnicity of the Olmec remains unknown, various hypotheses have been put forward. In 1976 Lyle Campbell and Terrence Kaufman published a paper which argued that there are a core number of loanwords which have apparently spread from a Mixe-Zoquean language into many other Mesoamerican languages. Campbell and Kaufman go on to argue that these core loanwords can be seen as an indicator that the Olmecs, the first "highly civilized society" of Mesoamerica, spoke a language which is an ancestor of the Mixe-Zoquean languages, and that they spread a vocabulary particular to their culture to the other peoples of Mesoamerica.


          Since the Mixe-Zoquean languages still are, and historically are known to have been, spoken in an area corresponding roughly to the Olmec heartland, and since the Olmec culture is now generally regarded as the first "high culture" of Mesoamerica, it has generally been regarded as probable that the Olmec spoke a Mixe-Zoquean language.


          


          Religion and mythology
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          Olmec religious activities were performed by a combination of rulers, full-time priests, and shamans. The rulers were probably the most important religious figures, with their links to the Olmec deities or supernaturals providing legitimacy for their rule. There is also considerable evidence for shamans in the Olmec archaeological record, particularly in the so-called " transformation figurines".


          Olmec mythology has left no documents comparable to the Popul Vuh from Maya mythology, and therefore any exposition of Olmec mythology must rely on interpretations of surviving monumental and portable art (such as the Las Limas figure at top right), and comparisons with other Mesoamerican mythologies. Olmec art shows that such deities as the Feathered Serpent and the Rain Spirit were already in the Mesoamerican pantheon in Olmec times.


          


          Social and political organization


          Little is directly known about the societal or political structure of Olmec society. Although it is assumed by most researchers that the colossal heads and several other sculptures represent rulers, we have nothing like the Maya stelae ( see drawing) which name specific rulers and provide the dates of their rule.


          Instead, archaeologists have relied on the data that they do have, such as large- and small-scale site surveys. There is considerable centralization within the Olmec heartland, first at San Lorenzo and then at La Venta. No other Olmec heartland site comes close to these in terms of size or in quantity and quality of architecture and sculpture. Diehl, for example, refers to San Lorenzo and La Venta as "Regal-Ritual Cities".


          This demographic centralization leads archaeologists to propose that in general Olmec society was also highly centralized, with a strongly hierarchial structure, concentrated first at San Lorenzo and then at La Venta, with an elite that was able to use their control over materials such as monumental stone and water to exert command and legitimize their regime.


          Even during their heydey, however, it is doubtful that San Lorenzo or La Venta controlled all of the Olmec heartland, despite their size. There is some doubt, for example, that La Venta controlled Arroyo Sonso, only some 35 km away. Studies of the Tuxtla Mountain settlements, some 60 km away, indicate that this area was composed of more or less egalitarian communities outside the control of lowland centers.


          


          Village life and diet


          Despite their size, San Lorenzo and La Venta were largely ceremonial centers, and the vast majority of the Olmec lived in villages similar to present-day villages and hamlets in Tabasco and Veracruz.


          These villages were located on higher ground and consisted of several scattered houses. A modest temple may have been associated with the larger villages. The individual dwellings would consist of a house, an associated lean-to, and one or more storage pits (similar in function to a root cellar). A nearby garden was used for medicinal and cooking herbs and for smaller crops such as the domesticated sunflower. Fruit trees, such as avocado or cacao, were likely available nearby.


          Although the river banks were used to plant crops between flooding periods, the Olmecs also likely practiced swidden (or slash-and-burn) agriculture to clear the forests and shrubs, and to provide new fields once the old fields were exhausted. Fields were located outside the village, and were used for maize, beans, squash, manioc, sweet potato, as well as cotton. Based on studies of two villages in the Tuxtlas Mountains, it is known that maize cultivation became increasingly important to the Olmec diet over time, although the diet remained fairly diverse.


          The fruits and vegetables were supplemented with fish, turtle, snake, and mollusks from the nearby rivers, and crabs and shellfish in the coastal areas.


          Birds were available as food sources, as were game including peccary, oppossum, raccoon, rabbit, and in particular deer. Despite the wide range of hunting and fishing available, midden surveys in San Lorenzo have found that the domesticated dog was the single most plentiful source of animal protein.
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          History of scholarly research


          Olmec culture was unknown to historians until the mid-19th century. In 1862 the fortuitous discovery of a colossal head near Tres Zapotes, Veracruz by Jos Melgar y Serrano marked the first significant rediscovery of Olmec artifacts. In the latter half of the 19th century, Olmec artifacts such as the Kunz Axe (right) came to light and were recognized as belonging to a unique artistic tradition.


          Frans Blom and Oliver La Farge made the first detailed descriptions of La Venta and San Martin Pajapan Monument 1 during their 1925 expedition. However, at this time most archaeologists assumed the Olmec were contemporaneous with the Maya  even Blom and La Farge were, in their own words, "inclined to ascribe them to the Maya culture"..


          Matthew Stirling of the Smithsonian Institution conducted the first detailed scientific excavations of Olmec sites in the 1930s and 1940s. Stirling, along with art historian Miguel Covarrubias, became convinced that the Olmec predated most other known Mesoamerican civilizations.


          In counterpoint to Stirling, Covarrubias, and Alfonso Caso, however, Mayanists Eric Thompson and Sylvanus Morley argued for Classic era dates for the Olmec artifacts. The question of Olmec chronology came to a head at a 1942 Tuxtla Gutierrez conference, where Alfonso Caso declared that the Olmecs were the "mother culture" ("cultura madre") of Mesoamerica.


          Shortly after the conference, radiocarbon dating proved the antiquity of the Olmec civilization, although the "mother culture" question generates much debate even 60 years later.


          


          Etymology


          The name "Olmec" means "rubber people" in Nahuatl, the language of the Aztec, and was the Aztec name for the people who lived in the area of the Olmec heartland in the 15th and 16th centuries, some 2000 years after what we know as the Olmec culture died out. The term "rubber people" refers to the ancient practice, spanning from ancient Olmecs to Aztecs, of extracting latex from Castilla elastica, a rubber tree in the area. The juice of a local vine, Ipomoea alba, was then mixed with this latex to create rubber as early as 1600 BCE.


          Early modern explorers and archaeologists, however, mistakenly applied the name "Olmec" to the rediscovered ruins and artifacts in the heartland decades before it was understood that these were not created by people the Aztecs knew as the "Olmec", but rather a culture that was 2000 years older. Despite the mistaken identity, the name has stuck.


          It is not known what name the ancient Olmec used for themselves; some later Mesoamerican accounts seem to refer to the ancient Olmec as " Tamoanchan". Another term sometimes used to describe the Olmec culture is tenocelome, meaning "mouth of the jaguar".


          


          Alternative origin speculations


          In part because the Olmecs developed the first Mesoamerican civilization and in part because so little is known of the Olmecs (relative, for example, to the Maya or Aztec), a wide number of Olmec alternative origin speculations have been put forth. Although several of these speculations, particularly the theory that the Olmecs were of African origin, have become well-known within popular culture, popularized by Ivan van Sertima's book They Came Before Columbus, they are not considered credible by the vast majority of Mesoamerican researchers.


          
            Retrieved from " http://en.wikipedia.org/wiki/Olmec"
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          The Olympic Games (often referred to simply as The Olympics or The Games) is an international multi-sport event subdivided into summer and winter sporting events. The summer and winter games are each held every four years (an Olympiad). Until 1992, they were both held in the same year. Since then, they have been separated two years apart.


          The original Olympic Games ( Greek: ί ώ; Olympiakoi Agones) began in 776 BC in Olympia, Greece, and was celebrated until AD 393. Interest in reviving the Olympic Games proper was first shown by the Greek poet and newspaper editor Panagiotis Soutsos in his poem "Dialogue of the Dead" in 1833. Evangelos Zappas sponsored the first modern international Olympic Games in 1859. He paid for the refurbishment of the Panathinaiko Stadium for Games held there in 1870 and 1875. This was noted in newspapers and publications around the world including the London Review, which stated that "the Olympian Games, discontinued for centuries, have recently been revived! Here is strange news indeed ... the classical games of antiquity were revived near Athens".


          The International Olympic Committee was founded in 1894 on the initiative of a French nobleman, Pierre Frdy, Baron de Coubertin. The first of the IOC's Olympic Games were the 1896 Summer Olympics, held in Athens, Greece. Participation in the Olympic Games has increased to include athletes from nearly all nations worldwide. With the improvement of satellite communications and global telecasts of the events, the Olympics are consistently gaining supporters. The most recent Summer Olympics were the 2004 Games in Athens and the most recent Winter Olympics were the 2006 Games in Turin. The upcoming games in Beijing are planned to comprise 302 events in 28 sports. As of 2006, the Winter Olympics were competed in 84 events in 7 sports.


          


          Ancient Olympics
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          There are many myths surrounding the origin of the ancient Olympic Games. The most popular legend describes that Heracles was the creator of the Olympic Games, and built the Olympic stadium and surrounding buildings as an honour to his father Zeus, after completing his 12 labours. According to that legend he walked in a straight line for 400 strides and called this distance a "stadion" (Greek: "ά")- (Roman: "stadium") (Modern English: "Stage") that later also became a distance calculation unit. This is also why a modern stadium is 400 meters in circumference length (1 stadium = 400 m). Another myth associates the first Games with the ancient Greek concept of ἐί (ekecheiria) or Olympic Truce. The date of the Games' inception based on the count of years in Olympiads is reconstructed as 776 BC, although scholars' opinions diverge between dates as early as 884 BC and as late as 704 BC.


          From then on, the Olympic Games quickly became much more important throughout ancient Greece, reaching their zenith in the sixth and fifth centuries BC. The Olympics were of fundamental religious importance, contests alternating with sacrifices and ceremonies honouring both Zeus (whose colossal statue stood at Olympia), and Pelops, divine hero and mythical king of Olympia famous for his legendary chariot race, in whose honour the games were held. The number of events increased to twenty, and the celebration was spread over several days. Winners of the events were greatly admired and were immortalised in poems and statues. The Games were held every four years, and the period between two celebrations became known as an ' Olympiad'. The Greeks used Olympiads as one of their methods to count years. The most famous Olympic athlete lived in these times: the sixth century BC wrestler Milo of Croton is the only athlete in history to win a victory in six Olympics.


          The Games gradually declined in importance as the Romans gained power in Greece. When Christianity became the official religion of the Roman Empire, the Olympic Games were seen as a pagan festival and in discord with Christian ethics, and in 393 AD the emperor Theodosius I outlawed the Olympics, ending a thousand-year tradition.


          During the ancient times normally only young men could participate. Competitors were usually naked, not only as the weather was appropriate but also as the festival was meant to be, in part, a celebration of the achievements of the human body. Upon winning the games, the victor would have not only the prestige of being in first place but would also be presented with a crown of olive leaves. The olive branch is a sign of hope and peace.


          Even though the bearing of a torch formed an integral aspect of Greek ceremonies, the ancient Olympic Games did not include it, nor was there a symbol formed by interconnecting rings. These Olympic symbols were introduced as part of the modern Olympic Games.


          


          Revival


          In the early seventeenth century, an "Olympic Games" sports festival was run for several years at Chipping Campden in the English Cotswolds, and the present day local Cotswold Games trace their origin to this festival. They were a local sports event with extraordinary sports, such as shin-kicking.


          In 1850, an "Olympian Class" was begun at Much Wenlock in Shropshire, England. This was renamed "Wenlock Olympian Games" in 1859 and continues to this day as the Wenlock Olympian Society Annual Games. A national Olympic Games was organised by their founder, Dr William Penny Brookes, at Crystal Palace in London, in 1866.


          Meanwhile, a wealthy Greek philanthropist called Evangelos Zappas sponsored the revival of the first modern international Olympic Games. The first was held in an Athens city square in 1859. Zappas paid for the refurbishment of the ancient Panathenian stadium that was first used for an Olympic Games in 1870 and then again in 1875. That same stadium was refurbished a second time and used for the Athens 1896 Games. The revival sponsored by Zappas was a dedicated Olympic Games with athletes that participated from two countries: Greece and the Ottoman Empire.


          The interest in reviving the Olympics as an international event grew further when the ruins of ancient Olympia were uncovered by German archaeologists in the mid-nineteenth century. At the same time, Pierre de Coubertin was searching for a reason for the French defeat in the Franco-Prussian War (18701871). He thought the reason was that the French had not received proper physical education, and sought to improve this. Coubertin also sought a way to bring nations closer together, to have the youth of the world compete in sports, rather than fight in war. In 1890 he attended a festival of the Wenlock Olympian Society, and decided that the recovery of the Olympic Games would achieve both of his goals.


          Baron Pierre de Coubertin stood on the ideas of both Dr Brookes and the foundations of Evangelis Zappas to found the International Olympic Committee. In a congress at the Sorbonne University, in Paris, France, held from June 16 to June 23, 1894 he presented his ideas to an international audience. On the last day of the congress, it was decided that the first IOC Olympic Games would take place in 1896 in Athens, in the country of their birth. To organise the Games, the International Olympic Committee (IOC) was established, with the Greek Demetrius Vikelas as its first president. The Panathenian stadium that was used for Olympic Games in 1870, and 1875 was refurbished and reused for the Olympic Games held in Athens in 1896.


          The total number of athletes at the the first IOC Olympic Games, less than 250, seems small by modern standards, but the games were the largest international sports event ever held until that time. The Greek officials and public were also very enthusiastic, and they even proposed to have the monopoly of organizing the Olympics. The IOC decided differently, however, and the second Olympic Games took place in Paris, France. Paris was also the first Olympic Games where women were allowed to compete.


          


          Modern Olympics


          After the initial success, the Olympics struggled. The celebrations in Paris (1900) and St. Louis (1904) were overshadowed by the World's Fair exhibitions in which they were included. The so-called Intercalated Games (because of their off-year status, as 1906 is not divisible by four) were held in 1906 in Athens, as the first of an alternating series of Athens-held Olympics. Although originally the IOC recognised and supported these games, they are currently not recognised by the IOC as Olympic Games, which has given rise to the explanation that they were intended to mark the 10th anniversary of the modern Olympics. The 1906 Games again attracted a broad international field of participantsin 1904, 80% had been Americanand great public interest, thereby marking the beginning of a rise in popularity and size of the Games.


          From the 241 participants from 14 nations in 1896, the Games grew to nearly 11,100 competitors from 202 countries at the 2004 Summer Olympics in Athens. The number of competitors at the Winter Olympics is much smaller than at the Summer Games; at the 2006 Winter Olympics in Turin Italy, 2,633 athletes from 80 countries competed in 84 events.


          The Olympics are one of the largest media events. In Sydney in 2000 there were over 16,000 broadcasters and journalists, and an estimated 3.8 billion viewers watched the games on television. The growth of the Olympics is one of the largest problems the Olympics face today. Although allowing professional athletes and attracting sponsorships from major international companies solved financial problems in the 1980s, the large number of athletes, media and spectators makes it difficult and expensive for host cities to organize the Olympics.


          203 countries currently participate in the Olympics. This is a noticeably higher number than the number of countries belonging to the United Nations, which is only 193. The International Olympic Committee allows nations to compete which do not meet the strict requirements for political sovereignty that many other international organizations demand. As a result, many colonies and dependencies are permitted to host their own Olympic teams and athletes even if such competitors hold the same citizenship as another member nation. Examples of this include territories such as Puerto Rico, Bermuda, and Hong Kong, all of which compete as separate nations despite being legally a part of another country. Also, since 1980, Taiwan has competed under the name " Chinese Taipei", and under a flag specially prepared by the IOC. Prior to that year the People's Republic of China refused to participate in the Games because Taiwan had been competing under the name "Republic of China". The Republic of the Marshall Islands was recognised as a nation by the IOC on February 9, 2006, and should compete in the 2008 Summer Olympics in Beijing.


          


          Olympic problems


          


          Boycotts


          The 1956 Melbourne Olympics were the first Olympics that were boycotted by the Netherlands, Spain, and Switzerland, because of the repression of the Hungarian Uprising by the Soviet Union; additionally, Cambodia, Egypt, Iraq, and Lebanon, boycotted the games due to the Suez Crisis.


          In 1972 and 1976, a large number of African countries threatened the IOC with a boycott, to force them to ban South Africa, Rhodesia, and New Zealand. The IOC conceded in the first 2 cases, but refused in 1976 because the boycott was prompted by a New Zealand rugby union tour to South Africa, and rugby was not an Olympic sport. The countries withdrew their teams after the games had started; some African athletes had already competed. A lot of sympathy was felt for the athletes forced by their governments to leave the Olympic Village; there was little sympathy outside Africa for the governments' attitude. Twenty-two countries (Guyana was the only non-African nation) boycotted the Montreal Olympics because New Zealand was not banned.


          Also in 1976, due to pressure from the People's Republic of China (PRC), Canada told the team from the Republic of China (Taiwan) that it could not compete at the Montreal Summer Olympics under the name "Republic of China" despite a compromise that would have allowed Taiwan to use the ROC flag and anthem. The Republic of China refused and as a result did not participate again until 1984, when it returned under the name " Chinese Taipei" and used a special flag.
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          In 1980 and 1984, the Cold War opponents boycotted each other's games. Sixty-five nations refused to compete at the Moscow Olympics in 1980 because of the Soviet invasion of Afghanistan, but 16 nations from Western Europe did compete at the Moscow Olympics. The boycott reduced the number of nations participating to only 81, the lowest number of nations to compete since 1956. The Soviet Union and 14 of its Eastern Bloc partners (except Romania) countered by skipping the Los Angeles Olympics in 1984, arguing the safety of their athletes could not be guaranteed there and "chauvinistic sentiments and an anti-Soviet hysteria are being whipped up in the United States".


          The 1984 boycotters staged their own Friendship Games in July-August.


          


          Doping


          One of the main problems facing the Olympics (and international sports in general) is doping, or performance enhancing drugs. In the early 20th century, many Olympic athletes began using drugs to enhance their performance. For example, the winner of the marathon at the 1904 Games, Thomas J. Hicks, was given strychnine and brandy by his coach, even during the race. As these methods became more extreme, gradually the awareness grew that this was no longer a matter of health through sports. In the mid-1960s, sports federations put a ban on doping, and the IOC followed suit in 1967.


          The first and so far only Olympic death caused by doping occurred in 1960. At the cycling road race in Rome the Danish Knud Enemark Jensen fell from his bicycle and later died. A coroner's inquiry found that he was under the influence of amphetamines.


          The first Olympic athlete to test positive for doping use was Hans-Gunnar Liljenwall, a Swedish pentathlete at the 1968 Summer Olympics, who lost his bronze medal for alcohol use. Seventy-three athletes followed him over the next 38 years, several medal winners among them. The most publicised doping-related disqualification was that of Canadian sprinter Ben Johnson, who won the 100m at the 1988 Seoul Olympics, but tested positive for stanozolol.


          Despite the testing, many athletes continued to use doping without getting caught. In 1990, documents were revealed that showed many East German female athletes had been unknowingly administered anabolic steroids and other drugs by their coaches and trainers as a government policy.


          In the late 1990s, the IOC took initiative in a more organised battle against doping, leading to the formation of the World Anti-Doping Agency (WADA) in 1999. The recent 2000 Summer Olympics and 2002 Winter Olympics have shown that this battle is not nearly over, as several medalists in weightlifting and cross-country skiing were disqualified due to doping offences. One innocent victim of the anti-doping movement at the Olympics was the Romanian gymnast Andreea Răducan who was stripped of her gold medal-winning performance in the All-Around Competition of the Sydney 2000 games. Test results indicated the presence of the banned-stimulant pseudophedrine which had been prescribed to her by an Olympic doctor. Raducan had been unaware of the presence of the illegal substance in the medicine that had been prescribed to her for a cold she had during the games.


          During the 2006 Winter Olympics, only one athlete failed a drug test and had a medal revoked. The only other case involved 12 members with high levels of haemoglobin and their punishment was a five day suspension for health reasons.


          In October 2007, American sprinter Marion Jones admitted to having taken steroids before the Sydney 2000 Summer Olympics. As a result of these admissions, Jones accepted a two-year suspension and forfeiture of all medals, results, points and prizes earned after September 1, 2000. Marion Jones now faces a six-month stay in prison.


          The International Olympic Committee introduced blood testing for the first time during these games.


          


          Politics


          Politics interfered with the Olympics on several occasions, the most well-known of which was the 1936 Summer Olympics in Berlin, where the games were used as propaganda by the German Nazis. At this Olympics, a true Olympic spirit was shown by Luz Long, who helped Jesse Owens (a black athlete) to win the long jump, at the expense of his own silver medal. The Soviet Union did not participate in the Olympic Games until the 1952 Summer Olympics in Helsinki. Instead, the Soviets organized an international sports event called Spartakiads, from 1928 onward. Many athletes from Communist organizations or close to them chose not to participate or were even barred from participating in Olympic Games, and instead participated in Spartakiads.


          A political incident on a smaller scale occurred at the 1968 Summer Olympics in Mexico City. Two American track-and-field athletes, Tommie Smith and John Carlos, performed the Black Power salute on the victory stand of the 200-meter track and field race. In response, the IOC's autocratic president Avery Brundage told the USOC to either send the two athletes home, or withdraw the complete track and field team. The USOC opted for the former.


          In a political policy move that flouts the spirit of the Olympic movement, the government of the Islamic Republic of Iran specifically orders its athletes not to compete in any olympic heat, semi-final, or finals that includes athletes from Israel. At the 2004 Olympics, an Iranian judoka refused to compete in a heat against an Israeli judoka, but did so surreptitiously to avoid the possibility of Iran being removed from the games for political intrigue (the athlete deliberately didn't make weight.) The Iranian returned home to a hero's welcome.


          


          Violence


          Despite what Coubertin had hoped for, the Olympics did not bring total peace to the world. In fact, three Olympiads had to pass without Olympics because of war: due to World War I the 1916 Games were canceled, and the summer and winter games of 1940 and 1944 were canceled because of World War II.


          Terrorism has also become a recent threat to the Olympic Games. In 1972, when the Summer Games were held in Munich, West Germany, eleven members of the Israeli Olympic team were taken hostage by Palestinian terrorist group Black September in what is known as the Munich massacre. A bungled liberation attempt led to the deaths of the nine abducted athletes who had not been killed prior to the rescue as well as that of a policeman, with five of the terrorists also being killed.


          During the Summer Olympics in 1996 in Atlanta, a bombing at the Centennial Olympic Park killed two and injured 111 others. The bomb was set by Eric Robert Rudolph, an American domestic terrorist, who is currently serving a life sentence at Supermax in Florence, Colorado.


          The 2002 Winter Olympics in Salt Lake City were the first Olympic Games since the September 11, 2001 attacks. Olympic Games since then have required an extremely high degree of security due to the fear of possible terrorist activities.


          


          Olympic Movement


          A number of organizations are involved in organizing the Olympic Games. Together they form the Olympic Movement. The rules and guidelines by which these organizations operate are outlined in the Olympic Charter.


          At the heart of the Olympic Movement is the International Olympic Committee (IOC), currently headed by Jacques Rogge. It can be seen as the government of the Olympics, as it takes care of the daily problems and makes all important decisions, such as choosing the host city of the Games, and the programme of the Olympics.


          Three groups of organisations operate on a more specialised level:


          
            	International Federations (IFs), the governing bodies of a sport (e.g. FIFA, the IF for football (soccer), and the FIVB, the international governing body for volleyball.)


            	National Olympic Committees (NOCs), which regulate the Olympic Movement within each country (eg. USOC, the NOC of the United States)


            	Organising Committees for the Olympic Games (OCOGs), which take care of the organisation of a specific celebration of the Olympics.

          


          At present, 202 NOCs and 35 IFs are part of the Olympic Movement. OCOGs are dissolved after the celebration of each Games, once all subsequent paperwork has been completed.


          More broadly speaking, the term Olympic Movement is sometimes also meant to include everybody and everything involved in the Olympics, such as national sport governing bodies, athletes, media, and sponsors of the Olympic Games.


          


          Criticism


          Most Olympic Games have been held in European and North American cities; only a few games have been held in other places, and all bids by countries in South America and Africa have failed. Many believe the games should expand to include locations in poorer regions. Economists point out that the massive infrastructure investments could springboard cities into earning higher GDP after the games. However, many host cities regret the high costs associated with hosting the games as a poor investment.


          In the past, the IOC has often been criticised for being a monolithic organisation, with several members remaining a member at old age, or even until their deaths. The leadership of IOC president Juan Antonio Samaranch especially has been strongly criticised. Under his presidency, the Olympic Movement made great progress, but has been seen as autocratic and corrupt. Samaranch's ties with the former fascist government in Spain, and his long term as a president (21 years)until he was 81 years oldhave also been points of critique.


          In 1998, it became known that several IOC members had taken bribes from the organising committee for the 2002 Winter Olympics in Salt Lake City, Utah, in exchange for a vote on the city at the election of the host city. The IOC started an investigation, which led to four members resigning and six being expelled. The scandal set off further reforms, changing the way in which host cities are elected to avoid further bribes. Also, more active and former athletes were allowed in the IOC, and the membership terms have been limited.


          The same year (1998), four European groups organized the International Network Against Olympic Games and Commercial Sports to oppose their cities' bids for future Olympic Games. Also, an Anti-Olympic Alliance had formed in Sydney to protest the hosting of the 2000 Games. Later, a similar movement in Vancouver and Whistler, British Columbia organized to protest the hosting of the 2010 Winter Games. These movements were particularly concerned about adverse local economic impact and dislocation of people to accommodate the hosting of the Olympics.


          A BBC documentary aired in August 2004, entitled Panorama: "Buying the Games", investigated the taking of bribes in the bidding process for the 2012 Summer Olympics. The documentary claimed it is possible to bribe IOC members into voting for a particular candidate city. In an airborne television interview on the way home, the Mayor of Paris Bertrand Delano, specifically accused the British Prime Minister (Tony Blair) and the London Bid Committee (headed by former Olympic athlete Lord (Sebastien) Coe) of breaking the bid rules with flagrant financial and sexual bribes. He cited French President Jacques Chirac as a witness but President Chirac gave rather more guarded interviews. In particular, Bulgaria's member Ivan Slavkov, and Muttaleb Ahmad from the Olympic Council of Asia, were implicated. They have denied the allegations. And Mayor Delano never mentioned the matter again. (Indeed two days later when London was attacked by suicide bombers on buses and trains, 52 Londoners were killed and over 700 Londoners were injured, it was both Mayor Delano and President Chirac -in an Olympian spirit of which Pierre de Coubertin would have been proud- who were among the first to express their solidarity with London and to send practical help in the form of rescue teams etc.) Others have alleged that the 2006 Winter Olympics were held in Turin because officials bribed the IOC and so Turin got the games and Sion, Switzerland (which was the favorite) did not.


          The Olympic Movement has been accused of being overprotective of its symbolism (in particular, it claims an exclusive and monopolistic copyright over any arrangement of five rings and the term "olympics"), and have taken action against things unrelated to sport, such as the role-playing game Legend of the Five Rings. It was accused of homophobia in 1982 when it successfully sued the Gay Olympics, an event now known as the Gay Games, to ban it from using the term "olympics" in its name.


          


          Olympic symbols


          The Olympic movement uses many symbols, most of them representing Coubertin's ideas and ideals. The best known symbol is probably that of the Olympic Rings. These five intertwined rings represent the unity of five inhabited continents (with America regarded as one single continent). They appear in five colors on a white field on the Olympic Flag. These colors, white (for the field), red, blue, green, yellow, and black were chosen such that each nation had at least one of these colors in its national flag. The flag was adopted in 1914, but the first Games at which it was flown were Antwerp, 1920. It is hoisted at each celebration of the Games.


          The official Olympic Motto is "Citius, Altius, Fortius", a Latin phrase meaning "Swifter, Higher, Stronger". Coubertin's ideals are probably best illustrated by the Olympic Creed:


          
            	"The most important thing in the Olympic Games is not to win but to take part, just as the most important thing in life is not the triumph but the struggle. The essential thing is not to have conquered but to have fought well."

          


          The Olympic Flame is lit in Olympia and brought to the host city by runners carrying the torch in relay. There it plays an important role in the opening ceremonies. Though the torch fire has been around since 1928, the relay was introduced in 1936.


          The Olympic mascot, an animal or human figure representing the cultural heritage of the host country, was introduced in 1968. It has played an important part of the games since 1980 with the debut of misha, a Russian bear.


          French and English are the two official languages of the Olympic movement.


          


          Olympic ceremonies


          


          Opening
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          Apart from the traditional elements, the host nation ordinarily presents artistic displays of dance and theatre representative of that country.


          Various traditional elements frame the opening ceremonies of a celebration of the Olympic Games. The ceremonies typically start with the hoisting of the host country's flag and the performing of its national anthem. The traditional part of the ceremonies starts with a "parade of nations" (or of athletes), during which most participating athletes march into the stadium, country by country. One honoured athlete, typically a top competitor, from each country carries the flag of his or her nation, leading the entourage of other athletes from that country.


          Traditionally (starting at the 1928 Summer Olympics) Greece marches first, because of its historical status as the origin of the Olympics, while the host nation marches last. (Exceptionally, in 2004, when the Games were held in Athens, Greece marched last as host nation rather than first, although the flag of Greece was carried in first.) Between these two nations, all other participating nations march in alphabetical order of the dominant language of the host country, or in French or English alphabetical order if the host country does not write its dominant language in an alphabet which has a set order. In the 1992 Summer Olympics in Barcelona, both Spanish and Catalan were official languages of the games, but due to politics surrounding the use of Catalan, the nations entered in French alphabetical order. The XVIII Olympic Winter Games in Nagano, Japan saw nations entering in English alphabetical order since the Japanese language grouped both China and Chinese Taipei together in the Parade of Nations.


          After all nations have entered, the president of the host country's Olympic Organising Committee makes a speech, followed by the IOC president who, at the end of his speech introduces the person who is going to declare the Games open. Despite the Games having been awarded to a particular city and not to the country in general, the Opener is usually  but not always  the host country's Head of State. So it is this Opener, in turn, who formally opens the Olympics, by reciting the formula:


          
            I declare open the Games of ... (name of the host city) celebrating the ... (number of the Olympiad) Olympiad of the modern era. (There is a similar recital for the Winter Games.)

          


          Since Adolf Hitler at both the Garmisch Partenkirchen Winter Olympics and at the Berlin Summer Olympics  both in 1936  the Openers have unswervingly stuck to this formula. Before 1936, however, the Opener often used to make a short Speech of Welcome before declaring the Games open. There have been very many cases where the country's Head of State did not open the Olympics at all. The first example was at the Games of the II Olympiad in Paris in 1900 when there wasn't even an Opening Ceremony.


          There are five examples of this from the United States alone, beginning with the Games of the III Olympiad in St Louis, Missouri where  on 1 July 1904  Mr David Francis, President of the Louisiana Purchase Exposition, performed the ceremony, nobody having even thought of inviting US President Theodore Roosevelt. Then, on 4 February 1932 the then Governor of the State of New York, Franklin D. Roosevelt, opened the III Olympic Winter Games in Lake Placid, New York and later that year, on 30 July 1932, the Vice-President of the United States, Charles Curtis opened the Games of the X Olympiad in Los Angeles, California, stating, however, that he was doing so on behalf of the President, Herbert Hoover. In 1960, the Vice-President of the United States Richard Nixon was sent by President Dwight Eisenhower to open the VIII Olympic Winter Games in Squaw Valley, California, and finally, in 1980, Vice President Walter Mondale stood in for President Jimmy Carter to open the XIII Olympic Winter Games, also in Lake Placid.


          The most recent example was at the Games of the XXVII Olympiad in Sydney, Australia, where, at the insistence of the Australian Government, it was the Governor-General of Australia Sir William Deane who opened the Games and not Queen Elizabeth (who as Queen of Australia is the Australian Head of State). Throughout the 20th century there were numerous other such instances.


          Next, the Olympic Flag is carried horizontally (since the 1960 Summer Olympics) into the stadium and hoisted as the Olympic Anthem is played. The flag bearers of all countries circle a rostrum, where one athlete (since the 1920 Summer Olympics) and one judge (since the 1972 Summer Olympics) speak the Olympic Oath, declaring they will compete and judge according to the rules. Finally, the Torch is brought into the stadium, passed from athlete to athlete, until it reaches the last carrier of the Torch, often a well-known athlete from the host nation, who lights the fire in the stadium's cauldron. The Olympic Flame has been lit since the 1928 Summer Olympics, but the torch relay did not start until the 1936 Summer Olympics. Beginning at the post-World War I 1920 Summer Olympics, the lighting of the Olympic Flame was for 68 years followed by the release of doves, symbolizing peace. This gesture was discontinued after several doves were burned alive in the Olympic Flame during the opening ceremony of the 1988 Summer Olympics. However, some Opening Ceremonies have continued to include doves in other forms; for example, the 2002 Winter Olympics featured skaters holding kite-like cloth dove puppets.


          Opening ceremonies have been held outdoors, usually on the main athletics stadium, but those for the 2010 Winter Olympics will be the first to be held indoors, at the BC Place Stadium.


          


          Closing


          Various traditional elements also frame the closing ceremonies of an Olympic Games, which take place after all of the events have concluded. Flag bearers from each participating delegation enter the stadium in single file, but behind them march all of the athletes without any distinction or grouping of nationality  a tradition that began at the 1956 Summer Olympics at the suggestion of Melbourne schoolboy John Ian Wing, who thought it would be a way of bringing the athletes of the world together as "one nation". (In 2006, the athletes marched in with their countrymen, then dispersed and mingled as the ceremonies went on).


          Three national flags are each hoisted onto flagpoles one at a time while their respective national anthems are played: The flag of Greece on the righthand pole (again honoring the birthplace of the Olympic Games), the flag of the host country on the middle pole, and finally the flag of the host country of the next Summer or Winter Olympic Games, on the lefthand pole. (Exceptionally, in 2004, when the Games were held in Athens, only one flag of Greece was raised.)


          In what is known as the "Antwerp Ceremony" (because the tradition started during the 1920 Summer Olympics in Antwerp), the mayor of the city that organized the Games transfers a special Olympic Flag to the president of the IOC, who then passes it on to the mayor of the next city to host the Olympic Games. The receiving mayor then waves the flag eight times. There are three such flags, differing from all other copies in that they have a six-coloured fringe around the flag, and are tied with six coloured ribbons to a flagstaff:


          
            	The Antwerp flag: Was presented to the IOC at the 1920 Summer Olympics by the city of Antwerp, Belgium, and was passed on to the next organising city of the Summer Olympics until the Games of Seoul 1988.


            	The Oslo flag: Was presented to the IOC at the 1952 Winter Olympics by the city of Oslo, Norway, and is passed on to the next organising city of the Winter Olympics.


            	The Seoul flag: Was presented to the IOC at the 1988 Summer Olympics by the city of Seoul, The Republic of Korea (South Korea), and is passed on to the next organising city of the Summer Olympics, which was Barcelona, Spain, at that time.

          


          A problem was posed by this tradition at the 2006 Winter Games in Turin, Italy. The flag was passed from Sergio Chiamparino, the mayor of Turin, to Sam Sullivan, the mayor of Vancouver. Sullivan is a paraplegic, so he waved the flag by holding it in one hand and turning his wheelchair back and forth eight times.


          After these traditional elements, the next host nation introduces itself with artistic displays of dance and theatre representative of that country. This tradition began with the 1976 Games.


          The president of the host country's Olympic Organising Committee makes a speech, followed by the IOC president, who at the end of his speech formally closes the Olympics, by saying:


          
            I declare the Games of the ... Olympiad/... Olympic Winter Games closed and, in accordance with tradition, I call upon the youth of the world to assemble four years from now in ... to celebrate the Games of the ... Olympiad/... Olympic Winter Games.

          


          The Olympic Flame is extinguished, and while the Olympic anthem is being played, the Olympic Flag that was hoisted during the opening ceremonies is lowered from the flagpole and horizontally carried out of the stadium. 


          Medal Presentation


          After medals are awarded and presented for a particular event, the flags of the nations of the three medalists would be raised. The flag of the gold medalist's country would be in the centre and always raised the highest while the flag of the silver medalist's country would be on the left to the observer and the flag of the bronze medalist's country would be on the right, both at lower elevations to the gold medalist's country's flag. The flags would be raised to the national anthem of the gold medalist's country.


          This format of medal presentation is also seen in other multi-sporting events such as the Southeast Asian Games, the Commonwealth Games and the Asian Games.


          


          Olympic sports


          Currently, the Olympic program consists of 35 different sports, 53 disciplines and more than 400 events. The Summer Olympics includes 28 sports with 38 disciplines and the Winter Olympics includes 7 sports with 15 disciplines. Nine sports were on the original Olympic programme in 1896: athletics, cycling, fencing, gymnastics, weightlifting, shooting, swimming, tennis, and wrestling. If the 1896 rowing events had not been cancelled due to bad weather, they would have been included in this list as well.


          At the most recent Winter Olympics, seven sports were conducted, or 15 if each sport such as skiing and skating is counted. Of these, cross country skiing, figure skating, ice hockey, Nordic combined, ski jumping, and speed skating have been featured on the programme at all Winter Olympics. In addition, figure skating and ice hockey also have been contested as part of the Summer Games before the introduction of separate Winter Olympics.


          In recent years, the IOC has added several new sports to the programme to attract attention from young spectators. Examples of such sports include snowboarding and beach volleyball. The growth of the Olympics also means that some less popular ( modern pentathlon) or expensive (white water canoeing) sports may lose their place on the Olympic programme. The IOC decided to discontinue baseball and softball beginning in 2012. Cricket used to be at the olympic games but was discontinued and a revival is now seen as possible.


          Rule 48.1 of the Olympic Charter requires that there be a minimum of 15 Olympic sports at each Summer Games. Following its 114th Session (Mexico 2002), the IOC also decided to limit the programme of the Summer Games to a maximum of 28 sports, 301 events, and 10,500 athletes. The Olympic sports are defined as those governed by the International Federations listed in Rule 46 of the Olympic Charter. A two-thirds vote of the IOC is required to amend the Charter to promote a Recognised Federation to Olympic status and therefore make the sports it governs eligible for inclusion on the Olympic programme. Rule 47 of the Charter requires that only Olympic sports may be included in the programme.


          The IOC reviews the Olympic programme at the first Session following each Olympiad. A simple majority is required for an Olympic sport to be included in the Olympic programme. Under the current rules, an Olympic sport not selected for inclusion in a particular Games remains an Olympic sport and may be included again later with a simple majority. At the 117th IOC Session, 26 sports were included in the programme for London 2012.


          Until 1992, the Olympics also often featured demonstration sports. The objective was for these sports to reach a larger audience; the winners of these events are not official Olympic champions. These sports were sometimes sports popular only in the host nation, but internationally known sports have also been demonstrated. Some demonstration sports eventually were included as full-medal events.


          


          Amateurism and professionalism


          The ethos of English public schools greatly influenced Pierre de Coubertin. The public schools had a deep involvement in the development of many team sports including all British codes of football as well as cricket and hockey.


          The English public schools of the second half of the 19th century had a major influence on many sports. The schools contributed to the rules and influenced the governing bodies of those sports out of all proportion to their size. They subscribed to the Ancient Greek and Roman belief that sport formed an important part of education, an attitude summed up in the saying: mens sana in corpore sano  a sound mind in a healthy body. In this ethos, taking part has more importance than winning, because society expected gentlemen to become all-rounders and not the best at everything. Class prejudice against "trade" reinforced this attitude. The house of the parents of a typical public schoolboy would have a tradesman's entrance, because tradesmen did not rank as the social equals of gentlemen. Apart from class considerations there was the typically English concept of "fairness," in which practicing or training was considered as tantamount to cheating; it meant that you considered it more important to win than to take part. Those who practiced a sport professionally were considered to have an unfair advantage over those who practiced it merely as a "hobby."


          The International Olympic Committee invited a representative of the Headmasters' Conference (the association of headmasters of the English public schools) to attend their early meetings. The Headmasters' Conference chose the Reverend Robert Laffan, the headmaster of Cheltenham College, as their representative to the IOC meetings. He was made a member of the IOC in 1897 and, following the first visit of the IOC to London in 1904, he was central to the founding of the British Olympic Association a year later.


          In Coubertin's vision, athletes should be gentlemen. Initially, only amateurs were considered such; professional athletes were not allowed to compete in the Olympic Games. A short-lived exception was made for professional fencing instructors. This exclusion of professionals has caused several controversies throughout the history of the modern Olympics.


          1912 Olympic pentathlon and decathlon champion, Jim Thorpe, was disqualified when it was discovered that he played semi-professional baseball prior to winning his medals. He was restored as champion on compassionate grounds by the IOC in 1983. Swiss and Austrian skiers boycotted the 1936 Winter Olympics in support of their skiing teachers, who were not allowed to compete because they earned money with their sport and were considered professionals.


          It gradually became clear to many that the amateurism rules had become outdated, not least because the self-financed amateurs of Western countries often were no match for the state-sponsored "full-time amateurs" of Eastern bloc countries. Nevertheless, the IOC, led by President Avery Brundage, held to the traditional rules regarding amateurism. In the 1970s, after Brundage left, amateurism requirements were dropped from the Olympic Charter, leaving decisions on professional participation to the international federation for each sport. This switch was perhaps best exemplified by the American Dream Team, composed of well-paid NBA stars, which won the Olympic gold medal in basketball in 1992. As of 2004, the only sport in which no professionals compete is boxing (though even this requires a loose definition of amateurism, as some boxers receive cash prizes from their NOCs); in men's football (soccer), the number of players over 23 years of age is limited to three per team.


          Advertisement regulations are still very strict, at least on the actual playing field, although "Official Olympic Sponsors" are common. Athletes are only allowed to have the names of clothing and equipment manufacturers on their outfits. The sizes of these markings are limited.


          


          Olympic champions and medalists


          
            [image: Ray Ewry is the only competitor with ten modern Olympic titles, but two of them are from the 1906 Intercalated Games, which are presently not included in the official records, where he is surpassed by a number of people, including four with nine gold medals each.]

            
              Ray Ewry is the only competitor with ten modern Olympic titles, but two of them are from the 1906 Intercalated Games, which are presently not included in the official records, where he is surpassed by a number of people, including four with nine gold medals each.
            

          


          The athletes (or teams) who place first, second, or third in each event receive medals. The winners receive "gold medals". (Though they were solid gold until 1912, they are now made of gilded silver.) The runners-up receive silver medals, and the third-place athletes bronze medals. In some events contested by a single-elimination tournament (most notably boxing), third place might not be determined, in which case both semi-final losers receive bronze medals. The practice of awarding medals to the top three competitors was introduced in 1904; at the 1896 Olympics only the first two received a medal, silver and bronze, while various prizes were awarded in 1900. However, the 1904 Olympics also awarded silver trophies for first place, which makes Athens 1906 the first games that awarded the three medals only. In addition, from 1948 onward athletes placing fourth, fifth and sixth have received certificates which became officially known as "victory diplomas;" since 1976 the medal winners have received these also, and in 1984 victory diplomas for seventh- and eighth-place finishers were added, presumably to ensure that all losing quarter-finalists in events using single-elimination formats would receive diplomas, thus obviating the need for consolation (or officially, "classification") matches to determine fifth through eighth places (though interestingly these latter are still contested in many elimination events anyway). Certificates were awarded also at the 1896 Olympics, but there they were awarded in addition to the medals to first and second place. Commemorative medals and diplomas  which differ in design from those referred to above  are also made available to participants finishing lower than third and eighth respectively. At the 2004 Summer Olympics in Athens, the first three were given wreaths as well as their medals.


          Because the Olympics are held only once every four years, the public and athletes often consider them as more important and valuable than world championships and other international tournaments, which are often held annually. Many athletes have become celebrities or heroes in their own country, or even world-wide, after becoming Olympic champions.


          The diversity of the sports, and the great differences between the Olympic Games in 1896 and today make it difficult to decide which athlete is the most successful Olympic athlete of all time. This is further complicated since the IOC no longer recognises the Intercalated Games which it originally organised. When measuring by the number of titles won at the Modern Olympic Games, the following athletes may be considered the most successful.


          
            
              	Athlete

              	Nation

              	Sport

              	Olympics

              	1st

              	2nd

              	3rd

              	Total
            


            
              	Latynina, Larissa Larissa Latynina

              	[image: Flag of the Soviet Union]URS

              	Gymnastics

              	19561964

              	9

              	5

              	4

              	18
            


            
              	Andrianov, Nikolai Nikolai Andrianov

              	[image: Flag of the Soviet Union]URS

              	Gymnastics

              	19721980

              	7

              	5

              	3

              	15
            


            
              	Nurmi, Paavo Paavo Nurmi

              	[image: Flag of Finland]FIN

              	Athletics

              	19201928

              	9

              	3

              	0

              	12
            


            
              	Spitz, Mark Mark Spitz

              	[image: Flag of the United States]USA

              	Swimming

              	19681972

              	9

              	1

              	1

              	11
            


            
              	Lewis, CarlCarl Lewis

              	[image: Flag of the United States]USA

              	Athletics

              	19841996

              	9

              	1

              	0

              	10
            


            
              	Dhlie, Bjrn Bjrn Dhlie

              	[image: Flag of Norway]NOR

              	Cross-country skiing

              	19921998

              	8

              	4

              	0

              	12
            


            
              	Fischer, Birgit Birgit Fischer

              	[image: Flag of Germany]GER

              	Canoeing (flatwater)

              	19802004

              	8

              	4

              	0

              	12
            


            
              	Kato, Sawao Sawao Kato

              	[image: Flag of Japan]JPN

              	Gymnastics

              	19681976

              	8

              	3

              	1

              	12
            


            
              	Thompson, Jenny Jenny Thompson

              	[image: Flag of the United States]USA

              	Swimming

              	19922004

              	8

              	3

              	1

              	12
            


            
              	Biondi, Matt Matt Biondi

              	[image: Flag of the United States]USA

              	Swimming

              	19841992

              	8

              	2

              	1

              	11
            


            
              	Ewry, Ray Ray Ewry

              	[image: Flag of the United States]USA

              	Athletics

              	19001908

              	8

              	0

              	0

              	8
            

          


          


          Medals per country


          The IOC does not publish lists of medals per country, but the media often does. A comparison between countries would be unfair to countries with fewer inhabitants, so some have made calculations of medals per number of inhabitants, such as for the 2004 Olympics and for a few more. A problem here is that for a very small country, gaining just one medal could mean the difference between the very top and the very bottom of the list (a point illustrated by the Bahamas' per capita number one position in 2004). On the other hand, a large country may not be able to send a number of athletes that is proportional to its size because a limit is set for the number of participants per country for a specific sport.


          A comparison of the total number of medals over time is further complicated by the fact that the number of times that countries have participated is not equal, and that many countries have gained and lost territories where medal-winning athletes come from. A point in case is the USSR, which not only participated relatively rarely (18 times, versus 45 times for the UK), but also ceased to exist in 1991. The resulting Russian Federation is largely, but not entirely equal to the former USSR. Also, one would have to use population statistics at the time.


          The IOC medal tally chart is based on the number of gold medals for country. Where states are equal, the number of silver medals (and then bronze medals) are counted to determine rankings. Since 1996, the only countries that have appeared in the top 10 medal tallies for summer Olympics have been the Russian Federation, United States, China, France, Germany, Australia and Italy. Since 1994, the only countries that have appeared in the top 10 medal tallies for winter Olympics have been Norway, the Russian Federation, the United States, Canada, Germany, Austria, South Korea, Switzerland, France and Italy.


          


          Olympic Games host cities


          By 2010, the Olympic Games will have been hosted by 41 cities in 22 countries. In 2012, London will become the first city to have hosted the Olympic Games three times, discounting the 1906 intercalated games and the modern international Olympic Games held before the foundation of the International Olympic Committee. The number in parentheses following the city/country denotes how many times that city/country had then hosted the games, with said exclusions.


          
            
              Olympic Games host cities
            

            
              	Summer Olympic Games

              	Winter Olympic Games
            


            
              	Year

              	№

              	Host city

              	Country

              	№

              	Host city

              	Country
            


            
              	1896

              	I

              	Athens (1)

              	[image: Flag of Greece]Greece (1)

              	

              	

              	
            


            
              	1900

              	II

              	Paris (1)

              	[image: Flag of France]France (1)

              	

              	

              	
            


            
              	1904

              	III

              	St. Louis, Missouri(1) (1)

              	[image: Flag of the United States]United States (1)

              	

              	

              	
            


            
              	1906

              	Int'd

              	Athens

              	[image: Flag of Greece]Greece

              	

              	

              	
            


            
              	1908

              	IV

              	London (1)

              	[image: Flag of the United Kingdom]United Kingdom (1)

              	

              	

              	
            


            
              	1912

              	V

              	Stockholm (1)

              	[image: Flag of Sweden]Sweden (1)

              	

              	

              	
            


            
              	1916

              	VI (2)

              	Berlin

              	[image: Flag of Germany]Germany

              	

              	

              	
            


            
              	1920

              	VII

              	Antwerp (1)

              	[image: Flag of Belgium]Belgium (1)

              	

              	

              	
            


            
              	1924

              	VIII

              	Paris (2)

              	[image: Flag of France]France (2)

              	I

              	Chamonix (1)

              	[image: Flag of France]France (1)
            


            
              	1928

              	IX

              	Amsterdam (1)

              	[image: Flag of the Netherlands]Netherlands (1)

              	II

              	St Moritz (1)

              	[image: Flag of Switzerland]Switzerland (1)
            


            
              	1932

              	X

              	Los Angeles, California(1)

              	[image: Flag of the United States]United States (2)

              	III

              	Lake Placid, New York (1)

              	[image: Flag of the United States]United States (1)
            


            
              	1936

              	XI

              	Berlin (1) +

              Kiel-Schilksee (1)(3)

              	[image: Flag of Germany]Germany (1)

              	IV

              	Garmisch-Partenkirchen (1)

              	[image: Flag of Germany]Germany (1)
            


            
              	1940

              	XII (4)

              	Tokyo

              Helsinki

              	[image: Flag of Finland]Finland

              	V (4)

              	Sapporo

              St Moritz

              Garmisch-Partenkirchen

              	[image: Flag of Germany]Germany
            


            
              	1944

              	XIII (4)

              	London

              	[image: Flag of the United Kingdom]United Kingdom

              	V (4)

              	Cortina d'Ampezzo

              	[image: Flag of Italy]Italy
            


            
              	1948

              	XIV

              	London (2)

              	[image: Flag of the United Kingdom]United Kingdom (2)

              	V

              	St Moritz (2)

              	[image: Flag of Switzerland]Switzerland (2)
            


            
              	1952

              	XV

              	Helsinki (1)

              	[image: Flag of Finland]Finland (1)

              	VI

              	Oslo (1)

              	[image: Flag of Norway]Norway (1)
            


            
              	1956

              	XVI

              	Melbourne, Victoria (1) +

              Stockholm (2)(5)

              	[image: Flag of Sweden]Sweden (2)

              	VII

              	Cortina d'Ampezzo (1)

              	[image: Flag of Italy]Italy (1)
            


            
              	1960

              	XVII

              	Rome (1)

              	[image: Flag of Italy]Italy (1)

              	VIII

              	Squaw Valley, California (1)

              	[image: Flag of the United States]United States (2)
            


            
              	1964

              	XVIII

              	Tokyo (1)

              	[image: Flag of Japan]Japan (1)

              	IX

              	Innsbruck (1)

              	[image: Flag of Austria]Austria (1)
            


            
              	1968

              	XIX

              	Mexico City (1)

              	[image: Flag of Mexico]Mexico (1)

              	X

              	Grenoble (1)

              	[image: Flag of France]France (2)
            


            
              	1972

              	XX

              	Munich (1) +

              Kiel-Schilksee (2)(3)

              	[image: Flag of West Germany] West Germany (2)

              	XI

              	Sapporo (1)

              	[image: Flag of Japan]Japan (1)
            


            
              	1976

              	XXI

              	Montreal, Quebec (1)

              	[image: Flag of Canada]Canada (1)

              	XII

              	Innsbruck (2)

              	[image: Flag of Austria]Austria (2)
            


            
              	1980

              	XXII

              	Moscow (1)

              	[image: Flag of the Soviet Union]Soviet Union (1)

              	XIII

              	Lake Placid, New York (2)

              	[image: Flag of the United States]United States (3)
            


            
              	1984

              	XXIII

              	Los Angeles, California (2)

              	[image: Flag of the United States]United States (3)

              	XIV

              	Sarajevo (1)

              	[image: Flag of the Socialist Federal Republic of Yugoslavia] Yugoslavia (1)
            


            
              	1988

              	XXIV

              	Seoul (1)

              	[image: Flag of South Korea]South Korea (1)

              	XV

              	Calgary, Alberta (1)

              	[image: Flag of Canada]Canada (1)
            


            
              	1992

              	XXV

              	Barcelona (1)

              	[image: Flag of Spain]Spain (1)

              	XVI

              	Albertville (1)

              	[image: Flag of France]France (3)
            


            
              	1994

              	

              	

              	

              	XVII

              	Lillehammer (1)

              	[image: Flag of Norway]Norway (2)
            


            
              	1996

              	XXVI

              	Atlanta, Georgia (1)

              	[image: Flag of the United States]United States (4)

              	

              	

              	
            


            
              	1998

              	

              	

              	

              	XVIII

              	Nagano (1)

              	[image: Flag of Japan]Japan (2)
            


            
              	2000

              	XXVII

              	Sydney, New South Wales (1)

              	[image: Flag of Australia]Australia (2)

              	

              	

              	
            


            
              	2002

              	

              	

              	

              	XIX

              	Salt Lake City, Utah (1)

              	[image: Flag of the United States]United States (4)
            


            
              	2004

              	XXVIII

              	Athens (2)

              	[image: Flag of Greece]Greece (2)

              	

              	

              	
            


            
              	2006

              	

              	

              	

              	XX

              	Turin (1)

              	[image: Flag of Italy]Italy (2)
            


            
              	2008

              	XXIX

              	Beijing (1) +

              Hong Kong (1)(6)

              	[image: Flag of Hong Kong]Hong Kong (1)

              	

              	

              	
            


            
              	2010

              	

              	

              	

              	XXI

              	Vancouver, British Columbia (1)

              	[image: Flag of Canada]Canada (2)
            


            
              	2012

              	XXX

              	London (3)

              	[image: Flag of the United Kingdom]United Kingdom (3)

              	

              	

              	
            


            
              	2014

              	

              	

              	

              	XXII

              	Sochi (1)

              	[image: Flag of Russia]Russia (1)
            

          


          
            1 Originally awarded to Chicago, but moved to St. Louis to coincide with the World's Fair

            
              2 Canceled due to World War I

              
                3 Sailing events were held in Kiel-Schilksee.

                
                  4 Canceled due to World War II

                  
                    5 Equestrian events were held in Stockholm, Sweden.

                    
                      6 Equestrian events will be held in Hong Kong. 
                    

                  

                

              

            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Olympic_Games"
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                سلطنة عُمان

                
                  Sultanate of Oman
                

              
            


            
              	
                
                  
                    	[image: Flag of Oman]

                    	[image: National Emblem of Oman]
                  


                  
                    	Flag

                    	National Emblem
                  

                

              
            


            
              	Motto:none
            


            
              	Anthem: Nashid as-Salaam as-Sultani

            


            
              	
                
                  [image: Location of Oman]
                


                

              
            


            
              	Capital

              (and largest city)

              	Muscat

            


            
              	Official languages

              	Arabic
            


            
              	Demonym

              	Omani
            


            
              	Government

              	Constitutional Monarchy
            


            
              	-

              	Sultan

              	Qaboos ibn Said Al Said
            


            
              	-

              	Chancellor

              	Fahad ibn Mahmood Al Said
            


            
              	Independence
            


            
              	-

              	From the Portuguese empire

              	1651
            


            
              	Area
            


            
              	-

              	Total

              	309,500km( 70th)

              119,498 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	mid 2006estimate

              	3,204,897( 139th)
            


            
              	-

              	2003census

              	2,300,000
            


            
              	-

              	Density

              	8.3/km( 182th)

              21.5/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$52.3 billion( 81th)
            


            
              	-

              	Per capita

              	$19,879( 44th)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$40.992 billion( 70th)
            


            
              	-

              	Per capita

              	$15,584( 40st)
            


            
              	HDI(2007)

              	▲ 0.814(high)( 58th)
            


            
              	Currency

              	Rial ( OMR)
            


            
              	Time zone

              	( UTC+4)
            


            
              	-

              	Summer( DST)

              	( UTC+4)
            


            
              	Internet TLD

              	.om
            


            
              	Calling code

              	+968
            


            
              	1

              	Population estimate includes 693,000 non-nationals.
            

          


          Oman, officially the Sultanate of Oman (Arabic: سلطنة عُمان, transliteration: Sulṭanat ˤUmān), is a country in southwest Asia on the southeast coast of the Arabian Peninsula. It borders the United Arab Emirates on the northwest, Saudi Arabia on the west and Yemen on the southwest. The coast is formed by the Arabian Sea on the south and east and the Gulf of Oman on the northeast. The country also contains Madha, an exclave enclosed by the United Arab Emirates, and Musandam, an exclave also separated by Emirati territory.


          


          Etymology


          Oman is a very ancient word and appears on very old maps. Little information exists regarding the origin of the word Oman: opinions of Arab geographers and historians differ greatly as to the origin of the name, some sources ascribing it to the Qahtani tribe of Oman and others linking it linguistically to a word meaning "settling" or "staying". Ibn al-Qabi says that Oman means "those who occupy a place", as in the adjective aamen or amoun (settled man), and that the word "Oman" was derived from this.


          Some say that Oman was named after Oman bin Ibrahim al Khalil who built the city of Oman. Others believe the name to be taken from that of Oman bin Loot. Yet another explanation is that the Azd, a tribe migrating from Yemen to Oman in pre-Islamic times, labeled Oman "Omana" because they came from a valley in Ma'rib in Yemen which went by the name of Oman, and they likened it to this place.


          One of the earliest Roman historians to mention Oman is Yalainous, who lived from 23-79 AD. He presents in his writings a city which he names Omana. This name also recurs in Ptolemy. Some historians identify this Omana of Ptolemy as the city of Sohar, which was the pre-eminent trading centre of Arabia in the classical age of Islam.


          


          History


          


          Oman Before Islam


          From the 6th century BC to the arrival of Islam in the 7th century AD, Oman was controlled and/or influenced by three Iranian dynasties, the Achaemenids, Parthians and Sassanids. Achaemenids in the 6th century BC controlled and influenced the Oman peninsula. This was most likely exerted from a coastal centre such as Sohar. By about 250 B.C. the Parthian dynasty brought the Persian Gulf under their control and extended their influence as far as Oman. Because they needed to control the Persian Gulf trade route, the Parthians established garrisons in Oman. In the third century A.D. the Sasanids succeeded the Parthians and held the area until the rise of Islam four centuries later.


          


          The Arrival of Islam


          On the advent of Islam, the faith reached Oman within Prophet Muhammad's lifetime. The conversion of Omanis is usually ascribed to Amr ibn al-As, who visited the region. By the middle of the eighth century AD, Omanis were practicing a unique sect of the faith, Ibadhism, which remains a majority sect only in Oman. Ibadhism has been characterized as "moderate conservatism," with tenets that are a mixture of both austerity and peace.


          


          The Portuguese Settlement


          The Portuguese occupied Muscat for a 140-year period 15081648, arriving a decade after Vasco da Gama discovered the seaway to India. In need of an outpost to protect their sea lanes, the Europeans built up and fortified the city, where remnants of their colonial architectural style still remain. Revolting tribes drove out the Portuguese, but were pushed out themselves about a century later 1741 by the leader of a Yemeni tribe leading a massive army from various other tribes, who began the current line of ruling sultans. A brief Persian invasion a few years later was the final time Oman would be ruled by a foreign power. Oman has been self governing ever since.


          


          Oman and East African Empire


          In the 1690s Saif bin Sultan, the imam of Oman, pressed down the east African coast. A major obstacle was Fort Jesus, housing the garrison of a Portuguese settlement at Mombasa. After a two-year siege, it fell to Saif in 1698. Thereafter the Omanis easily ejected the Portuguese from Zanzibar and from all other coastal regions north of Mozambique. Zanzibar was a valuable property as the main slave market of the east African coast, and became an increasingly important part of the Omani empire, a fact reflected by the decision of the greatest 19th century sultan of Oman, Sa'id ibn Sultan, to make it from 1837 his main place of residence. Sa'id built impressive palaces and gardens in Zanzibar. He improved the island's economy by introducing cloves, sugar and indigo though at the same time he accepted a financial loss in cooperating with British attempts to end Zanzibar's slave trade. The link with Oman was broken after his death in 1856. Rivalry between his two sons was resolved, with the help of forceful British diplomacy, when one of them Majid succeeded to Zanzibar and to the many regions claimed by the family on the east African coast. The other Thuwaini inherited Muscat and Oman.


          


          Politics
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              The Sultan's Al Alam Palace in Muscat
            

          


          Chief of state and government is the hereditary sultān, Qaboos Bin Said Al-Said who appoints a cabinet called the " Diwans" to assist him. In the early 1990s, the sultan instituted an elected advisory council, the Majlis ash-Shura, though few Omanis were eligible to vote. Universal suffrage for those over 21 was instituted on 4 October 2003. Over 190,000 people (74% of those registered) voted to elect the 84 seats. Two women were elected to seats. The country today has three women ministers Rawiyah bint Saud al Busaidiyah - Minister of Higher Education, Sharifa bint Khalfan al Yahya'eyah - Minister of Social Development and Rajiha bint Abdulamir bin Ali - Minister of Tourism. There are no legal political parties nor, at present, any active opposition movement. As more and more young Omanis return from education abroad, it seems likely that the traditional, tribal-based political system will have to be adjusted. A State Consultative Council, established in 1981, consisted of 55 appointed representatives of government, the private sector, and regional interests.


          


          Military


          Oman's armed forces, including Royal Household troops foreign personnel numbered 41,700 in 2002. The army had 25,000 personnel equipped with over 100 main battle tanks and 37 Scorpion tanks. The air force of 4,100 operates 40 combat aircraft. The navy numbers 4,200 with 13 patrol and coastal combatants. Paramilitary includes the Tribal Home Guard (Firqats) of 4,000 organized in small tribal teams, a police coast guard of 400, and a small police air wing. The elite Royal Household brigade, naval unit, and air unit number 6,400, including 2 special forces regiments. In 2001 Oman spent $2.4 billion on defense or 12.2% of GDP.


          


          Governorates and Regions of Oman


          
          
            Muscat
          


          
            Dhofar
          


          
            Musandam
          


          
            Batinah
          


          
            Sharqiah
          


          
            Dakhiliah
          


          
            Wusta
          


          
            Dhahirah
          


          
            Buraimi
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          The Sultanate is divided into nine governorates and regions, each of which has states that has the same culture and habits and most of people speak the same dialects of Arabic and also share the same history and the same traditional clothes and most of them work in the past in similar jobs such as Regions in the coast where fishing is the main job and farming for regions where they are far from the coast.


          Governorate of Muscat is the most densely populated region in the Sultanate with a population of more than half a million. It's Oman's political, economic, and administrative centre. Muscat is host to a balance between the traditional heritage of Omani society and the modern contemporary features. This preserves Omans historical and cultural identity as well as gives presents Muscat's embrace of modernity.


          Governorate of Dhofar is in the far south of the Sultanate and borders on the Wusta Region the east, the Arabian Sea to the south, the Republic of Yemen to the west and the Kingdom of Saudi Arabia to the north and north-west. It is not simply a place of historical interest. All of its ten States display the clear imprint of the Renaissance. No mountain, plain, stretch of coast or border post, even as far as the sands of the Rub' Al Khali, has been neglected.


          Governorate of Musandam lies in extreme north of the Sultanate. It is separated from the rest of the Sultanate by a strip of United Arab Emirates land. its distinguished for its strategic location, with part of it known as Ras Musandam - overlooks the international water passage called the Strait of Hormuz. It is worth noting that not the whole of the Strait is good for navigation. The part suitable for sea navigation falls within the territorial waters of the Sultanate, which made Omanis shoulder a huge responsibility in organizing navigation in this Strait since the old ages. The strategic importance of this Strait has increased nowadays, as it turned to be a crossing point to 90% of the Gulf's oil shipped to all over the world.


          [[Governorate of Buraimi which is situated in the North West corner of the Sultanate, adjacent to the borders with United Arab Emirates . It has a number of historic forts and houses. Its main forts are al Khandaq, which has been adopted as the emblem of the Governorate , and Al Hillah Fort. Both these forts have recently been restored by the Ministry of National Heritage and Culture.


          Batinah Region is a prime area for investment. It has achieved much over the years.occupy a coastal strip along the Gulf of Oman from the state of Barka in the south to Khatmat Malahah in the state of Shinas to the north. The wide strip is enclosed by the Gulf of Oman to the east and the foothills of the Western Hajar mountains to the west.


          Ad DhahirahDahirah Region is a semi desert plain which slopes from the southern fool of Al Hajr AI Gharbi Mountains towards the Empty Quarter. It is separated from ADakhliyah Region by Al Kur Mountain to the East; it joins the Empty Quarter from the West and Wusta Region from the south. state of Ibri is distinguished for its unique location which joins the Sultanate with other areas in the Arabian Peninsula.


          Dakhiliah Region is rich in economic and natural resources and has numerous tourist attractions including forts, castles, towers, old residential quarters and historic mosques. The state of Nizwa has a famous and imposing fort, several old mosques and a traditional souq, while Bahla Fort is one of the treasures of the human heritage. Misfah al Abriyeen in the state of al Hamra is a splendid example of a hanging village.


          Sharqiyah Region is the north east front of Oman over looking the Arabian Sea from the east. It includes the internal side of Al Hajr Al sharqi mountains which join it from the north. It also joins Wahibah Sand frmothe south and Dakhliah Region from the west. Sur is one of the regional centers and the most important of Sharqiyah cities. It played a historical rule in trade and navigation in the Indian Ocean. It was also known for ship building, as it was the most renowned city in the Arabian Peninsula in ship building in the last century. Besides, marine activity and ship building, Sur is famous for some historical touristic places such as caves. It is also known wood industries. textiles and produces a number of agricultural crops.


          Wusta Region is situated to the south of both Dakhliah and Dhahirah Regions, at the east side it is linked to the Arabian Sea, at the west to the Empty Quarter and at the south to Governorate of Dhofar. It includes a large area of central parts of the Sultanate. It is distinguished for having a great number of oil wells.


          


          Geography


          
            
              	Geography of Oman
            


            
              	Coastline

              	2,092 km
            


            
              	Bordering countries

              	Saudi Arabia, UAE and Yemen
            


            
              	
            

          


          A vast gravel desert plain covers most of central Oman, with mountain ranges along the north ( al Jebel al Akhdar) and southeast coast, where the country's main cities are also located: the capital city Muscat, Matrah and Sur in the north, and Salalah in the south. Oman's climate is hot and dry in the interior and humid along the coast. During past epochs Oman was covered by ocean. Fossilized shells exist in great numbers in areas of the desert away from the modern coastline. The peninsula of Musandam (Musandem), which has a strategic location on the Strait of Hormuz, is separated from the rest of Oman by the United Arab Emirates and is thus an exclave. The series of small towns known collectively as Dibba are the gateway to the Musandam peninsula on land and the fishing villages of Musandam by sea. Boats may be hired at Khasab for trips into the Musandam peninsula by sea. Oman has one other exclave, inside UAE territory, known as Madha. It is located halfway between the Musandam Peninsula and the rest of Oman. Belonging to Musandam governorate, it covers approximately 75 km (29 sqmi). The boundary was settled in 1969. The north-east corner of Madha is closest to the Fujairah road, barely 10 m (32.8 ft) away. Within the exclave is a UAE enclave called Nahwa, belonging to the Emirate of Sharjah. It is about 8 km (5 mi) on a dirt track west of the town of New Madha. It consists of about forty houses with its own clinic and telephone exchange.


          


          Climate


          Annual rainfall in Muscat averages 10 cm (4 in), falling mostly in January. Dhofar is subject to the southwest monsoon, and rainfall up to 64 cm (25 in) has been recorded in the rainy season from late June to October. While the mountain areas receive more plentiful rainfall, some parts of the coast, particularly near the island of Masirah, sometimes receive no rain at all within the course of a year. The climate generally is very hot, with temperatures reaching 54C (129F) in the hot season, from May to October.


          


          Flora and fauna


          Desert shrub and desert grass, common to southern Arabia, are found. Vegetation is sparse in the interior plateau, which is largely gravel desert. The greater monsoon rainfall in Dhofar and the mountains makes the growth there more luxuriant during summer. Coconut palms grow plentifully in Dhofar and Frankincense grows in the hills. Oleander and varieties of Acacia abound.


          Indigenous mammals include the Leopard, Hyena, Fox, Wolf, and Hare, Oryx, Ibex, Tahr. Birds include the Vulture, Eagle, Stork, Bustard, Arabian Partridge, Bee Eater, Falcon and Sunbird.


          


          Environment


          Maintaining an adequate supply of water for agricultural and domestic use is Oman's most pressing environmental problem. The nation has limited renewable water resources, with 94% used in farming and 2% for industrial activity. Drinking water is available throughout the country, either piped or delivered. Both drought and limited rainfall contribute to shortages in the nation's water supply. The nation's soil has shown increased levels of salinity. Pollution of beaches and other coastal areas by oil tanker traffic through the Strait of Hormuz and Gulf of Oman is also a persistent problem. In 2001, the nation had nine endangered species of mammals and five endangered types of bird. Nineteen plant species are also threatened with extinction. Decrees have been passed to protect endangered species, which include the Arabian Leopard leopard, Arabian oryx, mountain gazelle, goitered gazelle, Arabian tahr, green sea turtle, hawksbill turtle and olive ridley turtle.


          


          Demographics


          
            
              	Demographics of Oman
            


            
              	Languages

              	Arabic, Swahili, Urdu and English
            


            
              	Religions

              	Islam
            


            
              	Ethnic groups

              	Arab, South Asian and African
            


            
              	Life expectancy

              	73.13 years
            


            
              	
            

          


          The Ministry of Economy estimates that in mid 2006 the total population was 2.577 million. Of those, 1.844 million were Omanis. The population has grown from 2.018 million in the 1993 census to 2.340 million in the 2003 census.In Oman, about 50% of the population lives in Muscat and the Batinah coastal plain northwest of the capital; about 200,000 live in the Dhofar (southern) region, and about 30,000 live in the remote Musandam Peninsula on the Strait of Hormuz. Some 600,000 expatriates live in Oman, most of whom are guest workers from Pakistan, Bangladesh, Egypt, Jordan, India and the Philippines.


          Of total population, about 55% are Ibadi Muslims who are related to the early Kharajites. Sunnis account for 38% of the population while Shia Jaffaris are 4%. The remaining 3% of the population are Hindus, Christians and other minorities, most of whom are expatriates.


          
            
              	Historical populations
            


            
              	Year

              	Pop.

              	

              	Change

              	
            


            
              	1910

              	249,000

              	

              	16.4%
            


            
              	1920

              	290,000

              	

              	16.5%
            


            
              	1930

              	337,000

              	

              	16.2%
            


            
              	1940

              	392,000

              	

              	16.3%
            


            
              	1950

              	413,000

              	

              	5.4%
            


            
              	1960

              	505,000

              	

              	22.3%
            


            
              	1970

              	654,000

              	

              	29.5%
            


            
              	1980

              	1,060,000

              	

              	62.1%
            


            
              	1990

              	1,625,000

              	

              	53.3%
            


            
              	2000

              	2,402,000

              	

              	47.8%
            


            
              	Est. 2008

              	3,204,000

              	

              	33.4%
            

          


          


          Economy


          
            
              	Economy of Oman
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              	Currency

              	Omani Riyal (R$, OMR)
            


            
              	Fiscal year

              	Calendar year
            


            
              	Central Bank

              	Central Bank of Oman
            


            
              	Stock Market

              	Muscat Stock Market
            


            
              	
            

          


          Omani citizens enjoy good living standards, but the future is uncertain with Oman's limited oil reserves. The other sources of income, agriculture and local industries, are small in comparison and count for less than 1% of the country's exports. Agriculture, often subsistence in its character, produces Dates, Limes, Grains and vegetables. Less than 1% of the country is under cultivation but, in general, food has to be imported. Industries contribute only with 4%, but there are governmental plans to increase this.


          Oil production is extracted and processed by Petroleum Development. Oil reserves are limited though and the proven reserves will run out in few years time. Oman has other mineral resources including Copper, Asbestos and Marble, but this is little exploited.


          


          Oil and Gas


          Commercial export of oil began in 1967 and since Sultan Qaboos' accession to the throne in 1970, many more oil fields have been found and developed. In June 1999, PDO discovered a new oil field in southern Oman after drilling and testing three wells which demonstrated the commercial viability of the reservoir. This is the most significant find in five years. Work is continuing on the RO 503.876 million ( US$1,300 million ) oil refinery project in Sohar, which was due to go into operation in 2006 with a 116,400 barrels a day refining capacity. In 2004, Oman Oil Refinery was supplied with about 78,200 barrels a day for refining, while PDO began using steam injection technology in several wells to increase their productivity.


          Since the slump in oil prices in 1998, Oman has made active plans to diversify its economy and is placing a greater emphasis on other areas of industry, such as tourism and natural gas. Oman's Basic Statute of the State expresses in Article 11 that, "The National Economy is based on justice and the principles of a free economy."


          


          Industry


          The industrial sector is a cornerstone of the Sultanates long-term (1996-2020) development strategy. Industry is not only one of the main sectors involved in diversifying the sources of national income and reducing dependence on oil; it is also capable of helping to meet Omans social development needs and generate greater added value for national resources by processing them into manufactured products.


          The Seventh Five-Year Development Plan creates the conditions for an attractive investment climate. Under its strategy for the industrial sector the government also aims to develop the information technology and telecommunications industries. The Knowledge Oasis Muscat complex has been set up and expanded, and Omani companies are developing their technological potential through collaboration with various Japanese and German institutions.


          There is also an industrial estate in Sohar - where the Sultanates heavy industries are based - as well as other estates in Sur, Salalah, Nizwa and Buraimi. Natural gas is transported to the industrial estates in Sohar and Salalah, helping to promote expansion of those industries that depend on natural gas; the government grants these industries tax exemptions, as an incentive to encourage their expansion and development. By 2020 the industrial sector is expected to contribute 15% to the countrys GDP.


          


          Development Plans


          The Omani economy has been radically transformed over a series of development plans beginning with the First Five-year Plan (1976-1980). At Sultan Qaboos's instruction, a vision of Oman's economic future up to the year 2020 was set out at the end of the first phase of the country's development 1970-1995. Vision 2020, outlined the country's economic and social goals over the 25 years of the second phase of the development process (1996-2020).


          Oman 2020, held in June 1995, has developed the following aims with regard to securing Oman's future prosperity and growth:



          
            	To have economic and financial stability


            	To reshape the role of the Government in the economy and to broaden private sector participation


            	To diversify the economic base and sources of national income


            	To globalise the Omani economy


            	To upgrade the skills of the Omani workforce and develop human resources

          


          


          Tourism
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          Oman is known for its popular tourist attractions. Wadis, deserts, beaches, and mountains are areas which make Oman unique to its neighboring GCC nations (Wadis in particular). Jebel Shams is Oman's tallest mountain, highest point, and is a popular destination for camping. Most of the major malls are located in Muscat, the capital. The largest mall in the country is the Muscat City Centre which was built by Majid hFuttaim, an Emirati business man. Other popular tourist activities include sand skiing in the desert, mountain-climbing, camel racing, and camping.


          The Muscat Festival is usually held at the beginning of every year. During this event, traditional dances are held, temporary theme parks open, and concerts take place. Another popular event is the Khareef Festival, which is similar to Muscat Festival; however it is held in August in Salalah, Dhofar. During this latter event, mountains are packed as a result of the cool breeze weather during that period of time which rarely occurs in Muscat.


          


          Labor


          The estimated workforce was 920,000 in 2002. A large proportion of the population were still engaged in subsistence agriculture or fishing. The skilled local labor force is small, and many of the larger industries depend on foreign workers from India, Pakistan, the Philippines, Bangladesh, and Sri Lanka  foreign laborers constituted over 80% of the modern-sector workforce in 1996.


          Omani law does not provide the right of union formation. The law forbids a strike for any reason. Collective bargaining is not permitted, however there exist labor-management committees in firms with more than 50 workers. These committees are not authorized to discuss conditions of employment, including hours and wages. The Labor Welfare Board provides a venue for grievances.


          The minimum working age is 13, but this provision is not enforced against the employment of children in family businesses or on family farms. The minimum wage for non-professional workers was $260 per month in 2002. However, many classes of workers (domestic servants, farmers, government employees) are not required to receive the minimum wage and the government is not consistent in its enforcement of the minimum wage law. The private sector working week is 40 to 45 hours long, while government officials have a 35-hour working week.


          


          Inflation


          As oil prices have risen to a record high, so has inflation. The government depends mostly on oil revenue, more than on tax returns from companies and other government-owned companies. The government is also Oman's largest employer, so the high interest that government gets increases the prices of food and construction equipment. The government did support the fuel prices so it doesn't increase the inflation and to make the price suitable for people on low wages.


          In 2006, government employee salaries were increased by 15%, placing Oman in the category of high-medium income countries. and a year after increase employees' were also increased in salaries so, employees with low wages have a higher increase that may go up to 48% and employees who earn more get a lesser increase in their salaries which end at 5%. The minimum wage has been changed from 120 Rial a month to 140 Rials because of high records of inflation driven by high prices of oil.


          


          Education


          Before 1970, only three formal schools existed in the whole country with less than 1000 students receiving eduction in them. Since Sultan Qaboos came to power in 1970, the government has given high priority to education to develop a domestic work force, which the government considers a vital factor in the country's economic and social progress. Today there are over 1000 state schools and about 650,000 students. In 1986, Oman's first university, Sultan Qaboos University, opened. Other post secondary institutions include a law school, technical college, banking institute, teachers training college, and health sciences institute. Some 200 scholarships are awarded each year for study abroad.


          Pre-university education in Oman has three stages: primary, preparatory, and secondary. Six years of primary schooling are followed by preparatory school. Academic results of the preparatory exams determine the type of secondary education the student will receive.


          Nine private colleges exist, providing 2-year post secondary diplomas. Since 1999, the government has embarked on reforms in higher education designed to meet the needs of a growing population, only a small percentage of which are currently admitted to higher education institutions. Under the reformed system, four public regional universities will be created, and incentives are provided by the government to promote the upgrading of the existing nine private colleges and the creation of other degree-granting private colleges.


          The adult illiteracy rate was estimated at 28.1% for the year 2000 (males, 19.6%; females, 38.3%). In 1998, there were 411 primary schools with 313,516 students and 12,052 teachers. Student-to-teacher ratio stood at 26 to 1. In secondary schools in 1998, there were 12,436 teachers and 217,246 students. As of 1999, 65% of primary-school-age children were enrolled in school, while 59% of those eligible attended secondary school. In the same year, public expenditure on education was estimated at3.9% of GDP. In 1993, there were 252 literacy centers and 176 adult education centers. Three teachers' colleges were functioning as of 1986. The Institute of Agriculture at Nazwa became a full college by 1985. Sultan Qaboos University opened in 1986. In 1998, all higher-level institutions had 1,307 teachers and 16,032 students.


          


          Science and technology


          Most research conducted in Oman has been done at the behest of the government; agriculture, minerals, water resources, and marine sciences have drawn the most attention. Sultan Qaboos University, founded in 1985, has colleges of science, medicine, engineering, and agriculture. In 198797, science and engineering students accounted for 13% of college and university enrollments. The Institute of Health Sciences, under the Ministry of Health, was founded in 1982. Muscat Technical Industrial College, founded in 1984, has departments of computing and mathematics, laboratory science, and electrical, construction, and mechanical engineering. The Oman Natural History Museum, founded in 1983, includes the national herbarium and the national shell collection. All of these organizations are located in Muscat.


          


          Health


          As of 1999, there were an estimated 1.3 physicians and 2.2 hospital beds per 1,000 people. In 1993, 89% of the population had access to health care services. In 2000, 39% of the population had access to safe drinking water and 92% had adequate sanitation. Average life expectancy in 2000 was 74 years. Infant mortality was 17 per 1,000 live births. As of 2002, the crude birth rate and overall mortality rate were estimated at, respectively, 37.8 and 4 per 1,000 people. About 24% of married women (ages 15 to 49) were using contraception in 2000. The fertility rate was 4.3 children per woman living through her childbearing years. In 1995, children up to one year old were vaccinated against tuberculosis, 96%; diphtheria, pertussis, and tetanus, 99%; polio, 99%; measles, 98%; and hepatitis B, 99%. As of 1999, the rates for DPT and measles were, respectively, 86% and 99%. About 12% of children under five were malnourished as of 1999 and goiter was prevalent in 10% of school-age children. There were only 59 AIDS cases reported in 1996. The HIV-1 prevalence rate was 0.1 per 100 adults in 1999.


          Challenges


          Oman's political challenges are primarily around succession plans. The democratic institutions and processes are still in early development and have not experienced real power. There is some risk of destabilization by radicals backed by militant groups or rogue states.


          Oman's Musandam peninsula is a strategic asset which may become contested in future. Strong military ties with the United States and the GCC countries helps maintain stability. The growing power of Iran is a concern.


          The demographic challenges are, like in other GCC countries, that a large proportion of the population are non-citizens.


          The economic challenge is over-dependence on oil. While this is a benefit during oil price spikes, it is a risk during downturns. Oman's economy has not diversified to the extent neighboring UAE has.
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          n3 fatty acids (popularly referred to as 3 fatty acids or omega-3 fatty acids) are a family of unsaturated fatty acids that have in common a carboncarbon double bond in the n3 position; that is, the third bond from the methyl end of the fatty acid.


          Important nutritionally essential n3 fatty acids are: -linolenic acid (ALA), eicosapentaenoic acid (EPA), and docosahexaenoic acid (DHA). The human body cannot synthesize n3 fatty acids de novo, but it can form 20- and 22-carbon unsaturated n3 fatty acids from the eighteen-carbon n3 fatty acid, -linolenic acid. These conversions occur competitively with n6 fatty acids, which are essential closely related chemical analogues that are derived from linoleic acid. Both the n3 -linolenic acid and n6 linoleic acid are essential nutrients which must be obtained from food. Synthesis of the longer n3 fatty acids from linolenic acid within the body is competitively slowed by the n6 analogues. Thus accumulation of long-chain n3 fatty acids in tissues is more effective when they are obtained directly from food or when competing amounts of n6 analogs do not greatly exceed the amounts of n3.


          


          Chemistry


          
            [image: Chemical structure of alpha-linolenic acid (ALA), an essential n−3 fatty acid, (18:3Δ9c,12c,15c, which means a chain of 18 carbons with 3 double bonds on carbons numbered 9, 12 and 15). Although chemists count from the carbonyl carbon (blue numbering), physiologists count from the n (ω) carbon (red numbering). Note that from the n end (diagram right), the first double bond appears as the third carbon-carbon bond (line segment), hence the name "n−3". This is explained by the fact that the n end is almost never changed during physiologic transformations in the human body, as it is more stable energetically, and other carbohydrates compounds can be synthetized from the other carbonyl end, for example in glycrids, or from double bonds in the middle of the chain.]

            
              Chemical structure of alpha-linolenic acid (ALA), an essential n3 fatty acid, (18:39c,12c,15c, which means a chain of 18 carbons with 3 double bonds on carbons numbered 9, 12 and 15). Although chemists count from the carbonyl carbon (blue numbering), physiologists count from the n () carbon (red numbering). Note that from the n end (diagram right), the first double bond appears as the third carbon-carbon bond (line segment), hence the name "n3". This is explained by the fact that the n end is almost never changed during physiologic transformations in the human body, as it is more stable energetically, and other carbohydrates compounds can be synthetized from the other carbonyl end, for example in glycrids, or from double bonds in the middle of the chain.
            

          


          The term n3 (also called 3 or omega-3) signifies that the first double bond exists as the third carbon-carbon bond from the terminal methyl end (n) of the carbon chain.


          n3 fatty acids which are important in human nutrition are: -linolenic acid (18:3, n3; ALA), eicosapentaenoic acid (20:5, n3; EPA), and docosahexaenoic acid (22:6, n3; DHA). These three polyunsaturates have either 3, 5 or 6 double bonds in a carbon chain of 18, 20 or 22 carbon atoms, respectively. All double bonds are in the cis-configuration, i.e. the two hydrogen atoms are on the same side of the double bond.


          Most naturally-produced fatty acids (created or transformed in animalia or plant cells with an even number of carbon in chains) are in cis-configuration where they are more easily transformable. The trans-configuration results in much more stable chains that are very difficult to further break or transform, forming longer chains that aggregate in tissues and lacking the necessary hydrophilic properties. This trans-configuration can be the result of the transformation in alkaline solutions, or of the action of some bacterias that are shortening the carbonic chains. Natural transforms in vegetal or animal cells more rarely affect the last n3 group itself. However, n3 compounds are still more fragile than n6 because the last double bond is geometrically and electrically more exposed, notably in the natural cis configuration.


          


          


          List of n3 fatty acids


          This table lists several different names for the most common n3 fatty acids found in nature.


          
            
              	Common name

              	Lipid name

              	Chemical name
            


            
              	

              	16:3 (n3)

              	all-cis-7,10,13-hexadecatrienoic acid
            


            
              	-Linolenic acid (ALA)

              	18:3 (n3)

              	all-cis-9,12,15-octadecatrienoic acid
            


            
              	Stearidonic acid (STD)

              	18:4 (n3)

              	all-cis-6,9,12,15-octadecatetraenoic acid
            


            
              	Eicosatrienoic acid (ETE)

              	20:3 (n3)

              	all-cis-11,14,17-eicosatrienoic acid
            


            
              	Eicosatetraenoic acid (ETA)

              	20:4 (n3)

              	all-cis-8,11,14,17-eicosatetraenoic acid
            


            
              	Eicosapentaenoic acid (EPA)

              	20:5 (n3)

              	all-cis-5,8,11,14,17-eicosapentaenoic acid
            


            
              	Docosapentaenoic acid (DPA),

              Clupanodonic acid

              	22:5 (n3)

              	all-cis-7,10,13,16,19-docosapentaenoic acid
            


            
              	Docosahexaenoic acid (DHA)

              	22:6 (n3)

              	all-cis-4,7,10,13,16,19-docosahexaenoic acid
            


            
              	Tetracosapentaenoic acid

              	24:5 (n3)

              	all-cis-9,12,15,18,21-docosahexaenoic acid
            


            
              	Tetracosahexaenoic acid (Nisinic acid)

              	24:6 (n3)

              	all-cis-6,9,12,15,18,21-tetracosenoic acid
            

          


          


          Biological significances


          
            	The biological effects of the n3 are largely mediated by their interactions with the n6 fatty acids; see Essential fatty acid interactions for detail.

          


          A 1992 article by biochemist William E.M. Lands provides an overview of the research into n3 fatty acids, and is the basis of this section.


          The 'essential' fatty acids were given their name when researchers found that they were essential to normal growth in young children and animals. (Note that the modern definition of ' essential' is more strict.) A small amount of n3 in the diet (~1% of total calories) enabled normal growth, and increasing the amount had little to no additional benefit.


          Likewise, researchers found that n6 fatty acids (such as -linolenic acid and arachidonic acid) play a similar role in normal growth. However, they also found that n6 was "better" at supporting dermal integrity, renal function, and parturition. These preliminary findings led researchers to concentrate their studies on n6, and it was only in recent decades that n3 has become of interest.


          In 1963 it was discovered that the n6 arachidonic acid was converted by the body into pro-inflammatory agents called prostaglandins. By 1979 more of what are now known as eicosanoids were discovered: thromboxanes, prostacyclins and the leukotrienes. The eicosanoids, which have important biological functions, typically have a short active lifetime in the body, starting with synthesis from fatty acids and ending with metabolism by enzymes. However, if the rate of synthesis exceeds the rate of metabolism, the excess eicosanoids may have deleterious effects. Researchers found that n3 is also converted into eicosanoids, but at a much slower rate. Eicosanoids made from n3 fats often have opposing functions to those made from n6 fats (ie, anti-inflammatory rather than inflammatory). If both n3 and n6 are present, they will "compete" to be transformed, so the ratio of n3:n6 directly affects the type of eicosanoids that are produced.


          This competition was recognized as important when it was found that thromboxane is a factor in the clumping of platelets, which leads to thrombosis. The leukotrienes were similarly found to be important in immune/inflammatory-system response, and therefore relevant to arthritis, lupus, and asthma. These discoveries led to greater interest in finding ways to control the synthesis of n6 eicosanoids. The simplest way would be by consuming more n3 and fewer n6 fatty acids.


          


          Health benefits


          On September 8, 2004, the U.S. Food and Drug Administration gave "qualified health claim" status to eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA) n3 fatty acids, stating that "supportive but not conclusive research shows that consumption of EPA and DHA [n3] fatty acids may reduce the risk of coronary heart disease." This updated and modified their health risk advice letter of 2001 (see below).


          People with certain circulatory problems, such as varicose veins, benefit from fish oil. Fish oil stimulates blood circulation, increases the breakdown of fibrin, a compound involved in clot and scar formation, and additionally has been shown to reduce blood pressure. There is strong scientific evidence that n3 fatty acids significantly reduce blood triglyceride levels and regular intake reduces the risk of secondary and primary heart attack.


          Some benefits have been reported in conditions such as rheumatoid arthritis and cardiac arrhythmias.


          There is a promising preliminary evidence that n-3 fatty acids supplementation might be helpful in cases of depression and anxiety. Studies report highly significant improvement from n-3 fatty acids supplementation alone and in conjunction with medication.


          Some research suggests that fish oil intake may reduce the risk of ischemic and thrombotic stroke. However, very large amounts may actually increase the risk of hemorrhagic stroke (see below). Lower amounts are not related to this risk, and many studies used substantially higher doses without major side effects (for example: 4.4 grams EPA/2.2 grams DHA in 2003 study). No clear conclusion can be drawn at this time, however.


          A 2006 report in the Journal of the American Medical Association concluded that their review of literature covering cohorts from many countries with a wide variety of demographic characteristics demonstrating a link between n3 fatty acids and cancer prevention gave mixed results. This is similar to the findings of a review by the British Medical Journal of studies up to February 2002 that failed to find clear effects of long and shorter chain n3 fats on total mortality, combined cardiovascular events and cancer.


          In 1999, the GISSI-Prevenzione Investigators reported in the Lancet, the results of major clinical study in 11,324 patients with a recent myocardial infarction. Treatment 1 gram per day of n3 fatty acids reduced the occurrence of death, cardiovascular death and sudden cardiac death by 20%, 30% and 45% respectively. These beneficial effects were seen already from three months onwards.


          In April 2006, a team led by Lee Hooper at the University of East Anglia in Norwich, UK, published a review of almost 100 separate studies into n3 fatty acids, found in abundance in oily fish. It concluded that they do not have a significant protective effect against cardiovascular disease. This meta-analysis was controversial and stands in stark contrast with two different reviews also performed in 2006 by the American Journal of Clinical Nutrition and a second JAMA review that both indicated decreases in total mortality and cardiovascular incidents (i.e. myocardial infarctions) associated with the regular consumption of fish and fish oil supplements. In addition n3 has shown to aid in other mental disorders such as aggression and ADHD (Attention-deficit hyperactivity disorder).


          Several studies published in 2007 have been more positive. In the March 2007 edition of the journal Atherosclerosis, 81 Japanese men with unhealthy blood sugar levels were randomly assigned to receive 1800mg daily of eicosapentaenoic acid (EPA - an n3 essential fatty acid from fish oil) with the other half being a control group. The thickness of the carotid arteries and certain measures of blood flow were measured before and after supplementation. This went on for approximately two years. A total of 60 patients (30 in the EPA group and 30 in the control group) completed the study. Those given the EPA had a statistically significant decrease in the thickness of the carotid arteries along with improvement in blood flow. The authors indicated that this was the first demonstration that administration of purified EPA improves the thickness of carotid arteries along with improving blood flow in patients with unhealthy blood sugar levels.


          In another study published in the American Journal of Health System Pharmacy March 2007, patients with high triglycerides and poor coronary artery health were given 4 grams a day of a combination of EPA and DHA along with some monounsaturated fatty acids. Those patients with very unhealthy triglyceride levels (above 500mg/dl) reduced their triglycerides on average 45% and their VLDL cholesterol by more than 50%. VLDL is a bad type of cholesterol and elevated triglycerides can also be deleterious for cardiovascular health.


          There was another study published on the benefits of EPA in The Lancet in March 2007. This study involved over 18,000 patients with unhealthy cholesterol levels. The patients were randomly assigned to receive either 1,800mg a day of EPA with a statin drug or a statin drug alone. The trial went on for a total of five years. It was found at the end of the study those patients in the EPA group had superior cardiovascular function. Non-fatal coronary events were also significantly reduced in the EPA group. The authors concluded that EPA is a promising treatment for prevention of major coronary events, especially non-fatal coronary events.


          Another study regarding fish oil was published in the Journal of Nutrition in April 2007. Sixty four healthy Danish infants from nine to twelve months of age received either cow's milk or infant formula alone or with fish oil. It was found that those infants supplemented with fish oil had improvement in immune function maturation with no apparent reduction in immune activation.


          There was yet another study on n3 fatty acids published in the April 2007 Journal of Neuroscience. A group of mice were genetically modified to develop accumulation of amyloid and tau proteins in the brain similar to that seen in people with poor memory. The mice were divided into four groups with one group receiving a typical American diet (with high ratio of n6 to n3 fatty acids being 10 to 1). The other three groups were given food with a balanced 1 to 1 n6 to n3 ratio and two additional groups supplemented with DHA plus long chain n6 fatty acids. After three months of feeding, all the DHA supplemented groups were noted to have a lower accumulation of beta amyloid and tau protein. Some research suggests that these abnormal proteins may contribute to the development of memory loss in later years.


          There is also a study published regarding n3 supplementation in children with learning and behavioural problems. This study was published in the April 2007 edition of the Journal of the Developmental and Behavioural Pediatrics (5), where 132 children, between the ages of seven to twelve years old, with poor learning, participated in a randomized, placebo-controlled, double-blinded interventional trial. A total of 104 children completed the trial. For the first fifteen weeks of this study, the children were given polyunsaturated fatty acids (n3 and n6, 3000mg a day), polyunsaturated fatty acids plus multi-vitamins and minerals or placebo. After fifteen weeks, all groups crossed over to the polyunsaturated fatty acids (PUFA) plus vitamins and mineral supplement. Parents were asked to rate their children's condition after fifteen and thirty weeks. After thirty weeks, parental ratings of behaviour improved significantly in nine out of fourteen scales. The lead author of the study, Dr. Sinn, indicated the present study is the largest PUFA trial to date with children falling in the poor learning and focus range. The results support those of other studies that have found improvement in poor developmental health with essential fatty acid supplementation.


          Research in 2005 and 2006 has suggested that the in-vitro anti-inflammatory activity of n3 acids translates into clinical benefits. Cohorts of neck pain patients and of rheumatoid arthritis sufferers have demonstrated benefits comparable to those receiving standard NSAIDs. Those who follow a Mediterranean-style diet tend to have less heart disease, higher HDL ("good") cholesterol levels and higher proportions of n3 in tissue highly unsaturated fatty acids. Similar to those who follow a Mediterranean diet, Arctic-dwelling Inuit - who consume high amounts of n3 fatty acids from fatty fish - also tend to have higher proportions of n3, increased HDL cholesterol and decreased triglycerides (fatty material that circulates in the blood) and less heart disease. Eating walnuts (the ratio of n3 to n6 is circa 1:4 respectively) was reported to lower total cholesterol by 4% relative to controls when people also ate 27% less cholesterol.


          A study examining whether omega-3 exerts neuroprotective action in Parkinson's disease found that it did, using an experimental model, exhibit a protective effect (much like it did for Alzheimer's disease as well). The scientists exposed mice to either a control or a high omega-3 diet from two to twelve months of age and then treated them with a neurotoxin commonly used as an experimental model for Parkinson's. The scientists found that high doses of omega-3 given to the experimental group completely prevented the neurotoxin-induced decrease of dopamine that ordinarily occurs. Since Parkinson's is a disease caused by disruption of the dopamine system, this protective effect exhibited could show promise for future research in the prevention of Parkinson's disease.


          A study carried out involving 465 women showed serum levels of eicosapentaenoic acid is inversely related to the levels of anti-oxidized- LDL antibodies. Oxidative modification of LDL is thought to play an important role in the development of atherosclerosis.


          In 2008 a German study suggested that Omega-3 fatty acids have a positive effect on atopic dermatitis


          


          Health risks


          In a letter published October 31, 2000, the United States Food and Drug Administration Centre for Food Safety and Applied Nutrition, Office of Nutritional Products, Labeling, and Dietary Supplements noted that known or suspected risks of EPA and DHA n3 fatty acids may include the possibility of:


          
            	Increased bleeding if overused (normally over 3 grams per day) by a patient who is also taking aspirin or warfarin. However, this is disputed.


            	Hemorrhagic stroke (only in case of very large doses)


            	Oxidation of n3 fatty acids forming biologically active oxidation products.


            	Reduced glycemic control among diabetics.


            	Suppression of immune and inflammation responses, and consequently, decreased resistance to infections and increased susceptibility to opportunistic bacteria.


            	An increase in concentration of LDL cholesterol in some individuals.

          


          Subsequent advices from the FDA and national counterparts have permitted health claims associated with heart health.


          


          Cardiac risk


          Persons with congestive heart failure, chronic recurrent angina or evidence that their heart is receiving insufficient blood flow are advised to talk to their doctor before taking n3 fatty acids. It may be prudent for such persons to avoid taking n3 fatty acids or eating foods that contain them in substantial amounts.


          In congestive heart failure, cells that are only barely receiving enough blood flow become electrically hyperexcitable. This, in turn, can lead to increased risk of irregular heartbeats, which, in turn, can cause sudden cardiac death. n3 fatty acids seem to stabilize the rhythm of the heart by effectively preventing these hyperexcitable cells from functioning, thereby reducing the likelihood of irregular heartbeats and sudden cardiac death. For most people, this is obviously beneficial and would account for most of the large reduction in the likelihood of sudden cardiac death. Nevertheless, for people with congestive heart failure, the heart is barely pumping blood well enough to keep them alive. In these patients, n3 fatty acids may eliminate enough of these few pumping cells that the heart would no longer be able to pump sufficient blood to live, causing an increased risk of cardiac death.


          


          Research frontiers


          


          Developmental differences


          Essential fatty acid supplements have gained popularity for children with ADHD, autism, and other developmental differences. A 2004 Internet survey found that 29% of surveyed parents used essential fatty acid supplements to treat children with autism spectrum disorders.


          Fish oils appear to reduce ADHD-related symptoms in some children. A 2007 double-blind, placebo-controlled trial of small groups of children found that omega-3 fatty acids reduced hyperactivity in children with autism spectrum disorders, Additional double blind studies have showed "medium to strong treatment effects of omega 3 fatty acids on symptoms of adhd.


          


          Low birth weight


          In a study of nearly 9,000 pregnant women, researchers found women who ate fish once a week during their first trimester had 3.6 times less risk of low birth weight and premature birth than those who ate no fish. Low consumption of fish was a strong risk factor for preterm delivery and low birth weight. However, attempts by other groups to reverse this increased risk by encouraging increased pre-natal consumption of fish were unsuccessful.


          


          Psychiatric disorders


          n3 fatty acids are known to have membrane-enhancing capabilities in brain cells. One medical explanation is that n3 fatty acids play a role in the fortification of the myelin sheaths. Not coincidentally, n3 fatty acids comprise approximately eight percent of the average human brain according to Dr. David Horrobin, a pioneer in fatty acid research. Ralph Holman of the University of Minnesota, another major researcher in studying essential fatty acids, who gave Omega-3 its name, surmised how n3 components are analogous to the human brain by stating that "DHA is structure, EPA is function."


          A benefit of n3 fatty acids is helping the brain to repair damage by promoting neuronal growth. In a six-month study involving people with schizophrenia and Huntington's disease who were treated with EPA or a placebo, the placebo group had clearly lost cerebral tissue, while the patients given the supplements had a significant increase of grey and white matter.


          In the prefrontal cortex (PFC) of the brain, low brain n3 fatty acids are thought to lower the dopaminergic neurotransmission in this brain area, possibly contributing to the negative and neurocognitive symptoms in schizophrenia. This reduction in dopamine system function in the PFC may lead to an overactivity in dopaminergic function in the limbic system of the brain which is suppressively controlled by the PFC dopamine system, causing the positive symptoms of schizophrenia. This is called the n3 polyunsaturated fatty acid/dopamine hypothesis of schizophrenia (Ohara, 2007). This mechanism may explain why n3 supplementation shows effects against both positive, negative and neurocognitive symptoms in schizophrenia.


          Consequently, the past decade of n3 fatty acid research has procured some Western interest in n3 fatty acids as being a legitimate 'brain food.' Still, recent claims that one's intelligence quotient, psychological tests measuring certain cognitive skills, including numerical and verbal reasoning skills, are increased on account of n3 fatty acids consumed by pregnant mothers remain unreliable and controversial. An even more significant focus of research, however, lies in the role of n3 fatty acids as a non-prescription treatment for certain psychiatric and mental diagnoses and has become a topic of much research and speculation.


          In 1998, Andrew L. Stoll, MD and his colleagues at Harvard University conducted a small double-blind placebo-controlled study in thirty patients diagnosed with bipolar disorder. Most subjects in this study were already undergoing psychopharmacological treatment (e.g. 12 out of the 30 were taking lithium). Over the course of four months, he gave 15 subjects capsules containing olive oil, and another 15 subjects capsules containing nine grams of pharmaceutical-quality EPA and DHA. The study showed that subjects in the n3 group were less likely to experience a relapse of symptoms in the four months of the study. Moreover, the n3 group experienced significantly more recovery than the placebo group. However, a commentary on the Stoll study notes that the improvement in the n3 group was too small to be clinically significant. Though Stoll believes that the 1999 experiment was not as optimal as it could have been and has accordingly pursued further research, the foundation has been laid for more researchers to explore the theoretical association between absorbed n3 fatty acids and signal transduction inhibition in the brain.


          "Several epidemiological studies suggest covariation between seafood consumption and rates of mood disorders. Biological marker studies indicate deficits in omega3 fatty acids in people with depressive disorders, while several treatment studies indicate therapeutic benefits from omega-3 supplementation. A similar contribution of omega-3 fatty acids to coronary artery disease may explain the well-described links between coronary artery disease and depression. Deficits in omega-3 fatty acids have been identified as a contributing factor to mood disorders and offer a potential rational treatment approach." In 2004, a study found that 100 suicide attempt patients on average had significantly lower levels of EPA in their blood as compared to controls.


          In 2006, a review of published trials in the American Journal of Clinical Nutrition found that "the evidence available provides little support" for the use of fish or the n3 long-chain polyunsaturated fatty acids contained in them to improve depressed mood. The study used results of twelve randomized controlled trials in its meta-analysis. The review recommended that "larger trials with adequate power to detect clinically important benefits" be performed.


          


          The n6 to n3 ratio


          Clinical studies indicate that the ingested ratio of n6 to n3 (especially Linoleic vs Alpha Linolenic) fatty acids is important to maintaining cardiovascular health.


          Both n3 and n6 fatty acids are essential, i.e. humans must consume them in the diet. n3 and n6 compete for the same metabolic enzymes, thus the n6:n3 ratio will significantly influence the ratio of the ensuing eicosanoids (hormones), (e.g. prostaglandins, leukotrienes, thromboxanes etc.), and will alter the body's metabolic function.Generally, grass-fed animals accumulate more n3 than do grain-fed animals which accumulate relatively more n6. Metabolites of n6 are significantly more inflammatory (esp. arachidonic acid) than those of n3. This necessitates that n3 and n6 be consumed in a balanced proportion; healthy ratios of n6:n3 range from 1:1 to 4:1. Studies suggest that the evolutionary human diet, rich in seafood and other sources of n3, may have provided such a ratio.


          Typical Western diets provide ratios of between 10:1 and 30:1 - i.e., dramatically skewed toward n6. Here are the ratios of n6 to n3 fatty acids in some common oils: canola 2:1, soybean 7:1, olive 313:1, sunflower (no n3), flax 1:3 cottonseed (almost no n3), peanut (no n3), grapeseed oil (almost no n3) and corn oil 46 to 1 ratio of n6 to n3. It should be noted that olive, peanut and canola oils consist of approximately 80% monounsaturated fatty acids, (i.e. neither n6 nor n3) meaning that they contain relatively small amounts of n3 and n6 fatty acids. Consequently, the n6 to n3 ratios for these oils (i.e. olive, canola and peanut oils) are not as significant as they are for corn, soybean and sunflower oils.


          


          Conversion efficiency of ALA to EPA and DHA


          It has been reported that conversion of ALA to EPA and further to DHA in humans is limited, but varies with individuals. Women have higher ALA conversion efficiency than men, probably due to the lower rate of utilization of dietary ALA for beta-oxidation. This suggests that biological engineering of ALA conversion efficiency is possible. In the online book of The Benefits of Omega 3 Fatty Acids found in Seal Oil, as Opposed to Fish and Flaxseed Oils, Dr. Ho listed the several factors that inhibit the ALA conversion, which again indicate that the efficiency of ALA conversion could be adjusted by altering one's dietary habits, such as rebalancing the ratio of n3 and n6 fatty acid intake, restraining direct alcohol consumptions, and supplementing vitamins and minerals. However, Goyens et al. argues that it is the absolute amount of ALA, rather than the ratio of n3 and n6 fatty acids, which affects the conversion.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Omega-3_fatty_acid"
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          One Flew Over the Cuckoo's Nest (1962) is a fictional novel by Ken Kesey. The novel is set in an Oregon asylum, and serves as a study of the institutional process and the human mind. It was made into a film in 1975 by Milo Forman, after being made into a Broadway play by Dale Wasserman in 1963.


          Its epigraph is:


          
            
              one flew east, one flew west,

              One flew over the cuckoo's nest.

            

          


          


          Plot introduction


          One Flew Over the Cuckoo's Nest was a direct product of Kesey's time working as an orderly at a mental-health facility in Menlo Park, California. Not only did he speak to the patients and witness the workings of the institution, he received electroconvulsive therapy and took psychoactive drugs as well as the same drugs as the patients to gain a deeper insight into their lives.


          


          Plot summary


          Template:Spoiler Narrated by the schizophrenic Columbian Indian "Chief" Bromden (who starts out pretending to be deaf and mute), much of the plot focuses on the antics of cheerfully rebellious Randle Patrick McMurphy, a man sent from a workfarm prison to a mental hospital. The all-male asylum, based upon the old Pendleton, Oregon asylum (now the Eastern Oregon Correctional Institution), is run by the domineering Nurse Ratched and her assistants, who are described as young black men filled with hatred. McMurphy constantly antagonizes the Nurse, attempting to organize the patients against her rule.


          One night, after bribing the night orderly, McMurphy smuggles bottles of liquor and two prostitutes onto the ward for a wild nighttime party. Billy Bibbit loses his virginity, sleeping with one of the prostitutes at McMurphy's urging. However, McMurphy's plans quickly go awry when he falls asleep and does not awake until the morning staff returns and discovers what has happened. Nurse Ratched walks in on Billy Bibbit and the prostitute, still asleep, and threatens to tell Billy's mother what he has done. Hearing this, Billy enters a frenzied state, and when taken to the Doctor's office, slits his throat and commits suicide. It is implied that Nurse Ratched intended for Billy to kill himself in order that she might regain control of the ward. As such, McMurphy dutifully attacks her, ripping open her shirt and severely injuring her throat and face. McMurphy is promptly taken to the Disturbed ward and undergoes a lobotomy.


          When McMurphy returns, he is wheeled onto the ward on a bed, now in a sort of vegetative state. Chief realizes that if McMurphy remains in that state, Nurse Ratched will have ultimately won; conversely, if Chief kills McMurphy, McMurphy cannot become a symbol of Nurse Ratched's power. In the final moments of the novel, Chief smothers McMurphy and uses the strength McMurphy restored in him to break the ward's window and escape into the night. Despite McMurphy's ultimate sacrifice, the consequent redemption of the patients, particularly Chief, provides an uplifting conclusion to the novel.


          


          Characters


          Chief Bromden The novel's towering Native-American narrator, Chief "Broom" (so-called because he does nothing but sweep all day) is the son of a real chief and a white woman. He narrates One Flew Over the Cuckoo's Nest with a variety of bizarre metaphors, often comparing the people and surroundings of the ward in terms of secret, mind-controlling machinery, named the combine. Because Native Americans are stereotypically portrayed as in touch with Nature, Chief's mechanistic descriptions of the ward pit Nature and Technology against one another, which respectively symbolize sanity and insanity, the individual and society. Chief's ultimate recovery and victory over the ward and Nurse Ratched likewise symbolizes the individual's triumph over a totalitarian society. Like many of the novel's other "insane" characters, Chief's condition began as a result of a traumatic experience with a female figure in his life. As a child, government officials repeatedly tried and failed to buy the tribe's land from Chief's father. Ultimately, however, Chief's mother forces her husband to give in, and after he sells the land, he turns to a life of alcoholism. His white wife's conquest over him is symbolic both of the white man's abuse of Native Americans and, per Chief's symbolism, the victory of society over the individual. When the young chief tries to tell the government officials to leave, they ignore him. This, compounded with the defeat of his idolized father, causes Chief to lose faith in himself and the individual, and he retreats into the silence and safety of the metaphorical fog he often describes as permeating the ward.


          When McMurphy and his ideas of individuality restore Chief's self-confidence, Chief regains his former stature and is able to escape the ward.


          Randle Patrick McMurphy A fun-loving, swaggering convict sent from a prison. He is sexist, racist, forceful, and guilty of battery and gambling (he had also been charged with, but never convicted of, statutory rape). The fact that the girl refused to testify in the case implies that she did not feel taken advantage of, so this does not damage his character for the other protagonists. McMurphy is transferred from a prison work farm to the hospital, thinking it will be an easy way to serve out his sentence. He has a fine time hustling the patients, until he realizes that he is more than a diversion for them; he gives them the lives they are too afraid to live for themselves. In the end, McMurphy's determination to fight Nurse Ratched costs him his freedom, his health, and ultimately, his life.


          


          The staff


          Nurse Ratched: see Nurse Ratched


          Washington, Williams, and Warren Three black men who work as aides in the ward. Williams is a dwarf, his growth stunted after witnessing his mother's rape by white men. The Chief says Nurse Ratched hired them for their capacity to hate. They are cruel and vindictive men who are unable to dominate McMurphy.


          Dr. Spivey The spineless ward doctor. While Nurse Ratched managed to drive off all the other doctors, she kept Spivey because he always did as he was told. Harding suggests that the nurse may threaten to expose him as a drug addict, though whether he really is an addict is unknown. McMurphy's rebellion inspires him. He stands up to Nurse Ratched and accompanies the men on their fishing trip.


          Nurse Pilbow The night nurse for the ward. Her face, neck and chest are stained with a profound birthmark. She is intensely Catholic, and, according to the Chief, spends her time off praying for the birthmark to disappear or scrubbing it furiously until her skin bleeds. She blames the patients for infecting her with their evil, and takes it out on them. Both McMurphy and Harding have a crush on her.


          The Japanese Nurse A tiny woman, she runs the upstairs ward, which is reserved for violent or otherwise unmanageable patients. She treats her patients kindly and openly opposes Nurse Ratched's methods.


          The PR man A strange individual who is responsible for the hospital's public relations. The patients suspect he wears a corset and sometimes he laughs hysterically when there are no other staff around. In a nightmare, the Chief sees him cut off the testicles of a dead patient as a trophy.


          Geever The night aide. He is the one who discovers that the Chief is hiding old wads of gum under his bed.


          Mr. Turkle An elderly African American man, he works the late, late shift in the ward. He agrees to allow McMurphy to host a party and sneak in prostitutes one night if the incentive is right. He is a marijuana user, and shares his joint with some of the patients during the party.


          


          The "Acutes"


          The acutes are patients who can still be cured. With few exceptions, they are there voluntarily.


          Billy Bibbit A patient at the institution with an extreme speech impediment. Billy cuts himself and has attempted suicide numerous times. Nurse Ratched is a close friend of his mother, therefore leaving him powerless and almost voiceless. His mother treats him like he is a teenager, though in reality he is actually in his thirties. To alleviate Billy's fear of women, McMurphy sneaks a prostitute into the ward so Billy can lose his virginity. Upon being discovered the next morning, Billy speaks for the first time without stuttering. It is only after Nurse Ratched mentions Billy's mother that he loses his new confidence, and resorts back to his nervous ways. Unable to handle the pressure of his fear of his mother, and the control of the Big Nurse, Billy breaks down and takes his own life.


          Dale Harding The unofficial leader of the patients before McMurphy arrives. Harding is a pretty man who is ashamed of his secret homosexual tendencies. Harding's gorgeous wife is a source of shame for him; he cannot pleasure her, making him feel even less like a man.


          George Sorensen A Swedish man with germaphobia. He spends his days washing his hands in the ward's drinking fountain. McMurphy manages to convince him to lead a fishing expedition for the patients. Afterwards, the staff try to forcibly delouse him, conscious of the mental anguish that they are causing him. The de-lousing is mainly retribution by the nurse rather than medical care. McMurphy and the Chief stop the de-lousing and, because of their actions, end up in the Disturbed ward.


          Cheswick A loudmouth patient always demanding change in the ward, but who never has the guts to see anything through. He finds a friend in McMurphy. When McMurphy is seen to be backing down in his fight against the nurse, Cheswick drowns himself in the swimming pool.


          Martini A patient who suffers from severe hallucinations. He frightens McMurphy by talking about all the people who need McMurphy to see them, that is, the people who need McMurphy to stand up for them.


          Scanlon A patient obsessed with bombs and destruction. Aside from McMurphy and Bromden, he is the only non-vegetative patient there by force, the rest could leave at anytime. It is Scanlon who convinces the Chief to escape.


          Sefelt and Fredrickson Two epileptic patients. Bruce Sefelt refuses to take his anti-seizure medication, as it makes his hair and teeth fall out. He is plagued by seizures, which the Chief believes are controlled by Nurse Ratched. Fredrickson takes Sefelt's share of the medication, because he is terrified of the seizures.


          Max Taber A patient who was released before McMurphy arrived. The Chief recalls how, after questioning what was in his medication, Nurse Ratched had him 'fixed.' He walked out of the hospital a sane man, a tribute to the Combine's awesome and terrible power.


          


          The "Chronics"


          The chronics are patients who will never be cured; they are held at the asylum to intimidate the Acutes and to remind them that they could be in the Chronics' place if they don't comply. Many of the chronics are in vegetative states.


          Chief Bromden (See above)


          Ruckly A hell-raising patient who challenges the rules until his lobotomy. After the lobotomy, he sits and stares at a picture of his wife, and occasionally screams profanities. He is kept in the ward as a reminder of what happens to patients who get out of line.


          Ellis Ellis was put in a vegetative state by electroshock therapy. He stands against the wall in a Christ-like position (arms outstretched, hands cupped), day after day, as if he were nailed there.


          Pete Bancini Bancini suffered brain damage at birth, but managed to hold down simple jobs until he was institutionalized. He sits, wagging his head and complaining how tired he is. The Chief remembers how once, and only once, he lashed out violently against the aides, telling the other patients that he was a living miscarriage, born dead.


          Rawler A patient on the disturbed ward, he says nothing but "loo, loo, loo!" all day and tries to run up the walls. The Chief believes he has been wired to receive radio transmissions. One night Rawler castrates himself while sitting on the toilet and bleeds to death before anyone realizes what he has done.


          Old Blastic An old patient who is in a vegetative state. The first night McMurphy is in the ward, Bromden dreams Blastic is hung by his heel and sliced open, spilling out his rusty guts. The next morning it is revealed that Blastic died during the night.


          The Lifeguard An ex-professional football player, he still has the cleat marks on his forehead from the injury that scrambled his brains. While he is the lifeguard at the hospital pool, he remains in the disturbed ward because he occasionally tackles the nurses. This is fine with him, because he doesn't realize he's in a mental hospital. It is the lifeguard who tells McMurphy that he will stay in the hospital until Nurse Ratched decides he may go, regardless of his original prison sentence.


          Colonel Matterson The oldest patient in the ward, he suffers from severe senile dementia and cannot move without a wheelchair. He spends his days "explaining" objects ("Mexico ... is a walnut."). The Chief believes there is logic to his babbling.


          


          Supporting characters


          Candy The prostitute that McMurphy brings on the fishing trip. All the men in the ward, including the doctor and the vegetative chronics, are struck by her beauty. Billy obviously has a crush on her, and McMurphy arranges for her to visit Billy in private (after paying McMurphy a fee).


          Sandy Another prostitute and friend of McMurphy, she shows up with Candy on the night of the party. She and Sefelt sleep together (Sefelt has a seizure while they are having sexual intercourse, giving Sandra an experience she'll never forget).


          Template:Spoilerend


          


          Themes


          Some common themes include the following:


          
            	Masculine sexual power


            	The power of women


            	Promiscuity


            	Size (both literal and perceived)


            	Hallucination


            	Insanity


            	Self-indulgence vs. sacrifice


            	Freedom vs. control


            	Society (particularly American) vs. the Individual, and its effects. (Main Theme)

          


          


          Editions


          
            	ISBN 0-606-04239-3 ( prebound, 1962)


            	ISBN 0-451-16396-6 ( mass market paperback, 1963)


            	ISBN 0-14-004312-8 ( paperback, 1977, reprint)


            	ISBN 0-14-023601-5 ( hardcover, 1996)


            	ISBN 1-55651-685-1 (paperback, 1988)


            	ISBN 0-453-00815-1 ( audio cassette, 1993, abridged)


            	ISBN 0-14-028334-X (paperback, 1999)


            	ISBN 0-8220-7154-1 ( e-book, 1999)


            	ISBN 0-7645-8662-9 (paperback, 2000)


            	ISBN 0-7910-6339-9 ( library binding, 2001)


            	ISBN 0-14-118122-2 (paperback, 2002)


            	ISBN 0-7910-7118-9 (paperback)


            	ISBN 0-330-23564-8 (paperback)


            	Photos of the first edition One Flew Over the Cuckoo's Nest

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/One_Flew_Over_the_Cuckoo%27s_Nest_%28novel%29"
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              Series title card
            


            
              	Format

              	Sitcom
            


            
              	Created by

              	David Renwick
            


            
              	Starring

              	Richard Wilson

              Annette Crosbie

              Doreen Mantle

              Angus Deayton

              Janine Duvitski

              Owen Brenman
            


            
              	Countryoforigin

              	UK
            


            
              	No. of series

              	6
            


            
              	No.ofepisodes

              	42 + 2 shorts ( Listofepisodes)
            


            
              	Production
            


            
              	Runningtime

              	Mainly 30 minutes; 1 40mins, 1 45mins, 1 50mins, 2 60mins, 1 70mins, 1 90mins
            


            
              	Broadcast
            


            
              	Original channel

              	BBC One
            


            
              	Original run

              	4 January 1990  20 November 2000
            

          


          One Foot in the Grave was a BBC television situation comedy series written by David Renwick. The show ran for six series, with several specials, over a ten year period, from 1990 to 2000. The series featured the exploits of Victor Meldrew, played by Richard Wilson, and his wife, Margaret, played by Annette Crosbie, in their battle against the trials of modern life.


          Four episodes were remade for BBC Radio 2 and the series also inspired a novel. One Foot in the Grave came tenth in a 2004 BBC poll to find " Britain's Best Sitcom". The programme also came 80th in the British Film Institute's 100 Greatest British Television Programmes.


          It was filmed in Christchurch, Dorset, although it is set in a suburb of London, where the writer, David Renwick, grew up.


          


          Plot


          The series featured the exploits of Victor Meldrew, an irascible pensioner with attitude. In the first episode, Victor, played by Scottish-born actor Richard Wilson, was prematurely retired from his job as a security guard, replaced by an automated machine. From then on the series followed his struggle to keep himself occupied, often with little success. In particular, Victor fell victim to surreal misfortunes, bad luck and coincidences, which led to his oft-imitated catchphrase "I don't believe it!" His long-suffering wife Margaret, played by Annette Crosbie, was often left exasperated by her husband's many misfortunes, although it was always made clear that the couple had a strong relationship. Although there is no explicit reference that Victor and Margaret had children, the episode "Timeless Time" contained a melancholy, ambiguous reference to someone called Stuart; the suggestion was that they once had a son who had died as a child.


          The other most consistent supporting character was a family friend, Jean Warboys, played by Doreen Mantle. Other regular characters were next-door neighbour Patrick Trench, played by Angus Deayton, who invariably discovered Victor in inexplicably bizarre or compromising situations, his wife Pippa played by Janine Duvitski, and the overly cheery charity worker Nick Swainey, played by Owen Brenman.


          The setting of the show is as a traditional cosy suburban sitcom, but it subverts this genre with a strong overtone of black comedy. The series featured highly innovative writing and outrageous comedy situations. If anything could go wrong, it not only went wrong but pulled half of the universe down with it (at least in a metaphorical sense).


          A number of episodes were highly experimental and successful in that they took place entirely in one setting and with a small cast, conveying the same claustrophobic atmosphere present in classic sitcoms like Steptoe and Son and Porridge. Episodes included Victor, Margaret and Mrs Warboys stuck in a traffic jam; Victor and Margaret in bed; Victor and Margaret in a lawyer's waiting area; Victor and Margaret stuck in their house during a power cut on a hot evening; and Victor being left alone in the house waiting to see if he has to take part in jury service, a framing situation not seen since some of the final episodes of Hancock's Half Hour.


          Renwick's scripts effectively combined farce with elements of tragedy. In the final episode, Victor is killed by a hit-and-run driver. Margaret discovers the culprit, but her reaction is ambiguous.


          


          Main characters


          Victor Meldrew ( Richard Wilson) - Victor was the main protagonist of the sitcom and finds himself constantly battling against all that life throws at him, as he becomes entangled, like the pawn he is, in the machiavellian plots. Renwick once pointed out in an interview that the name "Victor" was ironic, since he almost always ends up as a loser. From being buried alive, to being legally prosecuted for attacking a feisty pit bull terrier with a collection of coconut meringues, Victor tries to adjust to life after his infamous replacement by a "box" at his place of employment, alas to no avail.


          Victor is a tragic comedy character however, and sympathy is directed towards him as he becomes embroiled in complex misunderstandings, bureaucratic vanity and, at times, sheer bad luck. The audience sees a philosophical ebb to his character, however, along with a degree of optimism on his behalf, yet after a while his polite faade collapses when events get the better of him, and a full verbal onslaught is delivered.


          Margaret Meldrew ( Annette Crosbie) - The long-suffering wife of Victor and kind-hearted individual, she tries to maintain a degree of calmness and to rise above her husband's frustrations. However, she too often engulfed into the same folly and often vents her anger, usually at Victor who bears the brunt of it all. In early episodes, her character acts more as a comic foil to Victor's misfortunes, for example asking if a cat found frozen in their freezer is definitely dead and mentioning a friend who died because of a terminal illness who actually, as Victor says, fell off a cliff, retorting to him that she only did so because "she went to the seaside to convalesce".


          In later episodes, she develops into a more complex character. She is shown to be fiercely protective of her marriage to Victor, becoming easily suspicious and jealous, for example of a Dutch marionette that Victor becomes occupied with repairing in the episode "Hole in the Sky", eventually leading her to destroy it. In "The Affair of the Hollow Lady", a greengrocer develops a liking for Victor and wrongly attempts to convince Margaret he has been unfaithful to her. In revenge, Margaret assaults the woman with a pair of boxing gloves. However, Margaret herself is shown to have contemplated infidelity with a man she met on holiday in the episode "Warm Champagne", eventually deciding against it.


          Patrick Trench ( Angus Deayton) - Patrick, along with his wife Pippa, dwelt next door to Victor; he would almost certainly catch Victor engrossing himself in seemingly preposterous situations, all of which in their context seemed perfectly acceptable. The couple's relationship with their neighbours begins badly after Victor mistakenly believes Patrick and Pippa are distant relations rather than the next-door neighbours who had been leaving for a lengthy holiday the day that Victor and Margaret moved in. This and later incidents cause Patrick to suspect that Victor is quite insane, possibly bordering on malicious, and he often responds to Victor in similarly vindictive ways as a means of "getting even" with Victor, for example by complaining via post-it notes.


          Patrick is an interesting character however, for it is his rift with Victor that morphs him into a rather cynic-ridden character, much like Victor. This aspect of the character came to a head in one episode where his face transformed into an apparition of Victor's as he gazed into a mirror. In another episode, his wife Pippa loses their baby in similar circumstances to Victor and Margaret.


          Pippa Trench ( Janine Duvitski) - The wife of Patrick sought friendly relations with the Meldrews and after a while, became good friends with Margaret. The two women usually attempt to get the two men to make peace with each other at least once per series. Eventually Patrick proposes that the Trenches move house, but they soon realise that the Meldrew curse has followed them: Victor sent workmen to their home, next door, thinking they were removal men when who had come to the wrong house. They were in fact from a house clearance firm Margaret had employed to clear her late cousin Ursula's country mansion. It turned out that the workmen had cleared Patrick and Pippa's house of their entire furniture and sold it for 475 pounds.


          Jean Warboys ( Doreen Mantle) - Mrs Warboys was a friend of Margaret (and a rather annoying one in Victor's eyes) who attached herself to the Meldrews, accompanying them on many of their exploits. In the early series she was married to Chris, but eventually he left her for the private detective whom she had hired when she suspected him of having an affair, and they divorced.


          She would often bear the brunt of Victor's temper due to muddled misunderstandings and partly due to her aloof nature. One such occasion saw her goading Victor into taking a dog, as its owner had just died. She had not told him that it was stuffed, much to the annoyance of Victor who had spent time constructing an expensive kennel for it. On another occasion she had a waxwork made of herself which had to be delivered to their house as she had been involved in a road accident. As it turned out, she hated it as much as Victor and Margaret did, and that particular episode finished with the waxwork standing in the dustbin. She would often bore the Meldrews by showing them her complete collection of holiday pictures at the most unwelcome times. Doreen Mantle described her character as "wanting to do the right thing but always finding out that it was the wrong thing".


          Nick Swainey ( Owen Brenman) - The excessively cheerful and often oblivious individual who resided on the other side of the Meldrews from the Trenches. He remains continuously optimistic with regards to anything; even his being told to 'piss off' by Victor is laughed off. However, since this little run-in he later befriended Victor. A kind-natured individual, Mr Swainey cared, for many years, for his bedridden senile mother, whom the audience never actually saw. This is not to say that he doesn't drop his guard - for on one occasion we do observe his apparent depression. Following his mother's death, he moved house near the end of the series, but only went as far as the other side of Victor's house, into the Trenches' old house.


          


          Other recurring characters


          Ronnie and Mildred (Gordon Peters and Barbara Ashcroft) - Ronnie and Mildred were a constantly cheerful couple who provided yet another annoyance to the Meldrews, who dreaded any upcoming visits to them. They are referenced a number of times in the series for giving the Meldrews bizarre and always unwanted presents, usually involving a garish photograph. In the final series, however it was clear that their cheerfulness was a faade and, in a particularly dark scene, Mildred hanged herself "during a game of Happy Families".


          Cousin Wilfred (John Rutland) - Mrs. Warboys' cousin, Wilfred, appeared a number of times in the series. He was a fairly boring middle-aged man, although by his appearance in the final series a stroke had left him mute. He therefore had to speak with an electronic voice generator and owing to his poor typing this led to several misunderstandings, such as asking Victor for a "bra of soup" (bar of soap).


          


          Book and radio adaptations


          Renwick integrated some of the plots and dialogue from the series into a novel, which was first published by BBC Books in 1992. Renwick also adapted four episodes for BBC Radio 2, which first aired between 21 January 1995 and 11 February 1995. The episodes are "Alive and Buried", "In Luton Airport, No One Can Hear You Scream", "Timeless Time" and "The Beast in the Cage". They are regularly repeated on the digital speech station BBC 7 and are available on audio CD.


          


          Music


          The theme song was written and sung by Eric Idle. A longer version was produced for the special "One Foot in the Algarve", with a remixed version unsuccessfully released as a single in November 1994. Idle included a live version of the song on his album Sings Monty Python. It is preluded by a similar adaptation of " Bread of Heaven" to that used in the episode "The Beast in the Cage" by disgruntled car mechanics.


          The series also made extensive use of incidental music, composed by Ed Welch, which often hinted at a particular genre to fit the mood of the scenes. The final episode ended with a montage of some of the mishaps Victor encountered, which were mentioned in the episode, backed by " End of the Line" by The Traveling Wilburys.


          


          Awards


          The programme was a recipient of a number of prestigious awards. In 1992, it won a BAFTA as Best Comedy (Programme or Series). During its ten year run, the series was nominated a further six times. Richard Wilson also won Best Light Entertainment Performance in 1992 and 1994, and Annette Crosbie was nominated for the same award in 1994.


          The series also won the Best Television Sitcom in 1992 from the Royal Television Society and the British Comedy Award for Best Sitcom in 1992, 1995 and 2001.


          In 2004, One Foot in the Grave came tenth in a BBC poll to find " Britain's Best Sitcom" with 31,410 votes. The programme also came 80th in the British Film Institute's 100 Greatest British Television Programmes


          


          Controversy


          A number of complaints were made during the series' run for its depiction of animal deaths. For example, in one episode a dead cat was found in the Meldrews' freezer; in another, a tortoise was roasted in a brazier. However, this was later cited as a positive feature of the programme's daring scripts in Britain's Best Sitcom by its advocate Rowland Rivron. The programme was censured, however, for a scene in the episode "Hearts of Darkness" where an elderly resident was abused in an old people's home, and following complaints, the scene was slightly cut when the episode was repeated. Another controversial scene in the episode "Tales of Terror" saw the Meldrews visit Ronnie and Mildred on the understanding that Mildred had gone upstairs during a game of Happy Families and not returned; Ronnie then shows her feet hanging outside of the window, implying that she has committed suicide. The Broadcasting Standards Commission complained to the programme for this scene.


          When the final episode, " Things Aren't Simple Anymore" originally aired on 20 November 2000 at 21:00, it coincided with the broadcast of the first jackpot winner in the UK version of Who Wants to Be a Millionaire?, which had been filmed the Sunday prior to the broadcast. ITV was accused of engineering this in order to damage the final episode's expected high ratings, but was later cleared by the Independent Television Commission.


          


          Cultural impact


          Despite gaining initially low audience ratings, by the third series, One Foot in the Grave was making the Top 20 ratings, with some episodes seen by more than 16 million viewers. In particular, the Christmas 1993 edition topped 20 million viewers and the 1996 Boxing Day.


          Due to the series' popularity, people who constantly complain and are irritated by minor things are often compared to Victor Meldrew by the British media. Renwick disputes this usage however, claiming that Victor's reactions are entirely in proportion to the things that happen to him.


          Renwick wrote a novel based on some of the storylines, published in 1992.


          An American remake of the show, starring Bill Cosby and simply titled Cosby, ran from 1996 - 2000. David Renwick was listed as an executive producer on the series.


          In the Father Ted episode " The Mainland" Ted and Dougal encounter Richard Wilson (out of character) and annoy him by constantly repeating his One Foot in the Grave catchphrase "I don't believe it!" - something about which Wilson has expressed frustration in real life, though he claims to hate the request to say it even more, and only performs the line for charity events.


          Microsoft Visual Studio 6.0 Enterprise Edition contains a hidden Easter Egg, which is accessed using the words "Reggie" (a reference to The Fall and Rise of Reginald Perrin) and "Victor" (a reference to One Foot In The Grave). The Easter Egg contains the names of the entire Visual Studio development team, as well as confirmation of the meaning of "Reggie" and "Victor".


          


          VHS and DVD releases


          The early series were initially available on BBC Worldwide VHS tapes. Series one to six were released on Region 2 DVD by 16th October 2006. A 12 Disc boxset including the Christmas specials from 1996 and 1997 was also released on Region 2 DVD on 16 October 2006. The Comic Relief Shorts from 1993 and 2001 were not included in this set. The Christmas Specials from 1996 and 1997 were released on one separate DVD in November 2006.


          Series one and two were released on March 27, 2007 in the United States and Canada (Region 1). All six series (including the Christmas specials) have been released in Australia on Region 4.


          
            
              	DVD Name

              	Region 1

              	Region 2

              	Region 4
            


            
              	One Foot In The Grave: The Complete Series 1

              	27 March 2007

              	2 August 2004

              	7 July 2005
            


            
              	One Foot In The Grave: The Complete Series 2

              	27 March 2007

              	9 May 2005

              	4 May 2006
            


            
              	One Foot In The Grave: The Complete Series 3

              	11 March 2008

              	8 August 2005

              	17 August 2006
            


            
              	One Foot In The Grave: The Complete Series 4

              	11 March 2008

              	24 April 2006

              	7 March 2007
            


            
              	One Foot In The Grave: The Complete Series 5

              	Spring 2009

              	21 August 2006

              	1 August 2007
            


            
              	One Foot In The Grave: The Complete Series 6

              	Spring 2009

              	16 October 2006

              	2 October 2007
            


            
              	One Foot In The Grave: The Complete Series

              	Spring 2009

              	16 October 2006

              	5 March 2008
            


            
              	One Foot In The Grave: The Christmas Specials

              	Spring 2009

              	13 November 2006

              	5 March 2008
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Liliopsida

                  


                  
                    	Order:

                    	Asparagales

                  


                  
                    	Family:

                    	Alliaceae

                  


                  
                    	Genus:

                    	Allium

                  


                  
                    	Species:

                    	A. cepa

                  

                

              
            


            
              	Binomial name
            


            
              	Allium cepa

              L.
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          Onion is a term used for many plants in the genus Allium. They are known by the common name "onion" but, used without qualifiers, it usually refers to Allium cepa. Allium cepa is also known as the 'garden onion' or ' bulb' onion and ' shallot'.


          Allium cepa is known only in cultivation, but related wild species occur in Central Asia. The most closely-related species include Allium vavilovii Popov & Vved. and Allium asarense R.M. Fritsch & Matin from Iran. However Zohary and Hopf warn that "there are doubts whether the vavilovii collections tested represent genuine wild material or only feral derivatives of the crop."


          


          Uses


          Onions, one of the oldest vegetables known to humankind, are found in a bewildering array of recipes and preparations, spanning almost the totality of the world's cultures; they are nowadays available in fresh, frozen, canned, pickled, and dehydrated forms. Onions can be used, usually chopped or sliced, in almost every type of food, including cooked foods and fresh salads, and as a spicy garnish; they are rarely eaten on their own but usually act as accompaniment to the main course. Depending on the variety, an onion can be sharp, spicy, tangy and pungent or mild and sweet.


          Onions pickled in vinegar are eaten as a snack. These are often served as a side serving in fish and chip shops throughout the United Kingdom. Onions are a staple food in India, and are therefore fundamental to Indian cooking. They are commonly used as a base for curries, or made into a paste and eaten as a main course or as a side dish.


          Tissue from onions is frequently used in science education to demonstrate microscope usage, because they have particularly large cells which are readily observed even at low magnifications.


          


          Historical uses


          It is thought that bulbs from the onion family have been used as a food source for millennia. In Caananite Bronze Age settlements, traces of onion remains were found alongside fig and date stones dating back to 5000 BC. Onion is native to South Asia, and is widely used in Indian cuisine. However, it is not clear if these were cultivated onions. Archaeological and literary evidence such as the Book of Numbers 11:5 suggests cultivation probably took place around two thousand years later in ancient Egypt, at the same time that leeks and garlic were cultivated. Workers who built the Egyptian pyramids may have been fed radishes and onions.


          The onion is easily propagated, transported and stored. The Ancient Egyptians worshipped it, believing that its spherical shape and concentric rings symbolized eternal life. Onions were even used in Egyptian burials as evidenced by onion traces being found in the eye sockets of Ramesses IV. They believed that if buried with the dead, the strong scent of onions would bring breath back to the dead.


          In ancient Greece, athletes ate large quantities of onion because it was believed that it would lighten the balance of blood. Roman gladiators were rubbed down with onion to firm up their muscles. In the Middle Ages onions were such an important food that people would pay for their rent with onions and even give them as gifts. Doctors were known to prescribe onions to facilitate bowel movements and erection, and also to relieve headaches, coughs, snakebite and hair loss. The onion was introduced to North America by Christopher Columbus on his 1492 expedition to Haiti. Onions were also prescribed by doctors in the early 1500s to help with infertility in women, and even dogs and cattle and many other household pets. However, recent evidence has proven that dogs, cats, and other animals should NOT be given onions in any form, due to toxicity during digestion.


          


          Medicinal properties and health benefits


          
            
              	Raw Onions

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 40 kcal  170 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	9.34 g
                  


                  
                    	- Sugars 4.24 g
                  


                  
                    	- Dietary fibre 1.7 g 
                  


                  
                    	Fat

                    	0.1 g
                  


                  
                    	- saturated 0.042 g
                  


                  
                    	- monounsaturated 0.013 g 
                  


                  
                    	- polyunsaturated 0.017 g 
                  


                  
                    	Protein

                    	1.1 g
                  


                  
                    	Water

                    	89.11 g
                  


                  
                    	Vitamin A equiv. 0 g

                    	0%
                  


                  
                    	Thiamin (Vit. B1) 0.046 mg 

                    	4%
                  


                  
                    	Riboflavin (Vit. B2) 0.027 mg 

                    	2%
                  


                  
                    	Niacin (Vit. B3) 0.116 mg 

                    	1%
                  


                  
                    	Vitamin B6 0.12 mg

                    	9%
                  


                  
                    	Folate (Vit. B9) 19 g

                    	5%
                  


                  
                    	Vitamin B12 0 g 

                    	0%
                  


                  
                    	Vitamin C 7.4 mg

                    	12%
                  


                  
                    	Vitamin E 0.02 mg

                    	0%
                  


                  
                    	Vitamin K 0.4 g

                    	0%
                  


                  
                    	Calcium 23 mg

                    	2%
                  


                  
                    	Iron 0.21 mg

                    	2%
                  


                  
                    	Magnesium 0.129 mg

                    	0%
                  


                  
                    	Phosphorus 29 mg

                    	4%
                  


                  
                    	Potassium 146 mg 

                    	3%
                  


                  
                    	Sodium 4 mg

                    	0%
                  


                  
                    	Zinc 0.17 mg

                    	2%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          Wide-ranging claims have been made for the effectiveness of onions against conditions ranging from the common cold to heart disease, diabetes, osteoporosis, and other diseases. They contain chemical compounds believed to have anti-inflammatory, anticholesterol, anticancer, and antioxidant properties such as quercetin. However, it has not been demonstrated that increased consumption of onions is directly linked to health benefits.


          In many parts of the world, onions are used to heal blisters and boils. A traditional Maltese remedy for sea urchin wounds is to tie half a baked onion to the afflicted area overnight. In the morning, the spikes will be in the onion. In the United States, products that contain onion extract are used in the treatment of topical scars; some studies have found their action to be ineffective, while others found that they may act as an anti-inflammatory or bacteriostatic and can improve collagen organization in rabbits.


          Onions may be especially beneficial for women, who are at increased risk for osteoporosis as they go through menopause, by destroying osteoclasts so that they do not break down bone.


          


          Onions and eye irritation


          As onions are sliced, cells are broken, allowing enzymes called alliinases to break down amino acid sulphoxides and generate sulphenic acids. Sulphenic acids are unstable and spontaneously rearrange into a volatile gas called syn-propanethial-S-oxide. The gas diffuses through the air and eventually reaches the eye, where it reacts with the water to form a diluted solution of sulphuric acid. This acid irritates the nerve endings in the eye, making them sting. Tear glands produce tears to dilute and flush out the irritant.


          Supplying ample water to the reaction while peeling onions prevents the gas from reaching the eyes. Eye irritation can, therefore, be avoided by cutting onions under running water or submerged in a basin of water. Rinsing the onion and leaving it wet while chopping may also be effective. Another way to avoid irritation is by not cutting off the root of the onion, or by doing it last, as the root of the onion has a higher concentration of enzymes. Using a sharp blade to chop onions will limit the cell damage and the release of enzymes that drive the irritation response. (Having a sharp knife and keeping the root of a halved onion on until the end also reduces the risk of cutting one's self if the knife slips). Chilling or freezing onions prevents the enzymes from activating, limiting the amount of gas generated. Having a fire, such as a candle or a burner, will help as the heat and flames will draw in the onion gas, burn it, and then send it up with the rest of the flame exhaust. In the heat, the chemical changes such that it no longer irritates the eyes. The volume of sulfenic acids released, and the irritation effect, differs among Allium species.


          On January 31, 2008, the New Zealand Crop and Food institute led by Colin Eady created 'no tears' onions by using Australian gene-silencing biotechnology.


          


          Propagation


          
            [image: Onion and shallot output in 2005]

            
              Onion and shallot output in 2005
            

          


          
            [image: Onion growing shoots]

            
              Onion growing shoots
            

          


          Onions may be grown from seed or, more commonly today, from sets started from seed the previous year. Onion sets are produced by sowing seed very thickly one year, resulting in stunted plants which produce very small bulbs. These bulbs are very easy to set out and grow into mature bulbs the following year, but they have the reputation of producing a less durable bulb than onions grown directly from seed and thinned.


          Seed-bearing onions are day-length sensitive; their bulbs begin growing only after the number of daylight hours has surpassed some minimal quantity. Most traditional European onions are what is referred to as "long-day" onions, producing bulbs only after 15+ hours of daylight occur. Southern European and north African varieties are often known as "intermediate day" types, requiring only 12-13 hours of daylight to stimulate bulb formation. Finally, "short-day" onions, which have been developed in more recent times, are planted in mild-winter areas in the fall and form bulbs in the early spring, requiring only 9-10 hours of sunlight to stimulate bulb formation.


          Either planting method may be used to produce spring onions or green onions, which are the leaves and/or immature plants. Green onion is a name also used to refer to another species, Allium fistulosum, the Welsh onion, which is said not to produce dry bulbs.


          


          Varieties


          
            	Bulb onion - Grown from seed (or onion sets), bulb onions range from the pungent varieties used for dried soups and onion powder to the mild and hearty sweet onions, such as the Vidalia from Georgia or Walla Walla from Washington that can be sliced and eaten on a sandwich instead of meat.


            	Multiplier onions - Raised from bulbs which produce multiple shoots, each of which forms a bulb.

              
                	Potato onion

              

            


            	Tree onion or Egyptian onion - Produce bulblets in the flower head; a hybrid of Allium cepas.


            	Welsh onion or Green onion

              
                	Leek

              

            

          


          Shallots and ten other onion (Allium cepa L.) varieties commonly available in the United States were evaluated: Western Yellow, Northern Red, New York Bold, Western White, Peruvian Sweet, Empire Sweet, Mexico, Texas 1015, Imperial Valley Sweet, and Vidalia. In general, the most pungent onions delivered many times the benefits of their milder cousins.


          Shallots have the most phenols, six times the amount found in Vidalia onion, the variety with the lowest phenolic content. Shallots also have the most antioxidant activity, followed by Western Yellow, New York Bold, Northern Red, Mexico, Empire Sweet, Western White, Peruvian Sweet, Texas 1015, Imperial Valley Sweet, and Vidalia. Western Yellow onions have the most flavonoids, eleven times the amount found in Western White, the variety with the lowest flavonoid content.


          For all varieties of onions, the more phenols and flavonoids they contain, the more antioxidant and anti-cancer activity they provide. When tested against liver and colon cancer cells, Western Yellow, New York Bold and shallots were most effective in inhibiting their growth. The milder-tasting varietiesWestern White, Peruvian Sweet, Empire Sweet, Mexico, Texas 1015, Imperial Valley Sweet, and Vidaliashowed little cancer-fighting ability.


          


          Production trends


          
            
              	Top Ten Onions Producers  2005

              (1000 tonnes)
            


            
              	[image: Flag of the People's Republic of China]China

              	19,793
            


            
              	[image: Flag of India]India

              	5,500
            


            
              	[image: Flag of the United States]United States

              	3,346
            


            
              	[image: Flag of Turkey]Turkey

              	2,220
            


            
              	[image: Flag of Pakistan]Pakistan

              	1,764
            


            
              	[image: Flag of Russia]Russia

              	1,758
            


            
              	[image: Flag of South Korea]South Korea

              	1,750
            


            
              	[image: Flag of Japan]Japan

              	1,637
            


            
              	[image: Flag of Egypt]Egypt

              	1,302
            


            
              	[image: Flag of Spain]Spain

              	1,149
            


            
              	World Total

              	64,101
            


            
              	Source:

              UN Food & Agriculture Organisation (FAO)
            

          


          


          


          Onions in language


          In the English vernacular, "an onion" is a difficult situation, the use stemming from the onion's tendency to irritate or inflame the eyes. Conversely, the term "onion" can be used to describe any state of being, as in the phrase, "[someone] really dices my onion!" It may also represent an object of many layers. When someone is very skilled or has a great deal of knowledge about a particular subject, it is sometimes said that they "know their onions".


          In some Scots dialects, onion is pronounced 'Ingin'.


          An "Onion" is also an old slang term to describe a person from Bermuda; a Bermudian. Bermuda is known to sprout some of best onions in the world, that is why they're (Bermudians) called "onions".


          In French, the expression "Ce n'est pas tes oignons" (That is not your onions) means that a topic is none of the listener's business.


          Feminist poet Carol Ann Duffy uses the onion as a metaphor of love and relationships in her poem "Valentine" (1993), one of the poems in her collection "Mean time"


          Expressions referring to "layers of the onion" evoke the process of peeling back the layers of something (a person, reality, etc.), without however reaching a core - the centre of the onion being simply another layer. The metaphor is thus used to challenge the notion that there is a core/essence 'behind' surface layers, stressing the continuity between layer and core. Due to the number of layers in an onion it can also be used simply to evoke complexity - something having 'many layers', or 'always another layer behind this one".


          This idea was used (& twisted) in the first Shrek movie, ( Dreamworks LLC), when Shrek tries to explain to his partner, Donkey, that he is a complex person by telling him that 'Ogres are like onions.' (meaning that they have layers), to which Donkey replies 'Oh I get it. You leave them out in the sun too long and they go all brown and start sprouting little white hairs!'


          In other languages too the onion has acquired different connotations, eg., amongst the Khasi tribe in North East India, Onion or "piat" in the local dialect refers to someone who is present everywhere or in every social gathering.


          "Allium cepa"= in Romanian: "ceapă".


          
            Retrieved from " http://en.wikipedia.org/wiki/Onion"
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        Onion dome


        
          

          
            [image: Detail of onion domes on Saint Basil's Cathedral in Moscow]

            
              Detail of onion domes on Saint Basil's Cathedral in Moscow
            

          


          An onion dome (Russian: луковичная глава, lkovichnaya glava) is a type of architectural dome usually associated with Russian Orthodox churches. Such a dome is larger in diameter than the drum it is set upon and its height usually exceeds its width. These bulbous structures taper smoothly to a point, and strongly resemble the onion, after which they are named.


          Perhaps the most famous, is St. Basil's Cathedral, pictured right.


          Other important types of Orthodox cupolas are antique helmet domes (for example, those of the Saint Sophia Cathedral in Novgorod and Assumption Cathedral in Vladimir), Ukrainian pear domes ( Saint Sophia Cathedral in Kiev), and Baroque bud domes ( St. Andrew's Church in Kiev).


          


          History


          Art historians disagree when and why onion domes became a typical feature of Russian architecture. Byzantine churches and architecture of Kievan Rus were characterized by broader, flatter domes without a special framework erected above the drum. In contrast to this ancient form, each drum of a Russian church is surmounted by a special structure of metal or timber, which is lined with sheet iron or tiles.


          By the end of the nineteenth century, most Russian churches from before the Petrine period had bulbous domes. The largest onion domes were erected in the seventeenth century in the area around Yaroslavl, incidentally famous for its large onions. Quite a few had more complicated bud-shaped domes, whose form derived from Baroque models of the late seventeenth century. Pear-shaped domes are usually associated with Ukrainian Baroque, while cone-shaped domes are typical for Orthodox churches of Transcaucasia.


          


          Traditional view


          
            [image: Onion domes of the Resurrection Church, Kostroma (1652)]

            
              Onion domes of the Resurrection Church, Kostroma (1652)
            

          


          The earliest academic researchers of Russian architecture pointed out that Russian icons painted before the Mongol invasion of Rus do not feature churches with onion domes. Furthermore, two highly venerated pre-Mongol churches that have never been rebuiltthe Assumption Cathedral and the Cathedral of St. Demetrius in Vladimiruniquely display golden helmet domes. Restoration works on several other ancient churches revealed some fragments of former helmet-like domes below newer onion cupolas.


          Based on these findings, it was concluded that ancient Russian churches were helmet-shaped while onion domes had been introduced considerably later. It was posited that onion domes first appeared during the reign of Ivan the Terrible. Indeed, the bulbous, wildly coloured domes of Saint Basil's Cathedral have not been altered since the reign of Ivan's son Fyodor I, clearly indicating that onion domes did exist in sixteenth-century Russia.


          Some scholars postulated that onion domes were borrowed by Russians from Muslim countries, probably from the Khanate of Kazan, whose conquest Ivan the Terrible commemorated by erecting St. Basil's Cathedral. Others argued that onion domes first appeared in Russian wooden architecture, above tent-like churches. According to this theory, onion domes were strictly utilitarian, as they prevented snow from piling on the roof.


          This theory became firmly entrenched in Soviet architectural theory. Based on the notion that onion domes did not exist in Russia before the mid-sixteenth century, restoration works on churches built before the seventeenth century have routinely involved replacement of onion domes with "more authentic" helmet-shaped domes. One example of such restoration is the Dormition Cathedral in the Moscow Kremlin.


          


          Alternative view


          
            [image: Wooden churches in Kizhi and Vytegra have as many as twenty-five onion domes]

            
              Wooden churches in Kizhi and Vytegra have as many as twenty-five onion domes
            

          


          In 1946, the historian Boris Rybakov, while analysing miniatures of ancient Russian chronicles, pointed out that most of them, from the thirteenth century onward, display churches with onion domes rather than helmet domes. Nikolay Voronin, the foremost authority on pre-Mongol Russian architecture, seconded his opinion that onion domes existed in Russia as early as the thirteenth century, although they presumably could not be widespread. These findings demonstrated that Russian onion domes could not be imported from the Orient, where onion domes did not replace spherical domes until the fifteenth century.


          Sergey Zagraevsky, a modern art historian, surveyed hundreds of Russian icons and miniatures, from the eleventh century onward. He concluded that most icons painted after the Mongol invasion of Rus display only onion domes. First onion domes displayed on some pictures of twelfth century (for example fresques of Spas na Nereditse temple which were destroyed by fascists but some black-and-white photos of them survived or miniature with Luka from Dobrylov Evangelie). He found only one icon from the late fifteenth century displaying a dome resembling the helmet instead of an onion. His findings led him to dismiss fragments of helmet domes discovered by restorators beneath modern onion domes as post-Petrine stylisations intended to reproduce the familiar forms of Byzantine cupolas. Zagraevsky also indicated that the oldest depictions of the two Vladimir cathedrals represent them as having onion domes, prior to their replacement by classicizing helmet domes.


          Zagraevsky explains the ubiquitous appearance of onion domes in the late thirteenth century by the general emphasis on verticality characteristic of Russian architecture from the late twelfth to early fifteenth centuries. At that period, porches, pilasters, vaults and drums were arranged to create a vertical thrust, to make the church seem taller than it was. It seems logical that elongated, or onion, domes were part of the same proto-Gothic trend aimed at achieving pyramidal, vertical emphasis.


          


          Symbolism


          
            [image: Ivan the Great Bell Tower in the Moscow Kremlin (sixteenth century)]

            
              Ivan the Great Bell Tower in the Moscow Kremlin (sixteenth century)
            

          


          Prior to the eighteenth century, the Russian Orthodox Church did not assign any particular symbolism to the exterior shape of a church. Nevertheless, onion domes are popularly believed to symbolise burning candles. In 1917, noted religious philosopher Prince Yevgeny Trubetskoy argued that the onion shape of Russian church domes may not be explained rationally. According to Trubetskoy, drums crowned by tapering domes were deliberately scored to resemble candles, thus manifesting a certain aesthetic and religious attitude. Another explanation has it that the onion dome was originally regarded as a form reminiscent of the edicula (cubiculum) in the Church of the Holy Sepulchre in Jerusalem.


          Onion domes often appear in groups of three, representing the Holy Trinity, or five, representing Jesus Christ and the Four Evangelists. Domes standing alone represent Jesus. Vasily Tatischev, the first to record such interpretation, disapproved of it emphatically. He believed that the five-domed design of churches was propagated by Patriarch Nikon, who liked to compare the central and highest dome with himself and four lateral domes with four other patriarchs of the Orthodox world. There is no other evidence that Nikon ever held such a view.


          The domes are often brightly painted: their colours may informally symbolise different aspects of religion. Green, blue, and gold domes are sometimes held to represent the Holy Trinity, the Holy Spirit, and Jesus, respectively. Black ball-shaped domes were once popular in the snowy north of Russia.


          


          Outside Russia


          
            [image: Saint Leonard's Church in Mittersill, Austria]

            
              Saint Leonard's Church in Mittersill, Austria
            

          


          
            [image: St Mary (Ramersdorf), Germany]

            
              St Mary (Ramersdorf), Germany
            

          


          The onion dome is not only found in Russian Architecture: it was also used extensively in Mughal architecture, which later went on to influence Indo-Gothic architecture. Outside of India, it is also used in Iran and other places in the Middle East and Central Asia.


          Baroque domes in the shape of an onion (or other vegetables or flower-buds) were common in the Holy Roman Empire as well. The first one was built in 1576 by the architect Hans Holl (1512-1594) on the church of Saint Mary Star Abbey in Augsburg. Usually made of copper sheet, onion domes appear on Catholic churches all over southern Germany, Austria and Northeast Italy.


          
            Retrieved from " http://en.wikipedia.org/wiki/Onion_dome"
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        On-Line Encyclopedia of Integer Sequences


        
          

          The On-Line Encyclopedia of Integer Sequences (OEIS), also cited simply as Sloane's, is an extensive searchable database of integer sequences, freely available on the Web.


          OEIS records information on integer sequences of interest to both professional mathematicians and amateurs, and is widely cited. It contains over 135,000 sequences, making it the largest database of its kind.


          Each entry contains the leading terms of the sequence, keywords, mathematical motivations, literature links, and more, including the option to generate a graph or play a musical representation of the sequence. The database is searchable by keyword and by subsequence.


          


          History


          Neil Sloane started collecting integer sequences as a student in the mid-1960's to support his work in combinatorics. The database was at first stored on punch cards. He published selections from the database in book form twice:


          
            	A Handbook of Integer Sequences (1973, ISBN 0-12-648550-X), containing 2,400 sequences.


            	The Encyclopedia of Integer Sequences with Simon Plouffe (1995, ISBN 0-12-558630-2), containing 5,487 sequences.

          


          These books were well received and, especially after the second publication, mathematicians supplied Sloane with a steady flow of new sequences. The collection became unmanageable in book form, and when the database had reached 16,000 entries Sloane decided to go onlinefirst as an e-mail service (August 1994), and soon after as a web site (1995). The database continues to grow at a rate of some 10,000 entries a year.


          Sloane has personally managed 'his' sequences for almost 40 years, but starting in 2002, a board of associate editors and volunteers has helped maintain the database.


          As a spin-off from the database work, Sloane founded the Journal of Integer Sequences in 1998.


          In 2004, Sloane celebrated the addition of the 100,000th sequence to the database, A100000. In 2006, the user interface was overhauled and more advanced search capabilities were added.


          


          Non-integers


          Besides integer sequences strictly speaking, OEIS also catalogued sequences of fractions, the digits of transcendental numbers, complex numbers and so on by transforming them into integer sequences.


          Sequences of rationals are represented by two sequences (named with the keyword 'frac'): the sequence of numerators and the sequence of denominators. For example, the fifth order Farey sequence, [image: {1 \over 5}, {1 \over 4}, {1 \over 3}, {2 \over 5}, {1 \over 2}, {3 \over 5}, {2 \over 3}, {3 \over 4}, {4 \over 5}], is catalogued as the numerator sequence 1, 1, 1, 2, 1, 3, 2, 3, 4 ( A006842) and the denominator sequence 5, 4, 3, 5, 2, 5, 3, 4, 5 ( A006843).


          Important irrational numbers such as  = 3.1415926535897... are catalogued under representative integer sequences such as decimal expansions (here 3, 1, 4, 1, 5, 9, 2, 6, ... ( A000796)) or continued fraction expansions (here 3, 7, 15, 1, 292, 1, ... ( A001203)).


          


          Conventions


          The OEIS is currently limited to plain ASCII text, so it uses a linear form of conventional mathematical notation (such as f(n) for functions, n for running variables, etc.). Greek letters are usually represented by their full names, e.g., mu for , phi for .


          Every sequence is identified by the letter A followed by six digits, sometimes referred to without the leading zeros, e.g., A315 rather than A000315.


          Individual terms of sequences are separated by commas. Digit groups are not separated by commas, periods, or spaces.


          In comments, formulas, etc., a(n) represents the nth term of the sequence.


          


          Special meaning of zero


          Zero is often used to represent non-existent sequence elements. For example, A104157 enumerates the "smallest prime of n consecutive primes to form an nn magic square of least magic constant, or 0 if no such magic square exists." The value of a(1) (a 11 magic square) is 2; a(3) is 1480028129. But there is no such 22 magic square, so a(2) is 0.


          This special usage has a solid mathematical basis in certain counting functions. For example, the totient valence function N(m) ( A014197) counts the solutions of (x) = m. There are 4 solutions for 4, but no solutions for 14, hence a(14) of A014197 is 0there are no solutions.


          Occasionally -1 is used for this purpose instead, as in A072041.


          


          Lexicographic ordering


          The OEIS maintains the lexicographic order of the sequences, so each sequence has a predecessor and a successor (its "context"). OEIS normalizes the sequences for lexicographic ordering, (usually) ignoring initial zeros or ones and also the sign of each element. Sequences of weight distribution codes often omit periodically recurring zeros.


          For example, consider: the prime numbers, the palindromic primes, the Fibonacci sequence, the lazy caterer's sequence, and the coefficients in the series expansion of [image: {\zeta(n + 2)} \over {\zeta(n)}]. In OEIS lexicographic order, they are:


          Sequence #1: 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97, ...


          Sequence #2: 2, 3, 5, 7, 11, 101, 131, 151, 181, 191, 313, 353, 373, 383, 727, 757, 787, 797, 919, 929, ...


          Sequence #3: 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, ...


          Sequence #4: 1, 2, 4, 7, 11, 16, 22, 29, 37, 46, 56, 67, 79, 92, ...


          Sequence #5: 1, 3, 8, 3, 24, 24, 48, 3, 8, 72, 120, 24, 168, 144, ...


          whereas unnormalized lexicographic ordering would order these sequences thus: #3, #5, #4, #1, #2.


          


          Self-referentiality


          Very early in the history of the OEIS, many people suggested sequences derived from the placement of sequences in the OEIS itself. "I resisted adding these sequences for a long time, partly out of a desire to maintain the dignity of the database, and partly because A22 was only known to 11 terms!" Sloane reminisced.


          One of the earliest self-referential sequences Sloane accepted into the OEIS was A031135 (later A091967) "a(n) = n-th term of sequence A_n." This sequence spurred progress on finding more terms of A000022. For larger n that correspond to sequences that are finite and given in full (keywords "fini" and "full"), term a(n) of A091967 is undefined.


          A100544 lists the first term given in sequence An, but it needs to be updated from time to time because of changing opinions on offsets. Listing instead term a(1) of sequence An might seem a good alternative if it weren't for the fact that some sequences have offsets of 2 and greater.


          This line of thought leads to the question "Is n in sequence An?" and the delightfully paradoxical sequences A053873, n is in An, and A053169, n is not in An. Thus, the composite number 2808 is in A053873 because A002808 is the sequence of composite numbers, while the non-prime 40 is in A053169 because it's not in A000040, the prime numbers. The paradox is, which sequences do 53169 and 53873 belong to? (This is a form of Russell's paradox.)


          


          An abridged example of a typical OEIS entry


          This entry, A046970, was chosen because, with the exception of a Maple program, it contains every field an OEIS entry can have.

          
ID Number: A046970
URL:  http://www.research.att.com/projects/OEIS?Anum=A046970
Sequence: 1,3,8,3,24,24,48,3,8,72,120,24,168,144,192,3,288,24,360,72,
   384,360,528,24,24,504,8,144,840,576,960,3,960,864,1152,24,
   1368,1080,1344,72,1680,1152,1848,360,192,1584,2208,24,48,72,
   2304,504,2808,24,2880,144,2880,2520,3480,576
Signed: 1,-3,-8,-3,-24,24,-48,-3,-8,72,-120,24,-168,144,192,-3,-288,
   24,-360,72,384,360,-528,24,-24,504,-8,144,-840,-576,-960,-3,
   960,864,1152,24,-1368,1080,1344,72,-1680,-1152,-1848,360,
   192,1584,-2208,24,-48,72,2304,504,-2808,24,2880,144,2880,
   2520,-3480,-576
Name:  Generated from Riemann Zeta function: coefficients in series
    expansion of Zeta(n+2)/Zeta(n).
Comments: ...
   Apart from signs also Sum_{d|n} core(d)^2*mu(n/d) where core(x) is
    the squarefree part of x. - Benoit Cloitre
    (abcloitre(AT)modulonet.fr), May 31 2002
References M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions,
    Dover Publications, 1965, pp. 805-811.
Links:  Wikipedia, Riemann zeta function.
Formula: Multiplicative with a(p^e) = 1-p^2. a(n) = Sum_{d|n} mu(d)*d^2.
Example: a(3) = -8 because the divisors of 3 are {1, 3}, and mu(1)*1^2 + mu(3)*3^2 =
    -8.
   a(4) = -3 because the divisors of 4 are {1, 2, 4}, and mu(1)*1^2 +
    mu(2)*2^2 + mu(4)*4^2 = -3
Math'ca: muDD[d_] := MoebiusMu[d]*d^2; Table[Plus @@ muDD[Divisors[n]], {n,
    60}] (Lopez)
Program: (PARI) A046970(n)=sumdiv(n,d,d^2*moebius(d)) (Benoit Cloitre)
See also: Sequence in context: A016623 A046543 A035292 this_sequence A058936
    A002017 A086179
   Adjacent sequences: A046967 A046968 A046969 this_sequence A046971
    A046972 A046973
   Cf. A027641 and A027642.
Keywords: sign,mult
Offset: 1
Author(s): Douglas Stoll, dougstoll(AT)email.msn.com
Extension: Corrected and extended by Vladeta Jovovic (vladeta(AT)Eunet.yu),
    Jul 25 2001
   ...



          


          Entry fields


          


          ID number


          Every sequence in the OEIS has a serial number, a six-digit positive integer, prefixed by A (and zero-padded on the left prior to November 2004). The letter "A" stands for "absolute." Numbers are either assigned by the editor(s) or by an A number dispenser, which is handy for when contributors wish to send in related sequences at once and be able to create cross-references. An A number from the dispenser expires a month from issue if not used. But as the following table of arbitrarily selected sequences show, the rough correspondence holds.


          
            
              	A059097

              	Numbers n such that the binomial coefficient C(2n,n) is not divisible by the square of an odd prime.

              	January 1, 2001
            


            
              	A060001

              	Fibonacci(n)!.

              	March 14, 2001
            


            
              	A066288

              	Number of 3-dimensional polyominoes (or polycubes) with n cells and symmetry group of order exactly 24.

              	January 1, 2002
            


            
              	A075000

              	Smallest number such that n*a(n) is a concatenation of n consecutive integers ...

              	August 31, 2002
            


            
              	A078470

              	Continued fraction for Zeta(3/2)

              	January 1, 2003
            


            
              	A080000

              	Number of permutations satisfying -k<=p(i)-i<=r and p(i)-i

              	February 10, 2003
            


            
              	A090000

              	Length of longest contiguous block of 1's in binary expansion of n-th prime.

              	November 20, 2003
            


            
              	A091345

              	Exponential convolution of A069321(n) with itself, where we set A069321(0)=0.

              	January 1, 2004
            


            
              	A100000

              	Marks from the 22000-year-old Ishango bone from the Congo.

              	November 7, 2004
            


            
              	A102231

              	Column 1 of triangle A102230, and equals the convolution of A032349 with A032349 shift right.

              	January 1, 2005
            


            
              	A110030

              	Number of consecutive integers starting with n needed to sum to a Niven number.

              	July 8, 2005
            


            
              	A112886

              	Triangle-free positive integers.

              	January 12, 2006
            


            
              	A120007

              	Mobius transform of sum of prime factors of n

              	June 2, 2006
            

          


          Even for sequences in the book predecessors to the OEIS, the ID numbers are not the same. The 1973 Handbook of Integer Sequences contained about 2400 sequences, which were numbered by lexicographic order (the letter M plus 4 digits, zero-padded where necessary), and the 1995 Encyclopedia of Integer Sequences contained 5487 sequences, also numbered by lexicographic order (the letter N plus 4 digits, zero-padded where necessary). These old M and N numbers, as applicable, are contained in the ID number field in parentheses after the modern A number.


          


          URL


          The URL field gives the preferred format for the URL to link to the sequence in question, to simplify cut and paste.


          


          Sequence


          The sequence field lists the numbers themselves, or at least about four lines' worth. The sequence field makes no distinction between sequences that are finite but still too long to display and sequences that are infinite. To help make that determination, you need to look at the keywords field for "fini," "full," or "more." To determine to which n the values given correspond, see the offset field, which gives the n for the first term given.


          Any negative signs are stripped from this field, and the values with signs are put in the Signed field.


          


          Signed


          The signed field is almost the same thing as the sequence field except that it shows negative signs. This field is only included for sequences that have negative values. Any entry with this field must have the keyword "sign".


          


          Name


          The name field usually contains the most common name for the sequence, and sometimes also the formula. For example, 1, 8, 27, 64, 125, 216, 343, 512, ( A000578) is named "The cubes: a(n) = n^3."


          


          Comments


          The comments field is for information about the sequence that doesn't quite fit in any of the other fields. The comments field often points out interesting relationships between different sequences and less obvious applications for a sequence. For example, Lekraj Beedassy in a comment to A000578 notes that the cube numbers also count the "total number of triangles resulting from criss-crossing cevians within a triangle so that two of its sides are each n-partitioned," while Sloane points out the unexpected relationship between centered hexagonal numbers ( A003215) and second Bessel polynomials ( A001498) in a comment to A003215.


          If no name is given for a comment, the comment was made by the original submitter of the sequence.


          


          Maple, Mathematica, and other programs


          Maple and Mathematica are the preferred programs for calculating sequences in the OEIS, and they both get their own field labels, "Maple" and "Mathematica." Any other program gets a generic "Program" field label and the name of the program in parentheses. The OEIS has programs in PARI, Magma, Matlab, Python and even Microsoft Excel.


          If there is no name given, the program was written by the original submitter of the sequence.


          


          Keywords


          The OEIS has its own standard set of four or five letter keywords that characterize each sequence:


          
            	base The results of the calculation depend on a specific positional base. For example, 2, 3, 5, 7, 11, 101, 131, 151, 181 ... A002385 are prime numbers regardless of base, but they are palindromic specifically in base 10. Most of them are not palindromic in binary. Some sequences rate this keyword depending on how they're defined. For example, 3, 7, 31, 127, 8191, 131071, ... A000668 does not rate "base" if defined as "primes of the form 2^n - 1." However, defined as "repunit primes in binary," the sequence would rate the keyword "base."


            	bref "sequence is too short to do any analysis with", for example, A079243, Number of isomorphism classes of associative non-commutative non-anti-associative anti-commutative closed binary operations on a set of order n.


            	cofr The sequence represents a continued fraction.


            	cons The sequence is a decimal expansion of an important mathematical constant, like e or .


            	core A sequence that is of foundational importance to a branch of mathematics, such as the prime numbers, the Fibonacci sequence, etc.


            	dead This keyword used for erroneous sequences that have appeared in papers or books, or for duplicates of existing sequences. For example, A088552 is the same as A000668.


            	dumb One of the more subjective keywords, for "unimportant sequences," which may or may not directly relate to mathematics. A001355, "Mix digits of pi and e." is one example of the former, and A082390, "Numbers on a computer keyboard, read in a spiral." is an example of the latter.


            	easy The terms of the sequence can be easily calculated. Perhaps the sequence most deserving of this keyword is 1, 2, 3, 4, 5, 6, 7, ... A000027, where each term is 1 more than the previous term. The keyword "easy" is sometimes given to sequences "primes of the form f(m)" where f(m) is an easily calculated function. (Though even if f(m) is easy to calculate for large m, it might be very difficult to determine if f(m) is prime).


            	eigen A sequence of eigenvalues.


            	fini The sequence is finite, although it might still contain more terms than can be displayed. For example, the sequence field of A105417 shows only about a quarter of all the terms, but a comment notes that the last term is 3888.


            	frac A sequence of either numerators or denominators of a sequence of fractions representing rational numbers. Any sequence with this keyword ought to be cross-referenced to its matching sequence of numerators or denominators, though this may be dispensed with for sequences of Egyptian fractions, such as A069257, where the sequence of numerators would be A000012. This keyword should not be used for sequences of continued fractions, cofr should be used instead for that purpose.


            	full The sequence field displays the complete sequence. If a sequence has the keyword "full," it should also have the keyword "fini." One example of a finite sequence given in full is that of the supersingular primes A002267, of which there are precisely fifteen.


            	hard The terms of the sequence cannot be easily calculated, even with raw number crunching power. This keyword is most often used for sequences corresponding to unsolved problems, such as "How many spheres can touch another sphere of the same size?" A001116 lists the first ten known solutions.


            	less A "less interesting sequence".


            	more The next few terms of the sequence are not known.


            	mult The sequence corresponds to a multiplicative function. Term a(1) should be 1, and term a(mn) can be calculated by multiplying a(m) by a(n) if m and n are coprime. For example, in A046970, a(12) = a(3)a(4) = -8  -3.


            	new For sequences that were added in the last couple of weeks, or had a major extension recently. This keyword is not given a checkbox in the Web form for submitting new sequences, Sloane's program adds it by default where applicable.


            	nice Perhaps the most subjective keyword of all, for "exceptionally nice sequences."


            	nonn The sequence consists of nonnegative integers (it may include zeroes). No distinction is made between sequences that consist of nonnegative numbers only because of the chosen offset (e.g, n3, the cubes, which are all positive from n = 0 forwards) and those that by definition are completely nonnegative (e.g., n2, the squares).


            	obsc The sequence is considered obscure and needs a better definition. One sequence with this keyword, A025046 has been looked at by at least one other OEIS contributor who was unable to reproduce the results given by the original submitter.


            	probation Sequences that "may be deleted later at the discretion of the editor."


            	sign Some (or all) of the values of the sequence are negative. The entry includes both a Signed field with the signs and a Sequence field consisting of all the values passed through the absolute value function.


            	tabf "An irregular (or funny-shaped) array of numbers made into a sequence by reading it row by row." For example, A071031, "Triangle read by rows giving successive states of cellular automaton generated by "rule 62."


            	tabl A sequence obtained by reading a geometric arrangement of numbers, such as a triangle or square, row by row. The quintessential example is Pascal's triangle read by rows, A007318.


            	uned Sloane has not edited the sequence but believes it could be worth including in the OEIS. The sequence could contain computational or typographical errors. Contributors are invited to ponder the sequence and send Sloane their edition.


            	unkn "Little is known" about the sequence, not even the formula that produces it. For example, A072036, which was presented to an Internet oracle to ponder.


            	walk "Counts walks (or self-avoiding paths)."


            	word Depends on the words of a specific language. For example, zero, one, two, three, four, five, etc., 4, 3, 3, 5, 4, 4, 3, 5, 5, 4, 3, 6, 6, 8, 8, 7, 7, 9, 8, 8 ... A005589, "Number of letters in the English name of n, excluding spaces and hyphens."

          


          Some keywords are mutually exclusive, namely: core and dumb, easy and hard, full and more, less and nice, and nonn and sign.


          


          Offset


          The offset is the index of the first term given. For some sequences, the offset is obvious. For example, if we list the sequence of square numbers as 0, 1, 4, 9, 16, 25 ..., the offset is 0; while if we list it as 1, 4, 9, 16, 25 ..., the offset is 1. The default offset is 0, and most sequences in the OEIS have offset of either 0 or 1. Sequence A073502, the magic constant for nn magic square with prime entries (regarding 1 as a prime) with smallest row sums, is an example of a sequence with offset 3, and A072171, "Number of stars of visual magnitude n." is an example of a sequence with offset -1.


          Sometimes there can be disagreement over what the initial terms of the sequence are, and correspondingly what the offset should be. In the case of the lazy caterer's sequence, the maximum number of pieces you can cut a pancake into with n cuts, the OEIS gives the sequence as 1, 2, 4, 7, 11, 16, 22, 29, 37, ... A000124, with offset 0, while Mathworld gives the sequence as 2, 4, 7, 11, 16, 22, 29, 37, ... (implied offset 1). It can be argued that making no cuts to the pancake is technically a number of cuts, namely n = 0. But it can also be argued that an uncut pancake is irrelevant to the problem.


          Although the offset is a required field, some contributors don't bother to check if the default offset of 0 is appropriate to the sequence they are sending in.


          The internal format actually shows two numbers for the offset. The first is the number described above, while the second represents the index of the first entry (counting from 1) that has an absolute value greater than 1. This second value is used to speed up the process of searching for a sequence. Thus A000001, which starts 1, 1, 1, 2 with the first entry representing a(1) has 1, 4 as the internal value of the offset field.


          


          Author(s)


          The author of the sequence is the person who submitted the sequence, even if the sequence has been known since ancient times. The name of the submitter is given first name (spelled out in full), middle initial(s) (if applicable) and last name; this in contrast to the way names are written in the reference fields. The e-mail of the submitter is also given, with the @ character replaced by "(AT)". For most sequences after A055000, the author field also includes the date the submitter sent in the sequence. But when the submitter is one of the most frequent contributors the author field just has initials; "njas" for Neil Sloane himself, for example.


          


          Searching the OEIS


          The previous version of the main look-up page of the OEIS offered three ways to look up sequences, and the right radio button had to be selected. There was an advanced look-up page, but its usefulness has been integrated into the main look-up page in a major redesign of the interface in January 2006.


          


          Enter a sequence


          Enter a few terms of the sequence, separated by either spaces or commas (or both).


          You can enter negative signs, but they will be ignored. For example, 0, 3, 7, 13, 20, 28, 36, 43, 47, 45, 32, 0, -64, n2 minus the nth Fibonacci number, is a sequence that is technically not in the OEIS, but the very similar sequence 0, -3, -7, -13, -20, -28, -36, -43, -47, -45, -32, 0, 64, is in the OEIS and will come up when one searches for its reversed signs counterpart.


          However, the search can be forced to match signs by using the prefix "sign:" in the search string. This is especially useful for sequences like A008836 that consist exclusively of positive and negative ones.


          One can enter as little as a single integer or as much as four lines of terms. Sloane recommends entering six terms, a(2) to a(7), in order to get enough results, but not too many results. There are cases where entering just one integer gives precisely one result, such as 1990661 brings up just A007597, the strobogrammatic primes). And there are also cases where one can enter many terms and still not narrow the results down all that much.


          


          Enter a word


          Enter a string of alphanumerical characters. Certain characters, like accented foreign letters, are not allowed. Thus, to search for sequences relating to Znm's problem, try enter it without the accents: "Znam's problem." The handling of apostrophes has been greatly improved in the 2006 redesign. The search strings "Pascal's triangle," "Pascals triangle" and "Pascal triangle" all give the desired results.


          To look up most polygonal numbers by word, try "n-gonal numbers" rather than "Greek prefix-gonal numbers" (e.g., "47-gonal numbers" instead of "heptaquartagonal numbers"). Beyond " dodecagonal numbers," word searching with the Greek prefixes might fail to yield the desired results.


          


          Enter a sequence number


          Enter the modern OEIS A number of the sequence, with the letter A and with or without zero-padding. As of 2006, the old M and N sequence numbers will yield the proper result as search strings, e.g., a search for M0422 will correctly bring up A006047, the number of entries in nth row of Pascal's triangle not divisible by 3 (M0422 in the book The Encyclopedia of Integer Sequences) and not A000422, concatenation of numbers from n down to 1.


          


          Searching from a Web Browser


          An OpenSearch compatible web browser (such as Firefox 2.0 or Internet Explorer 7) can have OEIS added to its toolbar based search list by adding a provider with the following URL: http://www.research.att.com/~njas/sequences/?q=TEST&language=english One can then directly enter the sequence, e.g. "1,2,6,24,120" (without quotes) into the search bar and search OEIS easily.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/On-Line_Encyclopedia_of_Integer_Sequences"
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          Charles Darwin's On the Origin of Species (published 1859) is a seminal work in scientific literature and arguably the pivotal work in evolutionary biology. The book's full title is On the Origin of Species by Means of Natural Selection, or the Preservation of Favoured Races in the Struggle for Life, while for the 6th edition of 1872 the title was changed to The Origin of Species. It introduced the theory that populations evolve over the course of generations through a process of natural selection. Darwin's book was the culmination of evidence he had accumulated on the voyage of the Beagle in the 1830s and expanded through continuing investigations and experiments after his return.


          The book is readable even for the non-specialist and attracted widespread interest on publication. The book was controversial because it contradicted religious beliefs that underlay the then current theories of biology, and it generated much discussion on scientific, philosophical, and religious grounds. The scientific theory of evolution has itself evolved since Darwin first presented it, but natural selection remains the most widely accepted scientific model of how species evolve. The at-times bitter creation-evolution controversy continues to this day.


          


          Summary of his theory


          Darwin's theory is based on key observations and inferences drawn from them:


          
            	Species have great fertility. They have more offspring than can grow to adulthood.


            	Populations remain roughly the same size, with small changes.


            	Food resources are limited, but are relatively stable over time.


            	An implicit struggle for survival ensues.


            	In sexually reproducing species, generally no two individuals are identical.


            	Some of these variations directly impact the ability of an individual to survive in a given environment.


            	Much of this variation is inheritable.


            	Individuals less suited to the environment are less likely to survive and less likely to reproduce, while individuals more suited to the environment are more likely to survive and more likely to reproduce.


            	The individuals that survive are most likely to leave their inheritable traits to future generations.


            	This slowly effected process results in populations that adapt to the environment over time, and ultimately, after interminable generations, these variations accumulate to form new varieties, and ultimately, new species.

          


          


          Background


          The idea of biological evolution was around long before Darwin published On The Origin, and was set out in Classical times by the Greek and Roman atomists, notably Lucretius. However, Christian thought in Medieval Europe involved complete faith in the ancient Biblical teachings of creation according to Genesis. Its concepts including " Created kinds" were interpreted by the priesthood as theology, then the Protestant Reformation widened access to the Bible and brought more literal interpretations. Natural philosophers exploring the wonders of what they saw as God's works in nature made many discoveries, and naturalists such as Carolus Linnaeus categorised an enormous number of species. A new belief developed that the original pair of every species had been brought into existence by God not so long ago. By the time of Darwin's birth in 1809, it was widely believed in England that both the natural world and the hierarchical social order were held stable, fixed by God's will, with nothing happening purely naturally and spontaneously.


          The idea that fossils were the remains of extinct species, first put forward by Robert Hooke in the mid seventeenth century, gradually gained acceptance and several competing theories of geology were put forward, notably James Hutton's uniformitarian theory of 1785 which envisioned gradual change over aeons of time. Some individuals put forward evolutionary concepts. By 1796 Charles Darwin's grandfather Erasmus Darwin, known to have been influenced by Lord Monboddo, had proposed ideas of common descent with organisms "acquiring new parts" in response to stimuli then passing these changes to their offspring. In 1809 Jean-Baptiste Lamarck developed a similar theory, with "needed" traits being acquired through use then passed on. At this time the word evolution (from the Latin word "evolutio", meaning "unroll like a scroll") was used to refer to an orderly sequence of events, particularly where the outcome was somehow contained within it from the start, so Lamarck avoided using this word for his concept in which traits were acquired during an organism's life, and the term transmutation came into use.


          Such ideas were seen in Britain as attacking the social order, already threatened by the aftermath of the American and French Revolutions. In England, natural history was dominated by the universities which trained clergy for the Church of England in William Paley's natural theology which sought evidence of beneficial "design" by a Creator. British naturalists adopted Georges Cuvier's explanation of the fossil record by catastrophism, the concept that animals and plants were periodically annihilated and that their places were taken by new species created ex nihilo (out of nothing), modifying it to support the biblical account of Noah's flood. However Lamarck's ideas were taken up by Radicals who wanted to overturn the establishment and extend the vote to the lower classes.


          


          Inception of Darwin's theory


          Charles Darwin's education at the University of Edinburgh gave him direct involvement in Robert Edmund Grant's evolutionist developments of the ideas of Erasmus Darwin and Jean-Baptiste Lamarck. Then at Cambridge University his theology studies convinced him of William Paley's argument of "design" by a Creator while his interest in natural history was increased by the botanist John Stevens Henslow and the geologist Adam Sedgwick, both of whom believed strongly in divine creation. During the voyage of the Beagle Charles Darwin became convinced by Charles Lyell's uniformitarianism, and puzzled over discrepancies between Lyell's uniformitarian idea that each species had its "centre of creation" and the evidence he saw. On his return Richard Owen showed that fossils Darwin had found were of extinct species related to current species in the same locality, and John Gould startlingly revealed that completely different birds from the Galpagos Islands were species of finches distinct to each island.


          By early 1837 Darwin was speculating on transmutation in a series of secret notebooks. He investigated the breeding of domestic animals, consulting William Yarrell and reading a pamphlet by Yarrell's friend Sir John Sebright which commented that "A severe winter, or a scarcity of food, by destroying the weak and the unhealthy, has all the good effects of the most skilful selection." At the zoo in 1838 he had his first sight of an ape, and the orang-utan's antics impressed him as being "just like a naughty child" which from his experience of the natives of Tierra del Fuego made him think that there was little gulf between man and animals despite theological doctrines that only mankind possessed a soul.


          In late September 1838 he began reading the 6th edition of Malthus's Essay on the Principle of Population which reminded him of Malthus's statistical proof that human populations breed beyond their means and compete to survive, at a time when he was primed to apply these ideas to animal species. Darwin applied to his search for the Creator's laws the Whig social thinking of struggle for survival with no hand-outs. By December 1838 he was seeing a similarity between breeders selecting traits and a Malthusian Nature selecting from variants thrown up by chance so that "every part of newly acquired structure is fully practised and perfected", thinking this "the most beautiful part of my theory".


          


          First writings on the theory


          Darwin was well aware of the implication the theory had for the origin of humanity and the real danger to his career and reputation as an eminent geologist of being convicted of blasphemy. He worked in secret to consider all objections and prepare overwhelming evidence supporting his theory. He increasingly wanted to discuss his ideas with his colleagues, and in January 1842 sent a tentative description of his ideas in a letter to Lyell, who was then touring America. Lyell, dismayed that his erstwhile ally had become a Transmutationist, noted that Darwin "denies seeing a beginning to each crop of species".


          Despite problems with illness, Darwin formulated a 35 page "Pencil Sketch" of his theory in June 1842 then worked it up into a larger " essay". The botanist Joseph Dalton Hooker became Darwin's mainstay, and late in 1845 Darwin offered his "rough Sketch" for comments without immediate success, but in January 1847 when Darwin was particularly ill Hooker took away a copy of the "Sketch". After some delays he sent a page of notes, giving Darwin the calm critical feedback that he needed. Darwin made a huge study of barnacles which established his credentials as a biologist and provided more evidence supporting his theory.


          The anonymous publication of the Vestiges of the Natural History of Creation (1844) by Scottish Robert Chambers (1802-1871) paved the way for the acceptance of Origin.


          


          Publication


          In the spring of 1856 Lyell drew Darwin's attention to a paper on the "introduction" of species written by Alfred Russel Wallace, a naturalist working in Borneo, and urged Darwin to publish to establish priority. Darwin was now torn between the desire to set out a full and convincing account and the pressure to quickly produce a short paper. He ruled out exposing himself to an editor or counsel which would have been required to publish in an academic journal. On 14 May 1856 he began a "sketch" account and, by July, had decided to produce a full technical treatise on species.


          Darwin pressed on, overworking, and was throwing himself into his work with his book on Natural Selection well under way, when on 18 June 1858 he received a parcel from Wallace enclosing about twenty pages describing an evolutionary mechanism, an unexpected response to Darwin's recent encouragement, with a request to send it on to Lyell. Darwin wrote to Lyell that "your words have come true with a vengeance,... forestalled" and he would, "of course, at once write and offer to send [it] to any journal" that Wallace chose, adding that "all my originality, whatever it may amount to, will be smashed". Lyell and Hooker agreed that a joint paper should be presented at the Linnean Society, and on 1 July 1858 the Wallace and Darwin papers entitled respectively On the Tendency of Species to form Varieties; and on the Perpetuation of Varieties and Species by Natural Means of Selection were read out, to surprisingly little reaction.


          On 20 July 1858 Darwin started work on an "abstract" trimmed from his Natural Selection, writing much of it from memory. Lyell made arrangements with the publisher John Murray, who agreed to publish the manuscript sight unseen, and to pay Darwin two-thirds of the net proceeds. Darwin had initially decided to call his book An abstract of an Essay/on the/Origin/of/Species and Varieties/Through natural selection/, but with Murray's persuasion it was eventually changed to the snappier title: On the Origin of Species with the title page adding by Means of Natural Selection, or the Preservation of Favoured Races in the Struggle for Life, a long book title as was common during the Victorian era. Here the term " races" is used as an alternative for " varieties" and does not carry the modern connotation of human racesthe first use in the book refers to "the several races, for instance, of the cabbage", and Darwin proceeds to discuss "the hereditary varieties or races of our domestic animals and plants".


          


          Publication of On The Origin of Species


          On The Origin of Species was first published on 24 November 1859, price fifteen shillings. The book was offered to booksellers at Murray's autumn sale on 22 November, and all available copies were taken up immediately. In total 1250 copies were printed, but after deducting presentation and review copies, and five for Stationers' Hall copyright, around 1,170 copies were available for sale. The second edition of 3,000 copies was quickly brought out on 7 January 1860, and added "by the Creator" into the closing sentence, so that from then on it read "There is grandeur in this view of life, with its several powers, having been originally breathed by the Creator into a few forms or into one; and that, whilst this planet has gone circling on according to the fixed law of gravity, from so simple a beginning endless forms most beautiful and most wonderful have been, and are being evolved." While some commentators, such as Richard Dawkins, have taken this as an indication that Darwin was bowing to pressure to make concessions to religion, biographer James Moore describes Darwin's vision as being of God creating life through the laws of nature. Even in the first edition the term Creator appears several times, and at the start of the previous paragraph Darwin contrasts his idea "with the view that each species has been independently created. To my mind it accords better with what we know of the laws impressed on matter by the Creator, that the production and extinction of the past and present inhabitants of the world should have been due to secondary causes, like those determining the birth and death of the individual."


          During Darwin's lifetime the book went through six editions, with cumulative changes and revisions to deal with counter-arguments raised. The third edition came out in 1861 with a number of sentences rewritten or added and an introductory appendix, An Historical Sketch of the Recent Progress of Opinion on the Origin of Species, while the fourth in 1866 had further revisions. The fifth edition published on 10 February 1869 incorporated more changes again, and for the first time included Herbert Spencer's phrase " survival of the fittest".


          In January 1871 Mivart published On the Genesis of Species, the cleverest and most devastating critique of natural selection in Darwin's lifetime. Darwin took it personally and from April to the end of the year made extensive revisions to the Origin, using the word "evolution" for the first time and adding a new chapter to refute Mivart. He told Murray of working men in Lancashire clubbing together to buy the 5th edition at fifteen shillings, and he wanted a new cheap edition to make it more widely available.


          The sixth edition was published by Murray on 19 February 1872 with "On" dropped from the title, at a price halved to 7 s 6 d by using minute print. Sales increased from 60 to 250 a month.


          


          On the Origin of Species, as presented


          After the words "On the Origin of Species" on page i, page ii shows quotations. The first, by William Whewell from his Bridgewater Treatise, sets out the idea that in natural theology events in the material world are brought about "by the establishment of general laws" rather than by individual miracles. The second by Francis Bacon from his Advancement of Learning argues that we should study both the word of God in the Bible and the works of God in nature together, so that the works of God teach us how to interpret the word of God. From the second to sixth editions, a third quotation is included, from the Analogy of Revealed Religion by the eighteenth century bishop Joseph Butler. This describes natural as meaning "stated, fixed or settled" by "an intelligent agent" who can equally carry out single supernatural miracles.


          These quotations relate theology to nature, and in the book Darwin includes various comments aiming to harmonise science and religion, in line with Isaac Newton's belief in the glory of a rational God who established a law-abiding cosmos rather than a capricious deity. The quotations are followed by the title page (as illustrated above), then the index. The book then begins with the Introduction, though from the 3rd edition onwards this is preceded by An Historical Sketch giving due credit to his predecessors in ideas of evolution and natural selection.


          


          Introduction


          
            WHEN on board H.M.S. 'Beagle,' as naturalist, I was much struck with certain facts in the distribution of the inhabitants of South America, and in the geological relations of the present to the past inhabitants of that continent. These facts seemed to me to throw some light on the origin of speciesthat mystery of mysteries, as it has been called by one of our greatest philosophers.

          


          Darwin starts with a reference to the distribution of rheas, Galapagos tortoises and mockingbirds inspiring doubts in species being fixed, and the close relationship of the giant fossils he found to their small modern relatives on the same continent. He then cites the question which John Herschel had raised in correspondence with Charles Lyell just before Darwin met Herschel in South Africa. Darwin mentions his years of work on his theory, and Wallace arriving at the same conclusion leading him to "publish this Abstract" of his incomplete work. He then outlines his ideas, and sets out its essence of his theory:


          
            As many more individuals of each species are born than can possibly survive; and as, consequently, there is a frequently recurring struggle for existence, it follows that any being, if it vary however slightly in any manner profitable to itself, under the complex and sometimes varying conditions of life, will have a better chance of surviving, and thus be naturally selected. From the strong principle of inheritance, any selected variety will tend to propagate its new and modified form.

          


          


          Variation under domestication and under nature


          Chapter I discusses the considerable amount of variation of plants and animals in conditions of domestication. Darwin partly attributes this to different conditions of life, and (incorrectly) to domestication itself as well as to changed habits producing an inherited effect. He discusses how domestication has been going on since the neolithic period, then turns in detail to his studies of domestic pigeons. "The diversity of the breeds is something astonishing", yet all show evidence of being descendants of the same species of rock pigeons. He describes breeding methods, and introduces the term artificial selection (though environmental changes, such as more food and protection from predators, were also factors).


          In chapter II Darwin considers variation under nature, and shows that the nineteenth-century definition of species was chiefly a matter of opinion, since this discovery of new linking forms often degraded species to varieties.


          


          Struggle for existence, and natural selection


          At the start of chapter III on struggle for existence Darwin reiterates how this results in varieties, "which I have called incipient species", becoming distinct species, grouped into genera.


          
            Owing to this struggle for life, any variation, however slight and from whatever cause proceeding, if it be in any degree profitable to an individual of any species, in its infinitely complex relations to other organic beings and to external nature, will tend to the preservation of that individual, and will generally be inherited by its offspring.... I have called this principle, by which each slight variation, if useful, is preserved, by the term of Natural Selection, in order to mark its relation to man's power of selection.


          


          In the 5th and 6th editions he added "But the expression often used by Mr. Herbert Spencer, of the Survival of the Fittest, is more accurate, and is sometimes equally convenient."


          He discusses the universal struggle for existence as shown by De Candolle and Lyell, emphasising that he uses the term "in a large and metaphorical sense, including dependence of one being on another". The rate of increase in population which would follow if all offspring survived leads to a Malthusian struggle: "It is the doctrine of Malthus applied with manifold force to the whole animal and vegetable kingdoms". In reviewing checks to such increase he discusses the complex interdependencies which we now term ecology, including the effects of the introduction of new species by colonists. He notes that competition is most severe between closely related forms, "which fill nearly the same place in the economy of nature".


          Chapter IV then turns in detail to natural selection under the "infinitely complex and close-fitting.. mutual relations of all organic beings to each other and to their physical conditions of life". Darwin takes as an example a country where a change in conditions leads to extinction of some species, possibly immigration of others more suited and, where suitable variations occur, descendants of species becoming increasingly adapted to the changing conditions. He does not suggest that every variation and every character must have a selection value, though it would be extremely rash to set down any characters as valueless to their owners. Importantly, he does not suggest that every individual with a favourable variation must be selected, or that the selected or favoured animals are better or higher, but merely that they are more adapted to their surroundings. Having no knowledge of Mendelian genetics, he tries to deal with anticipated blending of inherited characteristics.


          Darwin then introduces what he calls sexual selection to explain seemingly non-functional differences between sexes, as in beautiful plumage of birds. He draws attention to cross-breeding between varieties giving "vigour and fertility to the offspring", with close interbreeding having the opposite effect, in what he thinks may be a universal law. This explains features found in flowers which avoid self-fertilisation and attract insects to cross-pollinate. He thinks that natural selection leading to new species is most favoured by isolation of a population, or by open areas with large populations leading to increased numbers of variations. The effect of natural selection in forming species is expected to be very slow, and often intermittent, but given the effectiveness of artificial selection, he "can see no limit to the amount of change, to the beauty and infinite complexity of the coadaptations between all organic beings, one
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          with another and with their physical conditions of life, which may be effected in the long course of time by nature's power of selection." With the aid of a tree diagram and calculations he indicates the "divergence of character" from original species into multiple new species and genera, branches stopping or falling off as extinction occurs, while fresh buds form new branches in "the great Tree of life... with its ever branching and beautiful ramifications."


          


          Variation and heredity


          One of the chief difficulties for Darwin and other naturalists in his time was that there was no agreed-upon model of heredity  in fact, the idea of heredity had not been completely separated conceptually from the idea of the development of the organism. Darwin himself saw variation and heredity as two essentially antagonistic forces, with most genes working to preserve the fixity of a type rather than acting as the agent of species variability. Darwin's own model of heredity worked out in later works, which he dubbed " Pangenesis", was a mixture of a number of different ideas about heredity at the time. It contained what are now considered to be essentially Lamarckian aspects, whereby the effects of use and dis-use of different parts of the body in the parent could be transmitted to the child. Beyond this, it was essentially a model of "blended" heredity, by which the contributions of two parents (in the form of particles he called "gemmules") were roughly equal. Darwin was confident that even in this model, over long periods of time species would still be able to evolve.


          It was not until the early 20th century that a model of heredity would become completely integrated with a model of variation, with the advent of the modern evolutionary synthesis known as neo-Darwinism. It is a common trope in the history of evolution and genetics written by scientists, rather than historians, to claim that Darwin's lack of an adequate model of heredity was the source of suspicion about his theory, but later historians of science have adequately documented the fact that this was not the source of most objections to Darwin, and that later scientists, such as Karl Pearson and the biometric school, could develop compelling models of evolution by natural selection with even a relatively simple "blending" model of heredity such as that used by Darwin.


          


          Compatibility with Lamarckian inheritance


          Darwin never ruled out the possibility of the inherited acquired traits (which after Darwin's death came to be called Lamarckism), and in chapter 5 (of the first edition) discussed what he called "Effects of Use and Disuse", writing that he thought "there can be little doubt that use in our domestic animals strengthens and enlarges certain parts, and disuse diminishes them; and that such modifications are inherited" and that this also applied in nature. He gave an example from his observations explicitly in chapter 7 (italics added):


          
            
              	

              	When the first tendency was once displayed, methodical selection and the inherited effects of compulsory training in each successive generation would soon complete the work; and unconscious selection is still at work, as each man tries to procure, without intending to improve the breed, dogs which will stand and hunt best. On the other hand, habit alone in some cases has sufficed; no animal is more difficult to tame than the young of the wild rabbit; scarcely any animal is tamer than the young of the tame rabbit; but I do not suppose that domestic rabbits have ever been selected for tameness; and I presume that we must attribute the whole of the inherited change from extreme wildness to extreme tameness, simply to habit and long-continued close confinement.

              	
            

          


          He did not abandon this idea, and the 6th edition includes a section on Effects of the increased Use and Disuse of Parts, as controlled by Natural Selection discussing how features acquired during an organism's lifetime could be passed on to its offspring. He suggested examples, such as large ground feeding birds getting stronger legs through exercise, and weaker wings from not flying until, like the ostrich, they could not fly at all.


          A weakness of Darwin's theory, which he recognised and described in The Origin, was that while it relied on the variation which he had widely observed in organisms, he had not explained the mechanism of variation. The Origin was regarded by him as a start to his 'big book', which was never completed. In his later (1868) publication Variation of Plants and Animals Under Domestication, he documented a great deal of evidence for the inheritance of acquired characteristics and proposed his hypothesis of Pangenesis in which particles that he called Gemmules were thrown off by all somatic tissue and travelled to the sexual organs where they were incorporated into the germ cells (gametes) providing a mechanism for the inheritance of acquired characteristics. This hypothesis was developed and modified by August Weismann, who at first praised Darwin's hypothesis subject to some criticism, while Darwin's cousin, Francis Galton experimented with blood transfusions between animals in an attempt to prove Darwin right by showing that characteristics from the donor could be transferred to the offspring of the recipient. The experiments failed, though Darwin objected on various grounds, including the fact that he had never said that the gemmules existed in the blood.


          Later, Weissman moved away from Darwin's Pangenesis, towards his own 'germ plasm theory' in which he postulated that the germ cells were isolated at an early stage of development from somatic cells, and so could in no way be influenced by them; a doctrine now referred to as Weisman's barrier which formed an essential component of the Modern evolutionary synthesis.


          It is sometimes claimed that Darwin's theory stays valid whether acquired traits are transmitted or not, while Lamarck's theory becomes inoperative if acquired traits cannot be transmitted. There is, however, a shift of emphasis because Lamarck saw 'need' as the driving force for adaptive evolution, while Darwin saw use-disuse as the driving force for variation, but natural selection as the mechanism by which well adapted organisms survived to reproduce while less adapted ones perished. It has been said that Lamarck regarded the inheritance of acquired characteristics as little more than a truism obvious to all. He recognised two principal factors behind evolution; an innate tendency of organic matter to reach new levels of complexity (which Herbert Spencer would later expound on), and the power of the environment to modify behaviour.


          There has been much debate over what exactly Lamarck considered to be the driver of change, because the French word 'besoin', has been variously translated as 'need', 'want', 'will' and 'desire'. Darwin, however, talked repeatedly of actual use or disuse rather than desire. Ernst Mayr, for example, has argued that while both Herbert Spencer and Darwin regarded Lamarck's theory as involving volition, this was due to mistranslation of the word besoin to "want" rather than "need" by Charles Lyell.


          


          Public reaction
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          Public reaction can be partitioned into three overlapping realms: scientific, religious, and philosophical.


          At the time of publication, the educated public generally held the belief that science was a "friend of humanity" and that the natural world was orderly. This belief was based in part on advances made by Frenchman Louis Pasteur, who, in 1859, finally laid to rest the theory of spontaneous generation, and Isaac Newton's laws of motion and gravitation, which were perceived as timeless and absolute.


          After publication, Darwin's theories were discussed and debated extensively, in part due to Huxley's popular "working-men's lectures." With the publication of the 6th edition, the book's price was halved, increasing sales and disseminating Darwin's revolutionary ideas even more widely.


          The book contradicted then-prevailing scientific doctrines, as well as widely held religious beliefs that held the Creator ordained not only the laws of nature but also directly created kinds. The idea of supernatural design in nature served two purposes; one scientific, and the other religious. Design made nature orderly, and hence made science possible. Supernatural design also gave sanction to "the moral and religious endeavours of man."
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          The religious controversy was fuelled in part by one of Darwin's most vigorous defenders, Thomas Henry Huxley, who coined the term Darwinism and opined that Christianity is "a compound of some of the best and some of the worst elements of Paganism and Judaism, moulded in practice by the innate character of certain people of the Western World." Ernst Heinrick Haeckel, a German professor of biology, affirmed that nothing spiritual exists, and instead asserted that all life descended from protoplasm that spontaneously combined from essential protoplasmic elements in antiquity. In "What is Darwinism?" the theologian Charles Hodge argued that Darwin's theories were tantamount to atheism. This is an argument that had been made by many almost immediately after Darwin's first publication. As Hodge pointed out, evolution does not seem to originate from a divine source, and some viewed God as a less powerful force in the universe. During an 1860 debate between Bishop Wilberforce and Thomas Huxley, the bishop of Oxford is reputed to have asked Huxley, "Is it on your grandfather's or your grandmother's side that you claim descent from a monkey?"


          Darwin's revolutionary theory unintentionally changed the way some humans saw themselves and their world. If one accepted that humans were descended from animals, it became clear that humans also are a type of animal. The natural world took on a darker tinge in the minds of many, as animals in the wild are understood to be in a constant state of deadly competition with one another. The world was also seen in a less permanent fashion; since the world was apparently much different millions of years ago, it dawned on many that the impact of human beings would lessen and perhaps disappear altogether over time.


          The effect of Darwin's theory on the middle classes of Europe and United States was softened by the so-called Social Darwinists, such as Herbert Spencer, who promoted the virtues of social competition in fields outside biology. While few religious controversies continue to this day, some scientific and religious thinkers dismiss apparent contradictions by simply rationalizing that not all questions that can be asked have answers "in terms of the alternatives that the questions themselves present."Other modern day opinions have instead integrated the theory into their religion. This can be seen in the Catholic Church, Pope Pius XII addressed the topic in an encyclical in 1950, he stated that the Teaching authority does not forbid that in conformity with the present state of human sciences and sacred theology, research and discussions, on the part of men experienced in both fields, take place with regard to the doctrine of evolution, in as far as it inquired into the origin of the human body as coming from pre-existence and living matter-  faith obliges us to hold that souls were immediately created by God . Pope Pius XII is stating that the discussion and acceptance of evolution does not conflict with faith. In contrast, when someone believes God did not create souls, but instead they originated spontaneously in matter creates the only conflict. The Pope believed that as long as one in the faith believed God created souls, they could still believe in the theory of evolution. Here we see integration of the theory into religion.


          While arguments against Darwin's theories were often vigorously presented in defence of religion, the ramifications of these arguments had scientific and philosophical applications. The American botanist and Darwin promoter Asa Gray tried to reconcile design doctrine with evolution by arguing that evolution is the secondary effect, or modus operandi, of the first cause, design.


          Across the ocean Muslims were also being introduced to Darwinism, but a religious crisis did not arise as seen in the West. The immediate response was an overall rejection to the theory, but this was not caused so much by direct religious rejections as it was by poor translations of the book. Little debate was performed on the theory until many years later when better translations began to circulate. Its controversy rooted from the origination of the theory from the west. Science from the west is viewed as materialistic and is subject to rejection. As time passed and better translations of the book were available the scientific side of the theory was promoted and became integrated into the Islamic religion by some scholars.


          Many of the debates did not centre around Darwin's specifically proposed mechanism for evolution  natural selection  but rather on the concept of evolution in general. Though Darwin himself was too sickly to defend his work in public, four of his close scientific friends took up the cause of promoting Darwin's work and defending it against critics. Chief among these were Huxley, who argued for the evidence of evolution in anatomical morphology, and Joseph Dalton Hooker, the Royal botanist at Kew Gardens. In the United States, Asa Gray worked in close correspondence with Darwin to assure the theory's spread despite the opposition of one of the most prominent scientists in the country at the time, Louis Agassiz, and helped to facilitate American publication of the book.
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          Scientific reaction to Darwin's theory was mixed. Many well-respected members of the scientific community, such as the aforementioned Agassiz and the anatomist Richard Owen, came out strongly against Darwin's work. On the whole, though, Darwin was successful in convincing many scientists, especially of the younger generations, that evolution had happened in one form or another. Over the course of the next two decades, most scientists and educated lay-people would come to believe that evolution had occurred. Natural selection, though, did not find wide support, and was actively attacked and relatively unpopular until its revival during the creation of the modern evolutionary synthesis in the 1920s and 1930s. Similarly, Darwin's notion that evolution occurred gradually was also often attacked, and many of the evolutionary theories which flourished during what Peter J. Bowler has called the "eclipse of Darwinism" were forms of " saltationism", in which new species arose through "jumps" rather than gradual adaptation.


          From the 1860s until the 1930s, Darwinian "selectionist" evolution was not universally accepted by scientists, while evolution of some form generally was (a variety of evolutionary theories competed for scientific approval, including neo-Darwinism, neo-Lamarckism, orthogenesis, and mutation theory). In the 1930s, the work of a number of biologists and statisticians (especially R. A. Fisher) created the modern synthesis of evolution, which merged Darwinian selection theory with sophisticated statistical understandings of Mendelian genetics.


          According to a 1987 Newsweek article, a contemporary count of earth and life scientists found only 0.2% "gave credence" to Creation science, an alternative explanation to the presence of life on earth to the modern evolutionary synthesis.


          


          Misconceptions, and comparison to Wallace's theory


          Darwin was not the first to form evolutionary theories. The idea that species might evolve, i.e., that current species have arisen from previous ones, was already under discussion at the time, and several mechanisms had been proposed dating back to Anaximander's theory of aquatic descent in the sixth century B.C., as well as Jean-Baptiste Lamarck's 1809 hypothesis on the inheritance of acquired characteristics, which was well known at the time of publication. Consequently the anthropologist Loren Eiseley criticized Darwin for not properly crediting Edward Blyth and Alfred Wallace for work they did that preceded the publication of the book.


          However, Darwin's achievements were fourfold: firstly, to propose a credible mechanism (natural selection); secondly, to provide a great deal of new evidence for evolution; thirdly, to present his ideas in a compelling book; and fourthly, to ally with other highly motivated and influential biologists and philosophers in a concerted effort to publicize and advocate his ideas. On every point, Darwin was successful.


          Like many great scientists, Darwin did not invent his theory from the ground up. He seized upon earlier research to create a comprehensive and defensible theory. As he subsequently acknowledged, others before him published brief statements outlining the principle of natural selection, but he was not aware of these little known statements until after publication of the Origin. Instead, he and Wallace put forth the first convincing and coherent mechanism of evolution: natural selection. Darwin's work, through its long list of facts and its support by prominent naturalists, established for most that evolution of some form did occurthat there was no fixity of specieseven if there was considerable disagreement on the mechanism. Also contrary to a common understanding, Darwin did not invent the phrase " survival of the fittest", but added this in the 5th edition of The Origin of Species, giving due credit to the philosopher Herbert Spencer (who had introduced the phrase in his Principles of Biology of 1864) and usually using the phrase "Natural Selection, or the Survival of the Fittest". Other aspects of Darwin's overall theory which themselves evolved over time were: common descent, sexual selection, gradualism, and pangenesis.


          Darwin's explanation of natural selection was slightly different from that given by Wallace. Darwin used comparison to selective breeding and artificial selection as a means for understanding natural selection. No such connection between selective breeding and natural selection was made by Wallace; he expressed it simply as a basic process of nature and did not think the phenomena were in any way related. On Wallace's own first edition of The Origin of Species, he crossed out every instance of the phrase "natural selection" and replaced with it Spencer's "survival of the fittest." He also ruled out much of the ideas of Lamarckian inheritance present in Darwin's work, calling it "quite unnecessary." Darwin and Wallace would disagree on many substantive issues later in their lives especially, most bitterly on the question of whether human consciousness had itself evolved (to Darwin's horror, Wallace eventually turned against this and towards Spiritualism).
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          OpenBSD is a Unix-like computer operating system descended from Berkeley Software Distribution (BSD), a Unix derivative developed at the University of California, Berkeley. It was forked from NetBSD by project leader Theo de Raadt in late 1995. The project is widely known for the developers' insistence on open source code and quality documentation; uncompromising position on software licensing; and focus on security and code correctness. The project is coordinated from de Raadt's home in Calgary, Alberta, Canada. Its logo and mascot is Puffy, a pufferfish.


          OpenBSD includes a number of security features absent or optional in other operating systems and has a tradition of developers auditing the source code for software bugs and security problems. The project maintains strict policies on licensing and prefers the open source BSD licence and its variantsin the past this has led to a comprehensive licence audit and moves to remove or replace code under licences found less acceptable.


          As with most other BSD-based operating systems, the OpenBSD kernel and userland programs, such as the shell and common tools like cat and ps, are developed together in a single source repository. Third-party software is available as binary packages or may be built from source using the ports tree.


          The OpenBSD project currently maintains ports for 17 different hardware platforms, including the DEC Alpha, Intel i386, Hewlett-Packard PA-RISC, AMD AMD64 and Motorola 68000 processors, Apple's PowerPC machines, Sun SPARC and SPARC64-based computers, the VAX and the Sharp Zaurus.
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          In December 1994, NetBSD co-founder Theo de Raadt was asked to resign his position as a senior developer and member of the NetBSD core team, and his access to the source code repository was revoked. The reason for this is not wholly clear, although there are claims that it was due to personality clashes within the NetBSD project and on its mailing lists. De Raadt has been criticized for having a sometimes abrasive personality: in his book, Free For All, Peter Wayner claims that de Raadt "began to rub some people the wrong way" before the split from NetBSD; Linus Torvalds has described him as "difficult;" and an interviewer admits to being "apprehensive" before meeting him. Many have different feelings: the same interviewer describes de Raadt's "transformation" on founding OpenBSD and his "desire to take care of his team," some find his straightforwardness refreshing, and few deny he is a talented coder and security " guru".


          In October 1995, de Raadt founded OpenBSD, a new project forked from NetBSD 1.0. The initial release, OpenBSD 1.2, was made in July 1996, followed in October of the same year by OpenBSD 2.0. Since then, the project has followed a schedule of a release every six months, each of which is maintained and supported for one year. The latest release, OpenBSD 4.3, appeared on May 1, 2008.
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          On 25 July 2007, OpenBSD developer Bob Beck announced the formation of the OpenBSD Foundation, a Canadian not-for-profit corporation formed to "act as a single point of contact for persons and organizations requiring a legal entity to deal with when they wish to support OpenBSD."


          Just how widely OpenBSD is used is hard to ascertain: the developers do not collect and publish usage statistics and there are few other sources of information. In September, 2005 the nascent BSD Certification project performed a usage survey which revealed that 32.8% of BSD users (1420 of 4330 respondents) were using OpenBSD, placing it second of the four major BSD variants, behind FreeBSD with 77.0% and ahead of NetBSD with 16.3%. The DistroWatch website, well-known in the Linux community and often used as a reference for popularity, publishes page hits for each of the Linux distributions and other operating systems it covers. As of April 14, 2007 it places OpenBSD in 55th place, with 121 hits per day. FreeBSD is in 16th place with 478 hits per day and a number of Linux distributions range between them.
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          A goal of the OpenBSD project is to "maintain the spirit of the original Berkeley Unix copyrights," which permitted a "relatively un-encumbered Unix source distribution." To this end, the Internet Systems Consortium (ISC) licence, a simplified version of the BSD licence with wording removed that is unnecessary under the Berne convention, is preferred for new code, but the MIT or BSD licences are accepted. The widely used GNU General Public License is considered overly restrictive in comparison with these: code licensed under it, and other licences the project sees as undesirable, is no longer accepted for addition to the base system. In addition, existing code under such licences is actively replaced or relicensed when possible, except in some cases, where there is no suitable replacement and creating one would be time-consuming and impractical. In September 2007, the OpenBSD team took the initial steps towards replacing the GNU Compiler Collection (GCC) by importing Anders Magnusson's BSD-licensed Portable C Compiler (PCC) into CVS. The results of the OpenBSD team's efforts to replace encumbered code have been impressive: of particular note is the development of OpenSSH, based on the original SSH suite and developed further by the OpenBSD team. It first appeared in OpenBSD 2.6 and is now the single most popular SSH implementation, available as standard or as a package on many operating systems. Also worth mentioning is the development, after licence restrictions were imposed on IPFilter, of the pf packet filter, which first appeared in OpenBSD 3.0 and is now available in DragonFly BSD, NetBSD and FreeBSD; more recently, OpenBSD releases have seen the GPL licensed tools bc, dc, diff, grep, gzip, nm, pkg-config, RCS, sendbug (part of GNATS) and size replaced with BSD licensed equivalents. OpenBSD developers are also behind OpenBGPD, OpenOSPFD, OpenNTPD and OpenCVS, BSD licensed alternatives to existing software.


          In June 2001, triggered by concerns over Darren Reed's modification of IPFilter's licence wording, a systematic licence audit of the OpenBSD ports and source trees was undertaken. Code in more than a hundred files throughout the system was found to be unlicensed, ambiguously licensed or in use against the terms of the licence. To ensure that all licences were properly adhered to, an attempt was made to contact all the relevant copyright holders: some pieces of code were removed, many were replaced, and others, including the multicast routing tools, mrinfo and map-mbone, which were licensed by Xerox for research only, were relicensed so that OpenBSD could continue to use them. Also of note during this audit was the removal of all software produced by Daniel J. Bernstein from the OpenBSD ports tree. At the time, Bernstein requested that all modified versions of his code be approved by him prior to redistribution, a requirement to which OpenBSD developers were unwilling to devote time or effort. The removal led to a clash with Bernstein who felt the removal of his software to be uncalled for and cited the Netscape web browser as much less free, accusing the OpenBSD developers of hypocrisy for permitting Netscape to remain while removing his software. The OpenBSD project's stance was that Netscape, although not open source, had licence conditions that could be more easily met; they asserted that Bernstein's demand for control of derivatives would lead to a great deal of additional work and that removal was the most appropriate way to comply with his requirements.


          


          Security and code auditing


          Shortly after OpenBSD's creation, Theo de Raadt was contacted by a local security software company named Secure Networks, Inc. or SNI. They were developing a "network security auditing tool" called Ballista (later renamed to Cybercop Scanner after SNI was purchased by Network Associates) which was intended to find and attempt to exploit possible software security flaws. This coincided well with de Raadt's own interest in security, so the two agreed to cooperate, a relationship that was of particular use leading up to the release of OpenBSD 2.3 and helped to form the focal point of the project: OpenBSD developers would attempt to do what was right, proper or secure, even at the cost of ease, speed or functionality. As bugs within OpenBSD became harder to find and exploit, the security company found that it was too difficult, or not cost effective, to handle such obscure problems. After years of cooperation, the two parties decided that their goals together had been met and parted ways.


          Until June 2002, the OpenBSD website featured the slogan:


          
            
              	

              	Five years without a remote hole in the default install!

              	
            

          


          In June 2002, Mark Dowd of Internet Security Systems disclosed a bug in the OpenSSH code implementing challenge-response authentication. This vulnerability in the OpenBSD default installation allowed an attacker remote access to the root account, and was extremely serious, partly due to the widespread use of OpenSSH by that time: the bug affected a considerable number of other operating systems. This problem necessitated the adjustment of the slogan on the OpenBSD website to:


          
            
              	

              	One remote hole in the default install, in nearly 6 years!

              	
            

          


          The page was updated as time passed, until on March 13, 2007 when Core Security Technologies disclosed a network-related remote vulnerability, it was altered to:


          
            
              	

              	Only two remote holes in the default install, in more than 10 years!

              	
            

          


          This statement has been criticized because little is enabled in a default install of OpenBSD and releases have included software that was later found to have remote holes; however, the project maintains that the slogan is intended to refer to a default install and that it is correct by that measure. One of the fundamental ideas behind OpenBSD is a drive for systems to be simple, clean and secure by default. For example, OpenBSD's minimal defaults fit in with standard computer security practice of enabling as few services as possible on production machines, and the project uses open source and code auditing practices argued to be important elements of a security system.
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          OpenBSD includes a large number of specific features designed to improve security, including API and toolchain alterations, such as the arc4random, issetugid, strlcat, strlcpy and strtonum functions and a static bounds checker; memory protection techniques to guard against invalid accesses, such as ProPolice, StackGhost, the W^X (W xor X) page protection features, as well as alterations to malloc; and cryptography and randomization features, including network stack enhancements and the addition of the Blowfish cipher for password encryption. To reduce the risk of a vulnerability or misconfiguration allowing privilege escalation, some programs have been written or adapted to make use of privilege separation, privilege revocation and chrooting. Privilege separation is a technique, pioneered on OpenBSD and inspired by the principle of least privilege, where a program is split into two or more parts, one of which performs privileged operations and the otheralmost always the bulk of the coderuns without privilege. Privilege revocation is similar and involves a program performing any necessary operations with the privileges it starts with then dropping them, and chrooting involves restricting an application to one section of the file system, prohibiting it from accessing areas that contain private or system files. Developers have applied these features to OpenBSD versions of common applications, including tcpdump and the Apache web server, which, due to licensing issues with the later Apache 2 series, is a heavily patched 1.3.29 release.


          The project has a policy of continually auditing code for security problems, work developer Marc Espie has described as "never finished ... more a question of process than of a specific bug being hunted." He went on to list several typical steps once a bug is found, including examining the entire source tree for the same and similar issues, "try[ing] to find out whether the documentation ought to be amended," and investigating whether "it's possible to augment the compiler to warn against this specific problem." Along with DragonFly, OpenBSD is one of the two open source operating systems with a policy of seeking out examples of classic, K&R C code and converting it to the more modern ANSI equivalentthis involves no functional change and is purely for readability and consistency reasons. A standard code style, the Kernel Normal Form, which dictates how code must look in order to be easily maintained and understood, must be applied to all code before it is considered for inclusion in the base operating system; existing code is actively updated to meet the style requirements.


          


          Uses


          OpenBSD's security enhancements, built-in cryptography and the pf firewall suit it for use in the security industry, particularly for firewalls, intrusion-detection systems and VPN gateways. It is also commonly used for servers which must resist cracking and DoS attacks, and due to including the spamd daemon, it sometimes is used in mail filtering applications.


          Several proprietary systems are based on OpenBSD, including Profense from Armorlogic ApS, AccessEnforcer from Calyptix Security, GeNUGate and GeNUBox from GeNUA mbH, RTMX O/S from RTMX Inc, syswall from Syscall Network Solutions AG, HIOBMessenger from topX, and various security appliances made by .vantronix GmbH. Of these, GeNUA, RTMX, and .vantronix have contributed back to OpenBSD: GeNUA funded the development of SMP on the i386 platform, RTMX have sent patches to add further POSIX compliance to the system, and .vantronix contributed in networking and load balancing. Several open source operating systems have also been derived from OpenBSD, notably Anonym.OS and MirOS BSD, as well as the now defunct ekkoBSD, MicroBSD and Gentoo/OpenBSD. In addition, code from many of the OpenBSD system tools has been used in recent versions of Microsoft's Services for UNIX, an extension to the Windows operating system which provides some Unix-like functionality, originally based on 4.4BSD-Lite. Core force, a security product for Windows, is based on OpenBSD's pf firewall. There have also been projects which use OpenBSD as part of images for embedded systems, including OpenSoekris and flashdist; together with tools like nsh, these allow Cisco-like embedded devices to be created.
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          OpenBSD ships with the X window system. Following the XFree86 licence change, it includes a recent X.Org release; an older XFree86 3.3 release is also available for legacy video cards. With these, it is possible to use OpenBSD as a desktop or workstation, making use of a desktop environment, window manager or both to give the X desktop a wide range of appearances. The OpenBSD ports tree contains many of the most popular tools for desktop use, including desktop environments GNOME, KDE, and Xfce; web browsers Konqueror, Mozilla Firefox and Opera; and multimedia programs MPlayer, VLC media player and xine. In addition, graphical software for many uses is available from both the ports tree and by compiling POSIX compliant software. Also available are compatibility layers, which allow binary code compiled for other operating systems, including Linux, FreeBSD, SunOS and HP-UX, to be run. However, despite partial support in X.Org, OpenBSD lacks accelerated 3D graphics support.


          OpenBSD's performance and usability is occasionally criticised. Felix von Leitner's performance and scalability tests indicated that OpenBSD lagged behind other operating systems. In response, OpenBSD users and developers criticised von Leitner's objectivity and methodology, and asserted that although performance is given consideration, security and correct design are prioritised, with developer Nick Holland commenting: "It all boils down to what you consider important." OpenBSD is also a relatively small project, particularly when compared with FreeBSD and Linux, and developer time is sometimes seen as better spent on security enhancements than performance optimisations. Critics of usability say that OpenBSD has a lack of user-friendly configuration tools, a bare default installation, and a "spartan" and "intimidating" installer. These see much the same rebuttals as performance: a preference for simplicity, reliability and security; as one reviewer puts it, "running an ultra-secure operating system can be a bit of work."


          


          Distribution and marketing


          OpenBSD is available freely in various ways: the source can be retrieved by anonymous CVS or CVSup, and binary releases and development snapshots can be downloaded either by FTP or HTTP. Prepackaged CD-ROM sets can be ordered online for a small fee, complete with an assortment of stickers and a copy of the release's theme song. These, with its artwork and other bonuses, are one of the project's few sources of income, funding hardware, bandwidth and other expenses. Until OpenBSD 4.2, only a small install ISO image was available for download, to encourage sales of the full CD-ROM set. OpenBSD 4.2 provides a complete install ISO.


          In common with several other operating systems, OpenBSD uses ports and packaging systems to allow for easy installation and management of programs which are not part of the base operating system. Originally based on the FreeBSD ports tree, the system is now quite distinct. Additionally, major changes have been made since the 3.6 release, including the replacement of the package tools, the tools available to the user to manipulate packages, by more capable versions, written in Perl by Marc Espie. In contrast to FreeBSD, the OpenBSD ports system is intended as a source used to create the end product, the packages: installing a port first creates a package and then installs it using the package tools. Packages are built in bulk by the OpenBSD team and provided for download with each release. OpenBSD is also unique among the BSDs in that the ports and base operating system are developed and released together for each version: this means that the ports or packages released with, for example, 3.7 are not suitable for use with 3.6 and vice versa, a policy which lends a great deal of stability to the development process, but means that the software in ports for the latest OpenBSD release can lag somewhat from the latest version available from the author.


          


          Around the time of the OpenBSD 2.7 release, the original mascot, a BSD daemon with a trident and halo, was replaced by Puffy, traditionally said to be a pufferfish. In fact pufferfish do not possess spikes and images of Puffy are closer to a similar species, the porcupinefish. Puffy was selected because of the Blowfish encryption algorithm used in OpenSSH and the strongly defensive image of the porcupinefish with its spikes to deter predators. He quickly became very popular, mainly because of the appealing image of the fish and his distinction from the BSD daemon, also used by FreeBSD, and the horde of daemons then used by NetBSD. Puffy made his first public appearance in OpenBSD 2.6 and, since then, has appeared in a number of guises on tee-shirts and posters. These have included Puffiana Jones, the famed hackologist and adventurer, seeking out the Lost RAID; Puffathy, a little Alberta girl, who must work with Taiwan to save the day; Sir Puffy of Ramsay, a freedom fighter who, with Little Bob of Beckley, took from the rich and gave to all; and Puff Daddy, famed rapper and political icon.


          After a number of releases, OpenBSD has become notorious for its catchy songs and interesting and often comical artwork. The promotional material of early OpenBSD releases did not have a cohesive theme or design but, starting with OpenBSD 3.0, the CD-ROMs, release songs, posters and tee-shirts for each release have been produced with a single style and theme, sometimes contributed to by Ty Semaka of the Plaid Tongued Devils. At first they were done lightly and only intended to add humour but, as the concept has evolved, they have become a part of OpenBSD advocacy, with each release expanding a moral or political point important to the project, often through parody. Past themes have included: in OpenBSD 3.8, the Hackers of the Lost RAID, a parody of Indiana Jones linked to the new RAID tools featured as part of the release; The Wizard of OS, making its debut in OpenBSD 3.7, based on the work of Pink Floyd and a parody of The Wizard of Oz related to the project's recent wireless work; and OpenBSD 3.3's Puff the Barbarian, including an 80s rock-style song and parody of Conan the Barbarian, alluding to open documentation.


          In addition to the slogans used on tee-shirts and posters for releases, the project occasionally produces other material: over the years, catchphrases have included "Sending script kiddies to /dev/null since 1995," "Functional, secure, free - choose 3," "Secure by default," and a few insider slogans, only available on tee-shirts made for developer gatherings, such as "World class security for much less than the price of a cruise missile" and a crusty old octopus proclaiming "Shut up and hack!"


          


          Books


          A number of books on OpenBSD have been published, including:


          
            	The OpenBSD Command-Line Companion, 1st ed. by Jacek Artymiak. ISBN 83-916651-8-6.


            	Building Firewalls with OpenBSD and PF: Second Edition by Jacek Artymiak. ISBN 83-916651-1-9.


            	Mastering FreeBSD and OpenBSD Security by Yanek Korff, Paco Hope and Bruce Potter. ISBN 0-596-00626-8.


            	Absolute OpenBSD, Unix for the Practical Paranoid by Michael W. Lucas. ISBN 1-886411-99-9.


            	Secure Architectures with OpenBSD by Brandon Palmer and Jose Nazario. ISBN 0-321-19366-0.


            	The OpenBSD PF Packet Filter Book: PF for NetBSD, FreeBSD, DragonFly and OpenBSD published by Reed Media Services. ISBN 0-9790342-0-5.


            	Building Linux and OpenBSD Firewalls by Wes Sonnenreich and Tom Yates. ISBN 0-471-35366-3.


            	The OpenBSD 4.0 Crash Course by Jem Matzan. ISBN 0-596-51015-2.


            	The Book of PF A No-Nonsense Guide to the OpenBSD Firewall by Peter N.M. Hansteen ISBN-13 978-1-59327-165-7.
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          An open cluster is a group of up to a few thousand stars that were formed from the same giant molecular cloud, and are still loosely gravitationally bound to each other. In contrast, globular clusters are very tightly bound by gravity. Open clusters have been found only in spiral and irregular galaxies, in which active star formation is occurring. They are usually less than a few hundred million years old: they become disrupted by close encounters with other clusters and clouds of gas as they orbit the galactic centre, as well as losing cluster members through internal close encounters.


          Young open clusters may still be contained within the molecular cloud from which they formed, illuminating it to create an H II region. Over time, radiation pressure from the cluster will disperse the molecular cloud. Typically, about 10% of the mass of a gas cloud will coalesce into stars before radiation pressure drives the rest away.


          Open clusters are very important objects in the study of stellar evolution. Because the stars are all of very similar age and chemical composition, the effects of other more subtle variables on the properties of stars are much more easily studied than they are for isolated stars.


          


          Historical observations


          The most prominent open clusters such as the Pleiades have been known and recognised as groups of stars since antiquity. Others were known as fuzzy patches of light, but had to wait until the invention of the telescope to be resolved into their constituent stars. Telescopic observations revealed two distinct types of clusters, one of which contained thousands of stars in a regular spherical distribution and was found preferentially towards the centre of the Milky Way, and the other of which consisted of a generally sparser population of stars in a more irregular shape and found all over the sky. Astronomers dubbed the former globular clusters, and the latter open clusters. Open clusters are also occasionally referred to as galactic clusters, because they are almost exclusively found in the plane of the Milky Way, as discussed below.


          It was realised early on that the stars in the open clusters were physically related. The Reverend John Michell calculated in 1767 that the probability of even just one group of stars like the Pleiades being the result of a chance alignment as seen from Earth was just 1 in 496,000. As astrometry became more accurate, cluster stars were found to share a common proper motion through space, while spectroscopic measurements revealed common radial velocities, thus showing that the clusters consist of stars born at the same time and bound together as a group.


          While open clusters and globular clusters form two fairly distinct groups, there may not be a great deal of difference in appearance between a very sparse globular cluster and a very rich open cluster. Some astronomers believe the two types of star clusters form via the same basic mechanism, with the difference being that the conditions which allowed the formation of the very rich globular clusters containing hundreds of thousands of stars no longer prevail in our galaxy.


          


          Formation
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          A large fraction of stars are originally formed in multiple systems because only a cloud of gas containing many times the mass of the Sun will be heavy enough to collapse under its own gravity, but such a heavy cloud cannot collapse into a single star.


          The formation of an open cluster begins with the collapse of part of a giant molecular cloud, a cold dense cloud of gas containing up to many thousands of times the mass of the Sun. Many factors may trigger the collapse of a giant molecular cloud (or part of it) and a burst of star formation which will result in an open cluster, including shock waves from a nearby supernova and gravitational interactions. Once a giant molecular cloud begins to collapse, star formation proceeds via successive fragmentations of the cloud into smaller and smaller clumps, resulting eventually in the formation of up to several thousand stars. In our own galaxy, the formation rate of open clusters is estimated to be one every few thousand years.


          Once star formation has begun, the hottest and most massive stars (known as OB stars) will emit copious amounts of ultraviolet radiation. This radiation rapidly ionizes the surrounding gas of the giant molecular cloud, forming an H II region. Stellar winds from the massive stars and radiation pressure begin to drive away the gases; after a few million years the cluster will experience its first supernovae, which will also expel gas from the system. After a few tens of millions of years, the cluster will be stripped of gas and no further star formation will take place. Typically, less than 10% of the gas originally in the cluster will form into stars before it is dissipated.


          Another view of cluster formation is that they form rapidly out of a contracting molecular cloud core and once the massive stars begin to shine they expel the residual gas with the sound speed of the hot ionised gas. From the time of start of cloud-core contraction to gas expulsion takes typically not more than one to three million years. As only 30 to 40 per cent of the gas in the cloud core forms stars, the process of residual gas expulsion is highly damaging to the cluster which loses many and perhaps all of its stars . All clusters thus suffer significant infant weight loss, while a large fraction undergo infant mortality. The young stars so released from their natal cluster become part of the Galactic field population. Because most if not all stars form clustered, star clusters are to be viewed the fundamental building blocks of galaxies. The violent gas-expulsion events that shape and destroy many star clusters at birth leave their imprint in the morphological and kinematical structures of galaxies .


          It is common for two or more separate open clusters to form out of the same molecular cloud. In the Large Magellanic Cloud, both Hodge 301 and R136 are forming from the gases of the Tarantula Nebula, while in our own galaxy, tracing back the motion through space of the Hyades and Praesepe, two prominent nearby open clusters, suggests that they formed in the same cloud about 600 million years ago.


          Sometimes, two clusters born at the same time will form a binary cluster. The best known example in the Milky Way is the Double Cluster of h Persei and  Persei, but at least 10 more double clusters are known to exist. Many more are known in the Small and Large Magellanic Clouds  they are easier to detect in external systems than in our own galaxy because projection effects can cause unrelated clusters within the Milky Way to appear close to each other.


          


          Morphology and classification
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          Open clusters range from very sparse clusters with only a few members to large agglomerations containing thousands of stars. They usually consist of quite a distinct dense core, surrounded by a more diffuse 'corona' of cluster members. The core is typically about 34 light years across, with the corona extending to about 20light years from the cluster centre. Typical star densities in the centre of a cluster are about 1.5 stars per cubic light year (the stellar density near the sun is about 0.003 star per cubic light year).


          Open clusters are often classified according to a scheme developed by Robert Trumpler in 1930. The Trumpler scheme gives a cluster a three part designation, with a Roman numeral from I-IV indicating its concentration and detachment from the surrounding star field (from strongly to weakly concentrated), an Arabic numeral from 1 to 3 indicating the range in brightness of members (from small to large range), and p, m or r to indication whether the cluster is poor, medium or rich in stars. An 'n' is appended if the cluster lies within nebulosity.


          Under the Trumpler scheme, the Pleiades are classified as I3rn (strongly concentrated and richly populated with nebulosity present), while the nearby Hyades are classified as II3m (more dispersed, and with fewer members).


          


          Numbers and distribution
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              NGC 346, an open cluster in the Small Magellanic Cloud.
            

          


          There are over 1,000 known open clusters in our galaxy, but the true total may be up to ten times higher than that. In spiral galaxies, open clusters are invariably found in the spiral arms where gas densities are highest and so most star formation occurs, and clusters usually disperse before they have had time to travel beyond their spiral arm. Open clusters are strongly concentrated close to the galactic plane, with a scale height in our galaxy of about 180light years, compared to a galactic radius of approximately 100,000light years.


          In irregular galaxies, open clusters may be found throughout the galaxy, although their concentration is highest where the gas density is highest. Open clusters are not seen in elliptical galaxies: star formation ceased many millions of years ago in ellipticals, and so the open clusters which were originally present have long since dispersed.


          In our galaxy, the distribution of clusters depends on age, with older clusters being preferentially found at greater distances from the galactic centre. Tidal forces are stronger nearer the centre of the galaxy, increasing the rate of disruption of clusters, and also the giant molecular clouds which cause the disruption of clusters are concentrated towards the inner regions of the galaxy, so clusters in the inner regions of the galaxy tend to get dispersed at a younger age than their counterparts in the outer regions.


          


          Stellar composition
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          Because open clusters tend to be dispersed before most of their stars reach the end of their lives, the light from them tends to be dominated by the young, hot blue stars. These stars are the most massive, and have the shortest lives of a few tens of millions of years. The older open clusters tend to contain more yellow stars.


          Some open clusters contain hot blue stars which seem to be much younger than the rest of the cluster. These blue stragglers are also observed in globular clusters, and in the very dense cores of globulars they are believed to arise when stars collide, forming a much hotter, more massive star. However, the stellar density in open clusters is much lower than that in globular clusters, and stellar collisions cannot explain the numbers of blue stragglers observed. Instead, it is thought that most of them probably originate when dynamical interactions with other stars cause a binary system to coalesce into one star.


          Once they have exhausted their supply of hydrogen through nuclear fusion, medium to low mass stars shed their outer layers to form a planetary nebula and evolve into white dwarfs. While most clusters become dispersed before a large proportion of their members have reached the white dwarf stage, the number of white dwarfs in open clusters is still generally much lower than would be expected, given the age of the cluster and the expected initial mass distribution of the stars. One possible explanation for the lack of white dwarfs is that when a red giant expels its outer layers to become a planetary nebula, a slight asymmetry in the loss of material could give the star a 'kick' of a few kilometres per second, enough to eject it from the cluster.


          


          Eventual fate


          
            [image: NGC 604 in the Triangulum Galaxy is a very massive open cluster surrounded by an H II region.]

            
              NGC 604 in the Triangulum Galaxy is a very massive open cluster surrounded by an H II region.
            

          


          Many open clusters are inherently unstable, with a small enough mass that the escape velocity of the system is lower than the average velocity of the constituent stars. These clusters will rapidly disperse within a few million years. In many cases, the stripping away of the gas from which the cluster formed by the radiation pressure of the hot young stars reduces the cluster mass enough to allow rapid dispersal.


          Clusters which have enough mass to be gravitationally bound once the surrounding nebula has evaporated can remain distinct for many tens of millions of years, but over time internal and external processes tend also to disperse them. Internally, close encounters between members of the cluster will often result in the velocity of one being increased to beyond the escape velocity of the cluster, which results in the gradual 'evaporation' of cluster members.


          Externally, about every half-billion years or so an open cluster tends to be disturbed by external factors such as passing close to or through a molecular cloud. The gravitational tidal forces generated by such an encounter tend to disrupt the cluster. Eventually, the cluster becomes a stream of stars, not close enough to be a cluster but all related and moving in similar directions at similar speeds. The timescale over which a cluster disrupts depends on its initial stellar density, with more tightly packed clusters persisting for longer. Estimated cluster half lives, after which half the original cluster members will have been lost, range from 150800 million years, depending on the original density.


          After a cluster has become gravitationally unbound, many of its constituent stars will still be moving through space on similar trajectories, in what is known as a stellar association, moving cluster or moving group. Several of the brightest stars in the 'Plough' of Ursa Major are former members of an open cluster which now form such an association, in this case, the Ursa Major moving group. Eventually their slightly different relative velocities will see them scattered throughout the galaxy. A larger cluster is then known as a stream, if we discover the similar velocities and ages of otherwise unrelated stars.


          


          Studying stellar evolution
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          When a Hertzsprung-Russell diagram is plotted for an open cluster, most stars lie on the main sequence. The most massive stars have begun to evolve away from the main sequence and are becoming red giants; the position of the turn-off from the main sequence can be used to estimate the age of the cluster.


          Because the stars in an open cluster are all at roughly the same distance from Earth, and were born at roughly the same time from the same raw material, the differences in apparent brightness among cluster members is due only to their mass. This makes open clusters very useful in the study of stellar evolution, because when comparing one star to another, many of the variable parameters are fixed.


          The study of the abundances of lithium and beryllium in open cluster stars can give important clues about the evolution of stars and their interior structures. While hydrogen nuclei cannot fuse to form helium until the temperature reaches about 10 million K, lithium and beryllium are destroyed at temperatures of 2.5 millionK and 3.5 millionK respectively. This means that their abundances depend strongly on how much mixing occurs in stellar interiors. By studying their abundances in open cluster stars, variables such as age and chemical composition are fixed.


          Studies have shown that the abundances of these light elements are much lower than models of stellar evolution predict. While the reason for this underabundance is not yet fully understood, one possibility is that convection in stellar interiors can 'overshoot' into regions where radiation is normally the dominant mode of energy transport.


          


          Open clusters and the astronomical distance scale
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              M11, the Wild Duck Cluster is a very rich cluster located towards the centre of the Milky Way.
            

          


          Determining the distances to astronomical objects is crucial to understanding them, but the vast majority of objects are too far away for their distances to be directly determined. Calibration of the astronomical distance scale relies on a sequence of indirect and sometimes uncertain measurements relating the closest objects, for which distances can be directly measured, to increasingly distant objects. Open clusters are a crucial step in this sequence.


          The closest open clusters can have their distance measured directly by one of two methods. First, the parallax (the small change in apparent position over the course of a year caused by the Earth moving from one side of its orbit around the Sun to the other) of stars in close open clusters can be measured, like other individual stars. Clusters such as the Pleiades, Hyades and a few others within about 500light years are close enough for this method to be viable, and results from the Hipparcos position-measuring satellite yielded accurate distances for several clusters.


          The other direct method is the so-called moving cluster method. This relies on the fact that the stars of a cluster share a common motion through space. Measuring the proper motions of cluster members and plotting their apparent motions across the sky will reveal that they converge on a vanishing point. The radial velocity of cluster members can be determined from Doppler shift measurements of their spectra, and once the radial velocity, proper motion and angular distance from the cluster to its vanishing point are known, simple trigonometry will reveal the distance to the cluster. The Hyades are the best known application of this method, which reveals their distance to be 46.3 parsecs.


          Once the distances to nearby clusters have been established, further techniques can extend the distance scale to more distant clusters. By matching the main sequence on the Hertzsprung-Russell diagram for a cluster at a known distance with that of a more distant cluster, the distance to the more distant cluster can be estimated. The nearest open cluster is the Hyades: the stellar association consisting of most of the Plough stars is at about half the distance of the Hyades, but is a stellar association rather than an open cluster as the stars are not gravitationally bound to each other. The most distant known open cluster in our galaxy is Berkeley 29, at a distance of about 15,000parsecs. Open clusters are also easily detected in many of the galaxies of the Local Group.


          Accurate knowledge of open cluster distances is vital for calibrating the period-luminosity relationship shown by variable stars such as cepheid and RR Lyrae stars, which allows them to be used as standard candles. These luminous stars can be detected at great distances, and are then used to extend the distance scale to nearby galaxies in the Local Group.
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              An OpenOffice.org Writer window in Ubuntu
            


            
              	Developed by

              	Sun Microsystems/ free software community
            


            
              	Stable release

              	( June 9, 2008(2008-06-09)) [ +/]
            


            
              	Preview release

              	( July 16, 2008(2008-07-16)) [ +/]
            


            
              	Written in

              	C++, Java
            


            
              	OS

              	Cross-platform
            


            
              	Available in

              	Over 18 languages
            


            
              	Type

              	Office suite
            


            
              	License

              	GNU Lesser General Public License 3.0
            


            
              	Website

              	www.openoffice.org
            

          


          OpenOffice.org (OO.o or OOo) is a cross-platform office application suite available for a number of different computer operating systems. It supports the ISO standard OpenDocument Format (ODF) for data interchange as its default file format, as well as Microsoft Office '972003 formats, Microsoft Office '2007 format (in version 3), among many others.


          OpenOffice.org was originally derived from StarOffice, an office suite developed by StarDivision and acquired by Sun Microsystems in August 1999. The source code of the suite was released in July 2000 with the aim of reducing the dominant market share of Microsoft Office by providing a free, open and high-quality alternative; later versions of StarOffice are based upon OpenOffice.org with additional proprietary components. OpenOffice.org is free software, available under the GNU Lesser General Public License (LGPL).


          The project and software are informally referred to as OpenOffice, but this term is a trademark held by another party, requiring the project to adopt OpenOffice.org as its formal name.
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              OpenOffice.org versions
            

            
              	Version

              	Release Date

              	Description
            


            
              	Build 638c

              	October 2001

              	The first milestone release
            


            
              	1.0

              	May 1, 2002

              	
            


            
              	1.0.3.1

              	May 2, 2003

              	Recommended for Windows 95
            


            
              	1.1

              	September 2, 2003

              	
            


            
              	1.1.1

              	March 30, 2004

              	Bundled with TheOpenCD
            


            
              	1.1.2

              	June 2004

              	
            


            
              	1.1.3

              	October 4, 2004

              	
            


            
              	1.1.4

              	December 22, 2004

              	
            


            
              	1.1.5

              	September 14, 2005

              	
                Last release for 1.x product line

                Final version for Windows 95

                It can edit OpenOffice.org 2 files

              
            


            
              	1.1.5secpatch

              	July 4, 2006

              	Security patch (macros)
            


            
              	2.0

              	October 20, 2005

              	Milestone
            


            
              	2.0.1

              	December 21, 2005

              	
            


            
              	2.0.2

              	March 8, 2006

              	
            


            
              	2.0.3

              	June 29, 2006

              	
            


            
              	2.0.4

              	October 13, 2006

              	
            


            
              	2.1.0

              	December 12, 2006

              	
            


            
              	2.2.0

              	March 28, 2007

              	Included a security update;

              Reintroduced font kerning
            


            
              	2.2.1

              	June 12, 2007

              	
            


            
              	2.3.0

              	September 17, 2007

              	Updated charting component
            


            
              	2.3.1

              	December 4, 2007

              	Stability and security update
            


            
              	2.4.0

              	March 27, 2008

              	Bug fixes and new features
            


            
              	2.4.1

              	June 10, 2008

              	Security fix, minor enhancements, and bug fixes
            

          


          Originally developed as the proprietary software application suite StarOffice by the German company StarDivision, the code was purchased in 1999 by Sun Microsystems. In August 1999 version 5.2 of StarOffice was made available free of charge.


          On July 19, 2000, Sun Microsystems announced that it was making the source code of StarOffice available for download under both the LGPL and the Sun Industry Standards Source License (SISSL) with the intention of building an open source development community around the software. The new project was known as OpenOffice.org, and its website went live on October 13, 2000.


          Work on version 2.0 began in early 2003 with the following goals: better interoperability with Microsoft Office; better performance, with improved speed and lower memory usage; greater scripting capabilities; better integration, particularly with GNOME; an easier-to-find and use database front-end for creating reports, forms and queries; a new built-in SQL database; and improved usability. A beta version was released on March 4, 2005.


          On September 2, 2005 Sun announced that it was retiring the SISSL. As a consequence, the OpenOffice.org Community Council announced that it would no longer dual license the office suite, and future versions would use only the LGPL.


          On October 20, 2005, OpenOffice.org 2.0 was formally released to the public. Eight weeks after the release of Version 2.0, an update, OpenOffice.org 2.0.1, was released. It fixed minor bugs and introduced new features.


          As of the 2.0.3 release, OpenOffice.org changed its release cycle from 18-months to releasing updates, feature enhancements and bug fixes every three months. Currently, new versions including new features are released every six months (so-called "feature releases") alternating with so-called "bug fix releases" which are being released between two feature releases (Every 3 months).


          


          StarOffice


          Sun subsidizes the development of OpenOffice.org in order to use it as a base for its commercial proprietary StarOffice application software. Releases of StarOffice since version 6.0 have been based on the OpenOffice.org source code, with some additional proprietary components, including:


          
            	Additional bundled fonts (especially East Asian language fonts).


            	Adabas D database.


            	Additional document templates.


            	Clip art.


            	Sorting functionality for Asian versions.


            	Additional file filters.


            	Migration assessment tool (Enterprise Edition).


            	Macro migration tool (Enterprise Edition).


            	Configuration management tool (Enterprise Edition).

          


          OpenOffice.org, therefore, inherited many features from the original StarOffice upon which it was based including the OpenOffice.org XML file format which it retained until version 2, when it was replaced by the ISO standard OpenDocument Format (ODF).


          


          Features


          According to its mission statement, the OpenOffice.org project aims "To create, as a community, the leading international office suite that will run on all major platforms and provide access to all functionality and data through open-component based APIs and an XML-based file format."


          OpenOffice.org aims to compete with Microsoft Office and emulate its look and feel where suitable. It can read and write most of the file formats found in Microsoft Office, and many other applications; an essential feature of the suite for many users. OpenOffice.org has been found to be able to open files of older versions of Microsoft Office and damaged files that newer versions of Microsoft Office itself cannot open. However, it cannot open older Word for Macintosh (MCW) files.


          


          Platforms


          Platforms for which OO.o is available include Microsoft Windows, Linux, Solaris, BSD, OpenVMS, OS/2 and IRIX. The current primary development platforms are Microsoft Windows, Linux and Solaris.


          A port for Mac OS X exists for OS X machines which have the X Window System component installed. A port to OS X's native Aqua user interface is in progress, and is scheduled for completion for the 3.0 milestone. NeoOffice is an independent fork of OpenOffice, specially adapted for Mac OS X.


          


          Version compatibility


          
            	Windows 95: up to v1.1.5


            	Windows 98-Vista: up to v2.4, development releases of v3.0


            	Mac OS 10.2: up to v1.1.2


            	Mac OS 10.3: up to v2.1


            	Mac OS 10.4-10.5: up to v2.4, development releases of v3.0 ( intel only)


            	OS/2 and eComStation: up to v2.0.4

          


          


          Components


          OpenOffice.org is a collection of applications that work together closely to provide the features expected from a modern office suite. Many of the components are designed to mirror those available in Microsoft Office. The components available include:


          
            
              	[image: ]

              	Writer

              	A word processor similar in look and feel to Microsoft Word and offering a comparable range of functions and tools. It also includes the ability to export Portable Document Format (PDF) files with no additional software, and can also function as a WYSIWYG editor for creating and editing web pages.
            


            
              	[image: ]

              	Calc

              	A spreadsheet similar to Microsoft Excel with a roughly equivalent range of features. Calc provides a number of features not present in Excel, including a system which automatically defines series for graphing, based on the layout of the users data. Calc is also capable of writing spreadsheets directly as a PDF file.
            


            
              	[image: ]

              	Impress

              	A presentation program similar to Microsoft PowerPoint. It can export presentations to Adobe Flash (SWF) files allowing them to be played on any computer with the Flash player installed. It also includes the ability to create PDF files, and the ability to read Microsoft PowerPoint's .ppt format. Impress suffers from a lack of ready-made presentation designs. However, templates are readily available on the Internet.
            


            
              	[image: ]

              	Base

              	A database program similar to Microsoft Access. Base allows the creation and manipulation of databases, and the building of forms and reports to provide easy access to data for end-users. As with Access, Base may be used as a front-end to a number of different database systems, including Access databases (JET), ODBC data sources and MySQL/ PostgreSQL. Base became part of the suite starting with version 2.0. Native to the OpenOffice.org suite is an adaptation of HSQL. While ooBase can be a front-end for any of the databases listed, there is no need for any of them to be installed.
            


            
              	[image: ]

              	Draw

              	A vector graphics editor comparable in features to early versions of CorelDRAW. It features versatile "connectors" between shapes, which are available in a range of line styles and facilitate building drawings such as flowcharts. It has similar features to Desktop publishing software such as Scribus and Microsoft Publisher.
            


            
              	[image: ]

              	Math

              	A tool for creating and editing mathematical formulae, similar to Microsoft Equation Editor. Formulae can be embedded inside other OpenOffice.org documents, such as those created by Writer. It supports multiple fonts and can export to PDF.
            

          


          
            	QuickStarter

          


          
            	A small program for Windows and Linux that runs when the computer starts for the first time. It loads the core files and libraries for OpenOffice.org during computer startup and allows the suite applications to start more quickly when selected later. The amount of time it takes to open OpenOffice.org applications was a common complaint in version 1.0 of the suite. Substantial improvements were made in this area for version 2.2.

          


          
            	The macro recorder

          


          
            	Is used to record user actions and replay them later to help with automating tasks, using OpenOffice.org Basic (see below).

          


          It is not possible to download these components individually on Windows, though they can be installed separately. Most Linux distributions break the components into individual packages which may be downloaded and installed separately.


          


          OpenOffice.org Basic


          OpenOffice.org Basic is a programming language similar to Microsoft Visual Basic for Applications (VBA) based on StarOffice Basic. In addition to the macros, the upcoming Novell edition of OpenOffice.org 2.0 supports running Microsoft VBA macros, a feature expected to be incorporated into the mainstream version soon.


          OpenOffice.org Basic is available in the Writer and Calc applications. It is written in functions called subroutines or macros, with each macro performing a different task, such as counting the words in a paragraph. OpenOffice.org Basic is especially useful in doing repetitive tasks that have not been integrated in the program.


          As the OpenOffice.org database, called "Base", uses documents created under the Writer application for reports and forms, one could say that Base can also be programmed with OpenOffice.org Basic.


          


          File formats


          OpenOffice.org pioneered the ISO/IEC standard OpenDocument file formats (ODF), which it uses natively, by default. It also supports reading (and in some cases writing) a large number of legacy proprietary file formats (e.g.: WordPerfect through libwpd, StarOffice, Lotus software, MS Works through libwps, Rich Text Format), most notably including Microsoft Office formats after which the OpenDocument specification was "approved for release as an ISO and IEC International Standard" under the name ISO/IEC 26300:2006..


          


          Microsoft Office interoperability


          In response to Microsoft's recent movement towards using the Office Open XML format in Microsoft Office 2007, Novell has released an Office Open XML converter for OOo under a liberal BSD license (along with GNU GPL and LGPL licensed libraries), that will be submitted for inclusion into the OpenOffice.org project. This allows OOo to read and write Microsoft OpenXML-formatted word processing documents (.docx) in OpenOffice.org. Currently it works only with the latest Novell edition of OpenOffice.org.


          Sun Microsystems has developed an ODF plugin for Microsoft Office which enables users of Microsoft Office Word, Excel and PowerPoint to read and write ODF documents. The plugin currently works with Microsoft Office 2003, Microsoft Office XP and Microsoft Office 2000. Support for Microsoft Office 2007 is only available in combination with Microsoft Office 2007 SP1.


          Several software companies (including Microsoft and Novell) are working on an add-in for Microsoft Office that allows reading and writing ODF files. Currently it works only for Microsoft Word 2007 / XP / 2003.


          Microsoft provides a compatibility pack to read and write Office Open XML files with Office 2000, XP and 2003. The compatibility pack can also be used as a stand-alone converter with Microsoft Office 97. This might be helpful to convert older Microsoft Office files via Office Open XML to ODF if a direct conversion doesn't work as expected. The Office compatibility pack however does not install for Office 2000 or Office XP on Windows 9x.


          Note that some office applications built with Microsoft components may refuse to import OpenOffice data. The Sage Group's Simply Accounting, for example, can import Excel's .xls files, but refuses to accept OpenOffice.org-generated .xls files for the reason that the OOo .xls files are not "genuine Microsoft" .xls files.


          


          Development


          


          Overview


          The OpenOffice.org API is based on a component technology known as Universal Network Objects (UNO). It consists of a wide range of interfaces defined in a CORBA-like interface description language.


          The document file format used is based on XML and several export and import filters. All external formats read by OpenOffice.org are converted back and forth from an internal XML representation. By using compression when saving XML to disk, files are generally smaller than the equivalent binary Microsoft Office documents. The native file format for storing documents in version 1.0 was used as the basis of the OASIS OpenDocument file format standard, which has become the default file format in version 2.0.


          Development versions of the suite are released every few weeks on the developer zone of the OpenOffice.org website. The releases are meant for those who wish to test new features or are simply curious about forthcoming changes; they are not suitable for production use.


          


          Native desktop integration


          OpenOffice.org 1.0 was criticized for not having the look and feel of applications developed natively for the platforms on which it runs. Starting with version 2.0, OpenOffice.org uses native widget toolkit, icons, and font-rendering libraries across a variety of platforms, to better match native applications and provide a smoother experience for the user. There are projects underway to further improve this integration on both GNOME and KDE.


          This issue has been particularly pronounced on Mac OS X, whose standard user interface looks noticeably different from either Windows or X11-based desktop environments and requires the use of programming toolkits unfamiliar to most OpenOffice.org developers. There are two implementations of OpenOffice.org available for OS X:


          
            	OpenOffice.org Mac OS X (X11)


            	This official implementation requires the installation of X11.app or XDarwin, and is a close port of the well-tested Unix version. It is functionally equivalent to the Unix version, and its user interface resembles the look and feel of that version; for example, the application uses its own menu bar instead of the OS X menu at the top of the screen. It also requires system fonts to be converted to X11 format for OpenOffice.org to use them (which can be done during application installation).

          


          
            	OpenOffice.org Aqua


            	After a first step (completed) using Carbon, OpenOffice.org Aqua switched to Cocoa technology, and an Aqua version (based on Cocoa) is also being developed under the aegis of OpenOffice.org, with a Beta version currently available. Sun Microsystems is collaborating with OOo to further development of the Aqua version of OpenOffice.org for Mac.

          


          


          Future


          Currently, a developed preview of OpenOffice.org 3 (OOo-dev 3.0) is available for download.


          Among the planned features for OOo 3.0, set to be released by September 2008 , are:


          
            	Personal Information Manager ( PIM), probably based on Thunderbird/ Lightning


            	PDF import into Draw (to maintain correct layout of the original PDF)


            	OOXML document support for opening documents created in Office 2007


            	Support for Mac OS X Aqua platform


            	Extensions, to add third party functionality.


            	Presenter screen in Impress with multi-screen support

          


          


          Other projects


          A number of products are derived from OpenOffice.org. Among the more well-known ones are Sun StarOffice and NeoOffice. The OpenOffice.org site also lists a large variety of complementary products including groupware solutions.


          


          NeoOffice


          NeoOffice is an independent port that integrates with OS Xs Aqua user interface using Java, Carbon and (increasingly) Cocoa toolkits. NeoOffice adheres fairly closely to OS X UI standards (for example, using native pull-down menus), and has direct access to OS Xs installed fonts and printers. Its releases lag behind the official OpenOffice.org X11 releases, due to its small development team and the concurrent development of the technology used to port the user interface.


          Other projects run alongside the main OpenOffice.org project and are easier to contribute to. These include documentation, internationalisation and localisation and the API.


          


          OpenGroupware.org


          OpenGroupware.org is a set of extension programs to allow the sharing of OpenOffice.org documents, calendars, address books, e-mails, instant messaging and blackboards, and provide access to other groupware applications.


          There is also an effort to create and share assorted document templates and other useful additions at OOExtras.


          A set of Perl extensions is available through the CPAN in order to allow OpenOffice.org document processing by external programs. These libraries do not use the OpenOffice.org API. They directly read or write the OpenOffice.org files using Perl standard file compression/decompression, XML access and UTF-8 encoding modules.


          


          Portable


          A distribution of OpenOffice.org called OpenOffice.org Portable is designed to run the suite from a USB flash drive.


          


          OxygenOffice Professional


          An enhancement of OpenOffice.org, providing: Current Version: 2.4


          
            	Possibility to run Visual Basic for Application (VBA) macros in Calc (for testing)


            	Improved Calc HTML export


            	Enhanced Access support for Base


            	Security fixes


            	Enhanced performance


            	Enhanced colour-palette


            	Enhanced help menu, additional Users Manual, and extended tips for beginners

          


          Optionally it provides, free for personal and professional use:


          
            	More than 3,200 graphics, both clip art and photos.


            	Several templates and sample documents


            	Over 90 free fonts.


            	Additional tools like OOoWikipedia

          


          


          Extensions


          Since version 2.0.4, OpenOffice.org has supported extensions in a similar manner to Mozilla Firefox. Extensions make it easy to add new functionality to an existing OpenOffice.org installation. The OpenOffice.org Extension Repository lists already more than 80 extensions. Developers can easily build new extensions for OpenOffice.org, for example by using the OpenOffice.org API Plugin for NetBeans.


          


          The OpenOffice.org Bibliographic Project


          This aims to incorporate a powerful reference management software into the suite. The new major addition is slated for inclusion with the standard OpenOffice.org release on late-2007 to mid-2008, or possibly later depending upon the availability of programmers.


          


          Security


          OpenOffice.org includes a security team, and as of June 2008 the security organization Secunia reports no known unpatched security flaws for the software. Kaspersky Lab has shown a proof of concept virus for OpenOffice.org. This shows OOo viruses are possible, but there is no known virus "in the wild".


          In a private meeting of the French Ministry of Defense, macro-related security issues were raised. OpenOffice.org developers have responded and noted that the supposed vulnerability had not been announced through "well defined procedures" for disclosure and that the ministry had revealed nothing specific. However, the developers have been in talks with the researcher concerning the supposed vulnerability.


          As with Microsoft Word, documents created in OpenOffice can contain metadata which may include a complete history of what was changed, when and by whom.


          


          Ownership


          The project and software are informally referred to as OpenOffice, but project organizers report that this term is a trademark held by another party, requiring them to adopt OpenOffice.org as its formal name. (Due to a similar trademark issue, the Brazilian Portuguese version of the suite is distributed under the name BrOffice.org.)


          Development is managed by staff members of StarOffice. Some delay and difficulty in implementing external contributions to the core codebase (even those from the project's corporate sponsors) has been noted.


          Currently, there are several derived and/or proprietary works based on OOo, with some of them being:


          
            	Sun Microsystem's StarOffice, with various complementary add-ons.


            	IBM's Lotus Symphony, with a new interface based on Eclipse (based on OO.o 1.x).


            	OpenOffice.org Novell edition, integrated with Evolution and with a OOXML filter.


            	Beijing Redflag Chinese 2000's RedOffice, fully localized in Chinese characters.


            	Planamesa's NeoOffice for Mac OS X with Aqua support via Java.

          


          In May 23, 2007, the OpenOffice.org community and Redflag Chinese 2000 Software Co, Ltd. announced a joint development effort focused on integrating the new features that have been added in the RedOffice localization of OpenOffice.org, as well as quality assurance and work on the core applications. Additionally, Redflag Chinese 2000 made public its commitment to the global OO.o community stating it would "strengthen its support of the development of the world's leading free and open source productivity suite", adding around 50 engineers (that have been working on RedOffice since 2006) to the project.


          In September 10, 2007, the OO.o community announced that IBM had joined to support the development of OpenOffice.org. "IBM will be making initial code contributions that it has been developing as part of its Lotus Notes product, including accessibility enhancements, and will be making ongoing contributions to the feature richness and code quality of OpenOffice.org. Besides working with the community on the free productivity suite's software, IBM will also leverage OpenOffice.org technology in its products" as has been seen with Lotus Symphony. Sean Poulley, the vice president of business and strategy in IBM's Lotus Software division said that IBM plans to take a leadership role in the OpenOffice.org community together with other companies such as Sun Microsystems. IBM will work within the leadership structure that exists.


          As of October 02, 2007, Michael Meeks announced (and generated an answer by Sun's Simon Phipps and Mathias Bauer) a derived OpenOffice.org work, under the wing of his employer Novell, with the purpose of including new features and fixes that do not get easily integrated in the OOo-build up-stream core. The work is called Go-OO ( http://go-oo.org/) a name under which alternative OO.o software has been available for five years. The new features are shared with Novell's edition of OOo and include:


          
            	VBA macros support.


            	Faster start up time.


            	"A linear optimization solver to optimize a cell value based on arbitrary constraints built into Calc".


            	Multimedia content supports into documents, using the gstreamer multimedia framework.


            	Support for Microsoft Works formats, WordPerfect graphics (WPG format) and T602 files imports.

          


          Details about the patch handling including metrics can be found on the OpenOffice.org site.


          


          Reception


          Federal Computer Week issue listed OpenOffice.org as one of the "5 stars of open-source products." In contrast, OpenOffice.org was used in 2005 by The Guardian newspaper to illustrate what it claims are the limitations of open-source software, although the article does finish by stating that the software may be better than MS Word for books. OpenOffice.org was featured by eWeek several times, version 2.0 was reviewed by Linux Magazine and previewed by other media. Version 2.0 PC Pro review verdict was 6 stars out of 6 and stated: "Our pick of the low-cost office suites has had a much-needed overhaul, and now battles Microsoft in terms of features, not just price." The reviewer also concluded following:


          
            
              	

              	OpenOffice certainly doesn't lack features compared to the market leader, and most of its ease-of-use issues stem from people's familiarity with Microsoft Office rather than an inherent problem with the program itself. As such, you should certainly try OpenOffice's offering before donating another GBP 100 or more to Microsoft's coffers.

              	
            

          


          ComputerWorld of IDG found out that for large government departments, migration to OpenOffice.org 2.0 was 10 times cheaper than upgrading to Microsoft Office 12.


          


          Market share


          It is extremely difficult to estimate the market share of OpenOffice.org due to the fact that OpenOffice.org can be freely distributed via download sites including mirrors, peer-to-peer networks, CDs, Linux distros, etc. Nevertheless, the OpenOffice.org tries to capture key adoption data in a market share analysis


          Although Microsoft Office retains 95% of the general market as measured by revenue, OpenOffice.org and StarOffice have secured 14% of the large enterprise market as of 2004 and 19% of the small to midsize business market in 2005. The OpenOffice.org web site reports more than 98 million downloads.


          Other large scale users of OpenOffice.org include Singapores Ministry of Defence, and Bristol City Council in the UK. In France, OpenOffice.org has attracted the attention of both local and national government administrations who wish to rationalize their software procurement, as well as have stable, standard file formats for archival purposes. It is now the official office suite for the French Gendarmerie. Several government organizations in India, such as IIT Bombay (a renowned technical institute), the Supreme Court of India, the Allahabad High Court, which use Linux, completely rely on OpenOffice.org for their administration.


          On October 4, 2005, Sun and Google announced a strategic partnership. As part of this agreement, Sun will add a Google search bar to OpenOffice.org, Sun and Google will engage in joint marketing activities as well as joint research and development, and Google will help distribute OpenOffice.org. Google is currently distributing StarOffice as part of the Google Pack.


          Besides StarOffice, there are still a number of OpenOffice.org derived commercial products. Most of them are developed under SISSL license (which is valid up to OpenOffice.org 2.0 Beta 2). In general they are targeted at local or niche market, with proprietary add-ons such as speech recognition module, automatic database connection, or better CJK support.


          In July 2007 Everex, a division of First International Computer and the 9th largest PC supplier in the U.S., began shipping systems preloaded with OpenOffice.org 2.2 into Wal-Mart and Sam's Club throughout North America.


          In September 2007 IBM announced that it would supply and support OpenOffice.org branded as Lotus Symphony, and integrated into Lotus Notes. IBM also announced 35 developers would be assigned to work on OpenOffice.org, and that it would join the OpenOffice.org foundation. Commentators noted parallels between IBM's 2000 support of Linux and this announcement.


          


          Java controversy


          In the past OpenOffice.org was criticized for an increasing dependency on the Java Runtime Environment which was not free software. That Sun Microsystems is both the creator of Java and the chief supporter of OpenOffice.org drew accusations of ulterior motives for this technology choice.


          Version 1 depended on the Java Runtime Environment (JRE) being present on the users computer for some auxiliary functions, but version 2 increased the suites use of Java requiring a JRE. In response, Red Hat increased their efforts to improve free Java implementations. Red Hats Fedora Core 4 (released on June 13, 2005) included a beta version of OpenOffice.org version 2, running on GCJ and GNU Classpath.


          The issue of OpenOffice.orgs use of Java came to the fore in May 2005, when Richard Stallman appeared to call for a fork of the application in a posting on the Free Software Foundation website. This led to discussions within the OpenOffice.org community and between Sun staff and developers involved in GNU Classpath, a free replacement for Suns Java implementation. Later that year, the OpenOffice.org developers also placed into their development guidelines various requirements to ensure that future versions of OpenOffice.org could be run on free implementations of Java and fixed the issues which previously prevented OpenOffice.org 2.0 from using free software Java implementations.


          On November 13, 2006, Sun committed to releasing Java under the GNU General Public License in the near future. This process would end OpenOffice.org's dependence on non-free software.


          Between November 2006 and May 2007, Sun Microsystems made available most of their Java technologies under the GNU General Public License, in compliance with the specifications of the Java Community Process, thus making almost all of Sun's Java also free software.


          The following areas of OpenOffice.org 2.0 depend on the JRE being present:


          
            	The media player on Unix-like systems


            	All document wizards in Writer


            	Accessibility tools


            	Report Autopilot


            	JDBC driver support


            	HSQL database engine, which is used in OpenOffice.org Base


            	XSLT filters


            	BeanShell, the NetBeans scripting language and the Java UNO bridge


            	Export filters to the Aportis.doc (.pdb) format for the Palm OS or Pocket Word (.psw) format for the Pocket PC


            	Export filter to LaTeX


            	Export filter to MediaWiki's wikitext

          


          A common point of confusion is that mail merge to generate emails requires the Java API JavaMail in StarOffice; however, as of version 2.0.1, OpenOffice.org uses a Python-component instead.


          


          Complementary software


          OpenOffice.org provides replacement for MS Office's Microsoft Word, Microsoft Excel, Microsoft PowerPoint, Microsoft Access, Microsoft Equation Editor and Microsoft Visio. But to level the equivalent functionality from the rest of MS Office, OOo can be complemented with other open source programs such as:


          
            	Evolution or Thunderbird/ Lightning for a PIM like Microsoft Outlook


            	OpenProj (which seeks integration with OOo, but might be limited due to licensing issues) for Microsoft Project


            	Scribus for Microsoft Publisher


            	O3spaces for Sharepoint

          


          Microsoft also provides Administrative Template Files ("adm files") that allow MS Office to be configured using Windows Group Policy. Equivalent functionality for OpenOffice.org is provided by OpenOffice-Enterprise, a commercial product from Open Office Technology, Inc.


          


          Issues


          OpenOffice.org has been criticized for slow start times and extensive CPU and RAM usage in comparison to other competitive software such as Microsoft Office. In comparison, tests between OpenOffice.org2.2 and Microsoft Office2007 have found that OpenOffice.org takes approximately 2 times the processing time and memory to load itself along with a blank file; and took approximately 4.7 times the processing time and 3.9 times the memory to open an extremely large spreadsheet file. Critics have pointed to excessive code bloat and OpenOffice.org's loading of the Java Runtime Environment as possible reasons for the slow speeds and excessive memory usage. However, since OpenOffice.org 2.2 the performance of OpenOffice.org has been improved dramatically.


          One of the greatest challenges is its ability to be truly cross compatible with other applications. Since Openoffice.org is forced to reverse engineer proprietary binary formats due to unavailability of open specifications, slight formatting incompatibilities tend to exist when files are saved in non-native format. For example, a complex .doc document formatted under OpenOffice.org, is usually not displayed with the correct format when opened with Microsoft Office.


          


          Retail


          The free software license under which OpenOffice.org is distributed allows unlimited use of the software for both home and business use, including unlimited redistribution of the software. Several businesses sell the OpenOffice.org suite on auction websites such as eBay, offering value-added services such as 24/7 technical support, download mirrors, and CD mailing. However, often the 24/7 support offered is not provided by the company selling the software, but rather by the official OpenOffice.org mailing list.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/OpenOffice.org"
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        Open source


        
          

          Open source is a development methodology, which offers practical accessibility to a product's source (goods and knowledge). Some consider open source as one of various possible design approaches, while others consider it a critical strategic element of their operations. Before open source became widely adopted, developers and producers used a variety of phrases to describe the concept; the term open source gained popularity with the rise of the Internet, which provided access to diverse production models, communication paths, and interactive communities.


          The open source model of operation and decision making allows concurrent input of different agendas, approaches and priorities, and differs from the more closed, centralized models of development. The principles and practices are commonly applied to the development of source code for software that is made available for public collaboration, and it is usually released as open-source software.


          


          Society and culture


          Open source culture is the creative practice of appropriation and free sharing of found and created content. Examples include collage, found footage film, music, and appropriation art. Open source culture is one in which fixations, works entitled to copyright protection, are made generally available. Participants in the culture can modify those products and redistribute them back into the community or other organizations.


          The rise of open-source culture in the 20th century resulted from a growing tension between creative practices that involve appropriation, and therefore require access to content that is often copyrighted, and increasingly restrictive intellectual property laws and policies governing access to copyrighted content. The two main ways in which intellectual property laws became more restrictive in the 20th century were extensions to the term of copyright (particularly in the United States) and penalties, such as those articulated in the Digital Millennium Copyright Act (DMCA), placed on attempts to circumvent anti-piracy technologies.


          Although artistic appropriation is often permitted under fair use doctrines, the complexity and ambiguity of these doctrines creates an atmosphere of uncertainty among cultural practitioners. Also, the protective actions of copyright owners create what some call a " chilling effect" among cultural practitioners.


          In the late 20th century, cultural practitioners began to adopt the intellectual property licensing techniques of free software and open-source software to make their work more freely available to others, including the Creative Commons.


          The idea of an "open source" culture runs parallel to " Free Culture," but is substantively different. Free culture is a term derived from the free software movement, and in contrast to that vision of culture, proponents of OSC maintain that some intellectual property law needs to exist to protect cultural producers. Yet they propose a more nuanced position than corporations have traditionally sought. Instead of seeing intellectual property law as an expression of instrumental rules intended to uphold either natural rights or desirable outcomes, an argument for OSC takes into account diverse goods (as in "the Good life") and ends.


          One way of achieving the goal of making the fixations of cultural work generally available is to maximally utilize technology and digital media. As predicted by Moore's law, the cost of digital media and storage plummeted in the late 20th Century. Consequently, the marginal cost of digitally duplicating anything capable of being transmitted via digital media dropped to near zero. Combined with an explosive growth in personal computer and technology ownership, the result is an increase in general population's access to digital media. This phenomenon facilitated growth in open source culture because it allowed for rapid and inexpensive duplication and distribution of culture. Where the access to the majority of culture produced prior to the advent of digital media was limited by other constraints of proprietary and potentially "open" mediums, digital media is the latest technology with the potential to increase access to cultural products. Artists and users who choose to distribute their work digitally face none of the physical limitations that traditional cultural producers have been typically faced with. Accordingly, the audience of an open source culture faces little physical cost in acquiring digital media.


          Open source culture precedes Richard Stallman's codification of the concept with the creation of the Free Software Foundation. As the public began to communicate through Bulletin Board Systems (BBS) like FidoNet, places like Sourcery Systems BBS were dedicated to providing source code to Public Domain, Shareware and Freeware programs.


          Essentially born out of a desire for increased general access to digital media, the Internet is open source culture's most valuable asset. It is questionable whether the goals of an open source culture could be achieved without the Internet. The global network not only fosters an environment where culture can be generally accessible, but also allows for easy and inexpensive redistribution of culture back into various communities. Some reasons for this are as follows.


          First, the Internet allows even greater access to inexpensive digital media and storage. Instead of users being limited to their own facilities and resources, they are granted access to a vast network of facilities and resources, some for free. Sites such as Archive.org offer up free web space for anyone willing to license their work under a Creative Commons license. The resulting cultural product is then available to download for free (generally accessible) to anyone with an Internet connection.


          Second, users are granted unprecedented access to each other. Older analog technologies such as the telephone or television have limitations on the kind of interaction users can have. In the case of television there is little, if any interaction between users participating on the network. And in the case of the telephone, users rarely interact with any more than a couple of their known peers. On the Internet, however, users have the potential to access and meet millions of their peers. This aspect of the Internet facilitates the modification of culture as users are able to collaborate and communicate with each other across international and cultural boundaries. The speed in which digital media travels on the Internet in turn facilitates the redistribution of culture.


          Through various technologies such as peer-to-peer networks and blogs, cultural producers can take advantage of vast social networks in order to distribute their products. As opposed to traditional media distribution, redistributing digital media on the Internet can be virtually costless. Technologies such as BitTorrent and Gnutella take advantage of various characteristics of the Internet protocol ( TCP/IP) in an attempt to totally decentralize file distribution.


          


          Government


          
            	Open source government  primarily refers to use of open source software technologies in traditional government organizations and government operations such as voting.


            	Open politics (sometimes known as Open source politics)  is a term used to describe a political process that uses Internet technologies such as blogs, email and polling to provide for a rapid feedback mechanism between political organizations and their supporters. There is also an alternative conception of the term Open source politics which relates to the development of public policy under a set of rules and processes similar to the Open Source Software movement.


            	Open source governance  is similar to open source politics, but it applies more to the democratic process and promotes the freedom of information.

          


          


          Ethics


          Open Source ethics is split into two strands:


          
            	Open Source Ethics as an Ethical School - Charles Ess and David Berry are researching whether ethics can learn anything from an open source approach. Ess famously even defined the AoIR Research Guidelines as an example of open source ethics.


            	Open Source Ethics as a Professional Body of Rules - This is based principally on the computer ethics school, studying the questions of ethics and professionalism in the computer industry in general and software development in particular.

          


          Education


          Within the academic community, there is discussion about expanding what could be called the "intellectual commons" (analogous to the Creative Commons). Proponents of this view have hailed the Connexions Project at Rice University, OpenCourseWare project at MIT, Eugene Thacker's article on " Open Source DNA", the "Open Source Cultural Database", openwebschool, and Wikipedia as examples of applying open source outside the realm of computer software.


          Open source curricula are instructional resources whose digital source can be freely used, distributed and modified.


          Another strand to the academic community is in the area of research. Many funded research projects produce software as part of their work. There is an increasing interest in making the outputs of such projects available under an open source license. In the UK the Joint Information Systems Committee (JISC) has developed a policy on open source software. JISC also funds a development service called OSS Watch which acts as an advisory service for higher and further education institutions wishing to use, contribute to and develop open source software.


          


          Fitness


          CrossFit is an open source strength and conditioning fitness movement. Its founder freely shares his methodology and publishes a website with gigabytes of data, information and interactive forums. CrossFit athletes and instructors share their modifications, adaptations and enhancements. The result has been new CrossFit "flavours" including: CrossFit for Kids, CrossFit for Seniors, CrossFit in the Park, and CrossFit for Combat Athletes. Web posts and CrossFit Journal articles often focus on how to modify the program for specific groups who have only limited access to equipment. Examples include high school track athletes and soldiers in Iraq. CrossFit athletes also post YouTube videos and invite critiques of their form.


          


          Innovation communities


          The principle of sharing predates the open source movement; for example, the free sharing of information has been institutionalized in the scientific enterprise since at least the 19th century. Open source principles have always been part of the scientific community. The sociologist Robert K. Merton described the four basic elements of the community - universalism (an international perspective), communism (sharing information), disinterestedness (removing one's personal views from the scientific inquiry) and organized skepticism (requirements of proof and review) that accurately describe the scientific community today. These principles are, in part, complemented by US law's focus on protecting expression and method but not the ideas themselves. There is also a tradition of publishing research results to the scientific community instead of keeping all such knowledge proprietary. One of the recent initiatives in scientific publishing has been open access - the idea that research should be published in such a way that it is free and available to the public. There are currently many open access journals where the information is available for free online, however most journals do charge a fee (either to users or libraries for access). The Budapest Open Access Initiative is an international effort with the goal of making all research articles available for free on the Internet. The National Institutes of Health has recently proposed a policy on "Enhanced Public Access to NIH Research Information." This policy would provide a free, searchable resource of NIH-funded results to the public and with other international repositories six months after its initial publication. The NIH's move is an important one because there is significant amount of public funding in scientific research. Many of the questions have yet to be answered - the balancing of profit vs. public access, and ensuring that desirable standards and incentives do not diminish with a shift to open access.


          Farmavita.Net - Community of Pharmaceuticals Executives have recently proposed new business model of Open Source Pharmaceuticals . The project is targeted to development and sharing of know-how for manufacture of essential and life saving medicines. It is mainly dedicated to the countries with less developed economies where local pharmaceutical research and development resources are insufficient for national needs. It will be limited to generic (off-patent) medicines with established use. By the definition, medicinal product have a well-established use if is used for at least 15 years, with recognized efficacy and an acceptable level of safety. In that event, the expensive clinical test and trial results could be replaced by appropriate scientific literature.


          Benjamin Franklin was an early contributor eventually donating all his inventions including the Franklin stove, bifocals and the lightning rod to the public domain after successfully profiting off their sales and patents.


          New NGO communities are starting to use the open source technology as a tool. One example is the Open Source Youth Network started in 2007 in Lisboa by ISCA members.


          Open innovation is also a new emerging concept which advocate putting R&D in a common pool, the Eclipse platform is openly presenting itself as an Open innovation network


          


          Arts and recreation


          Copyright protection is used in the performing arts and even in athletic activities. Some groups have attempted to remove copyright from such practices.


          


          Proliferation of the term


          While the term applied originally only to the source code of software, it is now being applied to many other areas such as open source ecology, a movement to decentralize technologies so that any human can use them. However, it is often misapplied to other areas which have different and competing principles, which overlap only partially.


          Opponents of the spread of the label open source, including Richard Stallman, argue that the requirements and restrictions ensure the continuation of the effort, and resist attempts to redefine the labels. He argues also that most supporters of open source are actually supporters of much more equitable agreements and support re-integration of derived works and that most contributors do not intend to release their work to others who can extend it, hide the extensions, patent those very extensions, and demand royalties or restrict the use of all other usersall while not violating the open source principles with respect to the initial code they acquired.


          


          Perens' principles


          Under Perens' definition, open source describes a broad general type of software license that makes source code available to the general public with relaxed or non-existent copyright restrictions. The principles, as stated, say absolutely nothing about trademark or patent use and require absolutely no cooperation to ensure that any common audit or release regime applies to any derived works. It is an explicit feature of open source that it may put no restrictions on the use or distribution by any organization or user.


          It forbids this, in principle, to guarantee continued access to derived works even by the major original contributors. In contrast to free software or open content licenses, which are often confused with open source but have much more rigorous rules and conventions, open source deliberately errs in favour of allowing any use by any party whatsoever, and offers few or no means or recourses to prevent a free rider problem or deal with proliferation of bad copies that mislead end users.


          Perhaps because of this flexibility, which facilitates large commercial users and vendors, the most successful applications of open source have been in consortium. These use other means such as trademarks to control bad copies and require specific performance guarantees from consortium members to assure re-integration of improvements. Accordingly they do not need potentially conflicting clauses in licenses.


          The loose definition has led to a proliferation of licenses that can claim to be open source but which would not satisfy the share alike provision that free software and open content licenses require. A very common license, the Creative Commons CC-by-nc-sa, requires a commercial user to acquire a separate license for-profit use. This is explicitly against the open source principles, as it discriminates against a type of use or user. However, the requirement imposed by free software to reliably redistribute derived works, does not violate these principles. Accordingly, free software and consortium licenses are a type of open source, but open content isn't insofar as it allows such restrictions.


          


          Non-software use


          The principles of open source have been adapted for many other forms of user generated content and technology, including open source hardware.


          Supporters of the open content movement advocate some restrictions of use, requirements to share changes, and attribution to other authors of the work.


          This culture or ideology takes the view that the principles apply more generally to facilitate concurrent input of different agendas, approaches and priorities, in contrast with more centralized models of development such as those typically used in commercial companies.


          Advocates of the open source principles often point to Wikipedia as an example, but Wikipedia has in fact often restricted certain types of use or user, and the GFDL license it uses makes specific requirements of all users that technically violate the open source principles.


          


          History


          Very similar to open standards, researchers with access to the Advanced Research Projects Agency Network (ARPANET) used a process called Request for Comments to develop telecommunication network protocols. Characterized by contemporary open source work, this 1960's collaborative process led to the birth of the Internet in 1969. There are earlier instances of open source movements and free software such as IBM's source releases of its operating systems in the 1960s and the SHARE user group that formed to facilitate the exchange of such software.


          The decision by some people in the free software movement to use the label open source came out of a strategy session held at Palo Alto, California, in reaction to Netscape's January 1998 announcement of a source code release for Navigator. The group of individuals at the session included Christine Peterson who suggested open source, Todd Anderson, Larry Augustin, Jon Hall, Sam Ockman, Michael Tiemann and Eric S. Raymond. They used the opportunity before the release of Navigator's source code to free themselves of the ideological and confrontational connotations of the term free software. Netscape licensed and released its code as open source under the Netscape Public License and subsequently under the Mozilla Public License.


          The term was given a big boost at an event organized in April 1998 by technology publisher Tim O'Reilly. Originally titled the Freeware Summit and later known as the Open Source Summit, the event brought together the leaders of many of the most important free and open source projects, including Linus Torvalds, Larry Wall, Brian Behlendorf, Eric Allman, Guido van Rossum, Michael Tiemann, Paul Vixie, Jamie Zawinski of Netscape, and Eric Raymond. At that meeting, the confusion caused by the name free software was brought up. Tiemann argued for sourceware as a new term, while Raymond argued for open source. The assembled developers took a vote, and the winner was announced at a press conference that evening. Five days later, Raymond made the first public call to the free software community to adopt the new term. The Open Source Initiative was formed shortly thereafter.


          The Open Source Initiative (OSI) formed in February 1998 by Raymond and Perens. With about 20 years of evidence from case histories of closed and open development already provided by the Internet, the OSI continued to present the 'open source' case to commercial businesses. They sought to bring a higher profile to the practical benefits of freely available source code, and wanted to bring major software businesses and other high-tech industries into open source. Perens adapted Debian's Free Software Guidelines to make the The Open Source Definition.


          


          Criticism


          The criticisms of the specific Open Source Initiative (OSI) principles are dealt with above as part of the definition and differentiation from other terms. The open content movement does not recognize nor endorse the OSI principles and embraces instead mutual share-alike agreements that require derived works to be re-integrated and treated equitably, e.g. not patented or trademarked to the detriment of the individual contributors/creators.


          Another criticism of the Open Source movement is that these projects may not be really as self-organizing as their proponents claim. This argument holds that successful Open Source projects frequently have a strong central manager, even if that manager is a volunteer. The article Open Source Projects Manage Themselves? Dream On. by Chuck Connell explains this viewpoint. However this is a criticism of the development model, not of the Open Source itself. Also, the author does not state that self organization surely does not work, just points to the cases when the central management was likely involved.


          The legal and cultural criticisms are both addressed as part of a common set of objections and criticisms by those who prefer share-alike as an organizing principle. This includes Creative Commons which simply ignores the OSI principles and endorses licenses that clearly violate them such as CC-by-nc-sa or; Creative Commons, Attribute, Non-Commercial, Share-Alike.


          Of the vocal critics Richard Stallman of the Free Software Foundation (FSF), flatly opposes the term Open Source being applied to what they refer to as free software. Although it's clear that legally free software does qualify as open source, he considers that the category is abusive. They also oppose the professed pragmatism of the Open Source Initiative, as they fear that the free software ideals of freedom and community are threatened by compromising on the FSF's idealistic standards for software freedom.


          


          Business models


          There are a number of commonly recognized barriers to the adoption of open source software by enterprises. These barriers include the perception that open source licenses are viral, lack of formal support and training, the velocity of change, and a lack of a long term roadmap. The majority of these barriers are risk-related. From the other side, not all proprietary projects disclose exact future plans, not all open source licenses are equally viral and many serious OSS projects (especially operating systems) actually make money from paid support and documentation.


          Many business models exist around open source software to provide a 'whole product' to help reduce these risks. The 'whole product' typically includes support, commercial licenses, professional services, training, certification, partner programs, references and use cases. These business models range from 'services only' organizations that do not participate in the development of the software to models where the majority of the software is created by full-time committers that are employed by a central organization. These business models have come into existence recently and their operation is not commonly understood. One model that has been developed to explain this is the Bee Keeper Model


          A commonly employed Business Strategy of Commercial Open Source Software Firms is the Dual-License Strategy, as demonstrated by MySQL, Alfresco, and others.
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          The Open University (OU) is the UK's "open learning" university. It was established in 1969, and the first students started in January 1971. The majority of students are based in the UK, but its courses can be studied anywhere in the world. The administration is based at Walton Hall, Milton Keynes in Buckinghamshire, but has regional centres in each of its thirteen regions around the UK. The university awards undergraduate and postgraduate degrees, diplomas and certificates.


          With more than 180,000 students enrolled, including more than 25,000 students studying overseas, it is the largest academic institution in the UK by student number, and qualifies as one of the world's mega universities. Since it was founded, more than 3 million students have studied its courses. It was rated top University in England and Wales for student satisfaction in the 2005 and 2006 UK government national student satisfaction survey.


          


          Aims


          The OU aims to provide a university education for those wishing to pursue higher education on a part-time or distance learning basis, including disabled people, who are officially a priority group within the University. The British Government asked the Open University to continue the work of the Council for National Academic Awards (CNAA) when it was dissolved. The CNAA formerly awarded degrees at the polytechnics which have since become universities.


          


          Foundation


          The Open University was founded by the Labour government of Harold Wilson, based on the vision of Michael Young (later Lord Young of Dartington). Planning commenced in 1965 under Minister of State for Education Jennie Lee, who led an advisory committee consisting of university vice-chancellors, educationalists and broadcasters.The BBC's Assistant Director of Engineering at the time, James Redmond had obtained most of his qualifications at night school, and his natural enthusiasm for the project did much to overcome the technical difficulties of using television to broadcast teaching programmes.


          Walter Perry (later Lord Perry) was appointed the OU's first vice-chancellor in January 1969. The election of the new Conservative government of Edward Heath in 1970 led to budget cuts under Chancellor of the Exchequer Iain Macleod (who had earlier called the idea of an Open University "blithering nonsense"). However the OU accepted its first 25,000 students in 1971, adopting a radical open admissions policy. At the time, the total "traditional" university population in the UK was around 130,000.


          Since its foundation, the OU has inspired the creation of many similar institutions around the world.


          


          Students


          People from all walks of life and all ages take advantage of the OU; for most courses there are no entry requirements other than the ability to study at an appropriate level, though most postgraduate courses require evidence of previous study or equivalent life experience.


          Approximately 70 percent of students are in full-time employment, often working towards a first (or additional) degree or qualification to progress or change their career, with over 50,000 being sponsored by their employer. The University is also popular with those who cannot physically attend a traditional university because they are disabled, abroad, in prison, serving in the armed forces, or looking after family members. About 10,000 OU students have disabilities.


          While most of those studying are mature students, the reduction in financial support for those attending traditional universities has also led to an influx of young undergraduates to the OU. In the 20032004 academic year, around 20 percent of undergraduates were under 25 years old, up from 12.5 percent in 19961997 (the year before top-up fees were announced). The OU works with some schools to introduce A Level students to OU study.


          Unlike other universities, where students register for a programme, at the OU students register separately for individual modules (which may be 10, 15, 20, 30 or 60 CATs points), and are known as 'courses' in the OU context. These courses may then be linked into degree programmes.


          The students' union is the Open University Students Association, usually abbreviated to OUSA.


          


          Teaching methods
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          The OU uses a variety of methods for distance learning, including written and audio materials, the Internet, disc-based software and television programmes on DVD. Course-based television broadcasts by the BBC, which started on 3 January 1971, ceased on 15 December 2006. Materials are composed of originally-authored work by in-house and external academic contributors, and from third-party materials licensed for use by OU students. For most courses, students are supported by tutors ("Associate Lecturers") who provide feedback on their work and are generally available to them at face-to-face tutorials, by telephone, and/or on the Internet. A number of short courses worth ten points are now available that do not have an assigned tutor but offer an online conferencing service ( Internet Forum) where help and advice is offered through conferencing "Moderators".


          Some courses have mandatory day schools. These are day-long sessions which a student must attend in order to pass the course. One example of such a course is the K301 - Advanced Certificate in Health Promotion - which has two mandatory day schools/workshops, focussing on communication skills, counselling and practical issues related to health promotion. Nevertheless, it is possible to seek excusal upon the basis of ill-health (or other extenuating circumstances), and many courses have no mandatory face-to-face component.


          Similarly, many courses have traditionally offered week long summer schools offering an opportunity for students to remove themselves from the general distractions of their life and focus on their study for a short time. Anecdotally speaking, it seems common for students not to be keen to attend these schools whilst in retrospect they often come to appreciate the intensive tutoring they receive as well as the close and prolonged contact with other like-minded students, regarding the schools as a highlight of their Open University experience. The social life at residential schools is renowned.


          Over the past ten years the university has adopted a policy of separating residential courses from distance-taught courses. Exemption from attendance at residential schools, always an option as an Alternative Learing Experience (ALE), is available for disabled students and others who find it impossible to attend in person (See "Qualifications-Undergraduate" section.)


          The OU now produces mainstream television and radio programming aimed at bringing learning to a wider audience. Most of this programming, including series such as Rough Science and "Battle of the Geeks", are broadcast at peak times, while older programming is carried in the BBC Learning Zone. But in 2004 the OU announced it was to stop its late night programmes on BBC2, and the last such programme was broadcast at 5.30am on 16 December 2006. The OU now plans to focus on mainstream programmes.


          Teaching at the OU has been rated as "excellent" by the Quality Assurance Agency for Higher Education. The English national survey of student satisfaction has twice put the Open University in first place.


          In October 2006 the OU joined the Open educational resources movement with the launch of OpenLearn. A growing selection of current and past distance learning course materials will be released for free access, including downloadable versions for educators to modify (under the Creative Commons BY-NC-SA licence), plus free collaborative learning-support tools.


          


          Assessment methods


          The Open University offers courses that are generally assessed using an equal weighting of examinations and coursework. The coursework component normally takes the form of between two and six tutor marked assignments (TMAs) and, occasionally, may also include up to six multiple-choice or "missing word" 100-question computer marked assignments (CMAs). The examinable component is usually a proctored three hour paper regardless of the course size (although on some courses it can be up to three three-hour papers), but may also (on lower level courses) be an ECA (End of Course Assessment) which is similar to a TMA, in that it is completed at home, but is regarded as an exam for grading purposes. Course results are issued on a graded basis, consisting of pass grades 1 (threshold 85%,a distinction), 2 (70-84%), 3 (55-69%) & 4 (40-54%), and fail (below 40%). This grade is calculated as the lower of the overall continuous assessment score (OCAS) and overall examination score (OES).


          These grades can be weighted according to their level, and combined to calculate the classification of a degree. An undergraduate degree will weight level 3 courses twice as much as level 2, and in postgraduate programmes all M level courses are equally weighted.


          


          Qualifications


          


          Undergraduate


          Open university courses have associated with them a number of points (usually 30 or 60) depending on the quantity of the material in the course and a level (1, 2, 3, or 4) corresponding to the complexity, roughly equating to the year of study for a full time student.


          The OU offers a large number of undergraduate qualifications, including certificates, diplomas, and Bachelors degrees, based on both level and quantity of study. An OU undergraduate degree requires 300 (or 360 for honours) credits.


          Students generally do not undertake more than 60 points per year, meaning that an undergraduate degree will take typically six years to complete, with the exception of some degrees in fast moving areas (such as computing) there is generally no limit on the time which a student may take. Students need special permission to take more than 120 points (equivalent to full-time study) at any time; such permission is not usually granted.


          Originally BA was the only undergraduate degree, and it was unnamed. The modern OU grants both BA and BSc undergraduate degrees, and they may be named (following a specified syllabus) or unnamed (constructed of courses chosen by the student).


          Many OU faculties have now introduced short courses worth ten points. Most of these courses are taught online, and start at regular intervals throughout the year. They typically provide an introduction to a broader subject over a period of ten weeks, these are generally timed during vacations at conventional universities in order to take advantage of their facilities. Some science courses, which require only home study, are complemented by residential courses, in order to allow the student to gain practical laboratory experience in that field; typically, an award of degree or diploma will require completion of both.


          Different courses are run at different times of the year, but, typically, a 30 or 60 point course will run from February through to October. Assessment is by both continual assessment (with, normally, between four and eight assignments during the year) and, for most, a final examination or on some courses a major assignment.


          


          Degrees


          As well as degrees in named subject, the Open University also grants "open" Bachelor degrees where the syllabus is designed by the students by combining any number of Open University courses up to 360 credits for an honours open degree.


          


          Other qualifications


          The Open University grants undergraduate Certificates (abbreviated Cert) after 60 completed credits (where each credit corresponds to roughly 10 hours of study, therefore 60 credits represent about 600 hours of effort), Diplomas (abbreviated Dip) after 120 credits, ordinary Bachelor degrees (abbreviated BA, BSc, etc), and Bachelor degrees with honours, abbreviated BA(Hons), BSc(Hons), etc. Open University also awards Foundation degrees (abbreviated FdA, FdSc, etc).


          


          Postgraduate


          The Open University provides the opportunity to study for a PhD on a part time distance, or a full time on site basis in a wide range of disciplines. The university also offers a limited range of Masters levels courses, as well as the professional PGCE qualification and a number of postgraduate diplomas and certificates. Postgraduate certificates are awarded for 60 points of study on specified courses; postgraduate diplomas are awarded for 120 points of study on specified courses. The University offers "Advanced Diplomas" that involve 60 credits at undergraduate level and 60 credits at postgraduate level - these are designed as "bridges" between undergraduate and postgraduate study.


          


          Academic divisions


          


          Faculties


          The university has Faculties of Arts, Education & Language Studies, Health & Social Care, Law, Mathematics & Computing, Science, Social Science, Technology and a Business School. There is no School of Medicine. The faculties of Mathematics & Computing and Technology are currently in the process of being merged into a mega-faculty.


          


          Business school


          The Open University Business School is the largest provider of MBAs in the UK, producing more graduates than all the rest of the business schools in the UK put together. Its courses are recognised by AMBA, EQUIS and AACSB.


          Although the majority of students at the Business School are in the UK the courses are also available throughout most of the world. Students can also study online for a Certificate or Diploma in Management and MBA programmes.


          The first Diploma courses were developed from 1983, however the School did not become a separate entity until 1988; when development of the first MBA courses was started. The first MBA students were enrolled in 1989, and the School almost immediately became the largest business school in Europe.


          


          Research


          Like other UK universities, the OU actively engages in research. The OU's Planetary and Space Sciences Research Institute has become particularly well known to the public through its involvement in space missions. In October 2006, the Cassini-Huygens mission including 15 people from the OU received the 2006 "Laurels for Team Achievement Award" from the International Academy of Astronautics (IAA). Cassini-Huygens' successful completion of its seven-year, two billion-mile journey in January 2005 to Saturn ended with Huygens landing farther away from Earth than any previous probe or craft in the history of space exploration. The first instrument to touch Saturn's moon Titan was the Suface Science Package containing nine sensors to investigate the physical properties of Titan's surface. It was built by a team at the OU led by Professor John Zarnecki.


          The OU now employs over 500 people engaged in research in over 25 areas, and there are over 1,200 research students. It spends approximately 20 million each year on research, around 6 million from the Higher Education Funding Council for England, the remainder from external funders.


          


          Degree ceremonies


          Unlike most UK universities, degree ceremonies at the Open University are not the occasion on which degrees are formally conferred. This happens in absentia at a joint meeting of the University's Council and Senate ahead of the ceremony. The University's ceremonies - or "Presentations of Graduates"  occur during the long summer throughout Britain and Ireland, as well as one ceremony in Versailles. These ceremonies are presided over by a senior academic at Pro-Vice-Chancellor level or higher, and have the normal ritual associated with a graduation ceremony, including academic dress, procession and mace.


          


          Notable current and former academics


          
            	Jocelyn Bell Burnell - Astronomer


            	Ruth Finnegan - Anthropologist


            	Brian Goodwin - Biologist


            	Brenda Gourley - Vice-chancellor


            	Stuart Hall - Social Scientist


            	Wendy Hollway - Psychologist


            	Arthur Marwick - Historian


            	Doreen Massey - Social Scientist


            	Oliver Penrose - Mathematician


            	Mike Pentz - Physicist


            	Colin Pillinger - Planetary scientist


            	Steven Rose - Biologist


            	Jonathan Silvertown - Biologist


            	Margaret Wetherell - Discourse Analyst, Social Psychologist


            	Glenn White - Astronomer


            	Robin Wilson - Mathematician


            	Russell Stannard - Physicist


            	Nigel Cross -Designer

          


          


          Notable graduates


          The OU has over two million alumni from all walks of life, including:


          
            	
              
                	Craig Brown, former Scotland manager


                	Lenny Henry, entertainer


                	Myra Hindley, serial killer


                	Meles Zenawi, Prime Minister of Ethiopia


                	Frank Hampson, creator of Dan Dare

              

            

          


          


          In fiction


          The Open University has been featured in many film and television programmes. The plot of Educating Rita surrounds the working class character aiming to "improve" herself by studying English literature. She attends private tutorials run by alcoholic lecturer Frank. The teaching methods are not an accurate portrayal of contemporary teaching at the OU.


          Television characters have also followed OU courses. These include Anne Bryce in the BBC sit-com Ever Decreasing Circles, Yvonne Sparrow in Goodnight Sweetheart, and Bulman, in the ITV spin-off from the series Strangers. Sheila Grant ( Sue Johnston) was accused of having an affair with her tutor in Brookside. Onslow, a character from Keeping up Appearances, watches Open University programming on television from time to time.


          In Autumn 2006, Lenny Henry was a star in Slings and Arrows, a one-off BBC television drama which he also wrote, about someone who falls in love while on an OU English Literature course. (Henry has himself completed an OU degree in English)


          In the 2006-7 TV series Life on Mars, Sam Tyler received messages from the "real" world via Open University programmes late at night.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Open_University"
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          Opera is an art form in which singers and musicians perform a dramatic work (called an opera) which combines a text (called a libretto) and a musical score. Opera is part of the Western classical music tradition. Opera incorporates many of the elements of spoken theatre, such as acting, scenery and costumes and sometimes includes dance. The performance is typically given in an opera house, accompanied by an orchestra or smaller musical ensemble.


          Opera started in Italy at the end of the 16th century ( Jacopo Peri's lost Dafne, produced in Florence about 1597) and soon spread through the rest of Europe: Schtz in Germany, Lully in France, and Purcell in England all helped to establish their national traditions in the 17th century. However, in the 18th century, Italian opera continued to dominate most of Europe, except France, attracting foreign composers such as Handel. Opera seria was the most prestigious form of Italian opera, until Gluck reacted against its artificiality with his "reform" operas in the 1760s. Today the most renowned figure of late 18th century opera is Mozart, who began with opera seria but is most famous for his Italian comic operas, especially The Marriage of Figaro, Don Giovanni, and Cos fan tutte, as well as The Magic Flute, a landmark in the German tradition.


          The first third of the 19th century saw the highpoint of the bel canto style, with Rossini, Donizetti and Bellini all creating works that are still performed today. It also saw the advent of Grand Opera typified by the works of Meyerbeer. The mid to late 19th century is considered by some a golden age of opera, led by Wagner in Germany and Verdi in Italy. This 'golden age' developed through the verismo era in Italy and contemporary French opera through to Puccini and Strauss in the early 20th century. During the 19th century, parallel operatic traditions emerged in Central and Eastern Europe, particularly in Russia and Bohemia. The 20th century saw many experiments with modern styles, such as atonality and serialism ( Schoenberg and Berg), Neo-Classicism (Stravinsky), and Minimalism ( Philip Glass and John Adams). With the rise of recording technology, singers such as Enrico Caruso became known to audiences beyond the circle of opera fans. Operas were also performed on, (and written for) radio and television.


          


          Operatic terminology


          The words of an opera are known as the libretto (literally "little book"). Some composers, notably Richard Wagner, have written their own libretti; others have worked in close collaboration with their librettists, e.g. Mozart with Lorenzo da Ponte. Traditional opera consists of two modes of singing: recitative, the plot-driving passages often sung in a non-melodic style characteristic of opera, and aria (an "air" or formal song) in which the characters express their emotions in a more structured melodic style. Duets, trios and other ensembles often occur, and choruses are used to comment on the action. In some forms of opera, such as Singspiel, opra comique, operetta, and semi-opera, the recitative is mostly replaced by spoken dialogue. Melodic or semi-melodic passages occurring in the midst of, or instead of, recitative, are also referred to as arioso. During the Baroque and Classical periods, recitative could appear in two basic forms: secco (dry) recitative, accompanied only by " continuo", which was often no more than a harpsichord; or accompagnato (also known as "strumentato") in which the orchestra provided accompaniment. By the 19th century, accompagnato had gained the upper hand, the orchestra played a much bigger role, and Richard Wagner revolutionised opera by abolishing almost all distinction between aria and recitative in his quest for what he termed "endless melody". Subsequent composers have tended to follow Wagner's example, though some, such as Stravinsky in his The Rake's Progress have bucked the trend. The terminology of the various kinds of operatic voices is described in Section 3 below.


          


          History


          


          Origins
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          The word opera means "work" in Italian (it is the plural of Latin opus meaning "work" or "labour") suggesting that it combines the arts of solo and choral singing, declamation, acting and dancing in a staged spectacle. Dafne by Jacopo Peri was the earliest composition considered opera, as understood today. It was written around 1597, largely under the inspiration of an elite circle of literate Florentine humanists who gathered as the " Camerata de' Bardi". Significantly, Dafne was an attempt to revive the classical Greek drama, part of the wider revival of antiquity characteristic of the Renaissance. The members of the Camerata considered that the "chorus" parts of Greek dramas were originally sung, and possibly even the entire text of all roles; opera was thus conceived as a way of "restoring" this situation. Dafne is unfortunately lost. A later work by Peri, Euridice, dating from 1600, is the first opera score to have survived to the present day. The honour of being the first opera still to be regularly performed, however, goes to Claudio Monteverdi's L'Orfeo, composed for the court of Mantua in 1607.


          


          Italian opera


          


          The Baroque era


          Opera did not remain confined to court audiences for long; in 1637 the idea of a "season" ( Carnival) of publicly-attended operas supported by ticket sales emerged in Venice. Monteverdi had moved to the city from Mantua and composed his last operas, Il ritorno d'Ulisse in patria and L'incoronazione di Poppea, for the Venetian theatre in the 1640s. His most important follower Francesco Cavalli helped spread opera throughout Italy. In these early Baroque operas, broad comedy was blended with tragic elements in a mix that jarred some educated sensibilities, sparking the first of opera's many reform movements, sponsored by Venice's Arcadian Academy which came to be associated with the poet Metastasio, whose libretti helped crystallize the genre of opera seria, which became the leading form of Italian opera until the end of the 18th century. Once the Metastasian ideal had been firmly established, comedy in Baroque-era opera was reserved for what came to be called opera buffa.
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          Before such elements were forced out of opera seria, many libretti had featured a separately unfolding comic plot as sort of an "opera-within-an-opera." One reason for this was an attempt to attract members of the growing merchant class, newly wealthy, but still less cultured than the nobility, to the public opera houses. These separate plots were almost immediately resurrected in a separately developing tradition that partly derived from the commedia dell'arte, (as indeed, such plots had always been) a long-flourishing improvisitory stage tradition of Italy. Just as intermedi had once been performed in-between the acts of stage plays, operas in the new comic genre of "intermezzi", which developed largely in Naples in the 1710s and '20s, were initially staged during the intermissions of opera seria. They became so popular, however, that they were soon being offered as separate productions.


          Opera seria was elevated in tone and highly stylised in form, usually consisting of secco recitative interspersed with long da capo arias. These afforded great opportunity for virtuosic singing and during the golden age of opera seria the singer really became the star. The role of the hero was usually written for the castrato voice; castrati such as Farinelli and Senesino, as well as female sopranos such as Faustina Bordoni, became in great demand throughout Europe as opera seria ruled the stage in every country except France. Indeed, Farinelli was the most famous singer of the 18th century. Italian opera set the Baroque standard. Italian libretti were the norm, even when a German composer like Handel found himself writing for London audiences. Italian libretti remained dominant in the classical period as well, for example in the operas of Mozart, who wrote in Vienna near the century's close. Leading Italian-born composers of opera seria include Alessandro Scarlatti, Vivaldi and Porpora.


          


          Reform: Gluck, the attack on the Metastasian ideal, and Mozart
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          Opera seria had its weaknesses and critics, and the taste for embellishment on behalf of the superbly trained singers, and the use of spectacle as a replacement for dramatic purity and unity drew attacks. Francesco Algarotti's Essay on the Opera (1755) proved to be an inspiration for Christoph Willibald Gluck's reforms. He advocated that opera seria had to return to basics and that all the various elements -- music (both instrumental and vocal), ballet, and staging -- must be subservient to the overriding drama. Several composers of the period, including Niccol Jommelli and Tommaso Traetta, attempted to put these ideals into practice. The first to really succeed and to leave a permanent imprint upon the history of opera, however, was Gluck. Gluck tried to achieve a "beautiful simplicity". This is illustrated in the first of his "reform" operas, Orfeo ed Euridice, where vocal lines lacking in the virtuosity of (say) Handel's works are supported by simple harmonies and a notably richer-than-usual orchestral presence throughout.


          Gluck's reforms have had resonance throughout operatic history. Weber, Mozart and Wagner, in particular, were influenced by his ideals. Mozart, in many ways Gluck's successor, combined a superb sense of drama, harmony, melody, and counterpoint to write a series of comedies, notably Cos fan tutte, Le Nozze di Figaro, and Don Giovanni (in collaboration with Lorenzo Da Ponte) which remain among the most-loved, popular and well-known operas today. But Mozart's contribution to opera seria was more mixed; by his time it was dying away, and in spite of such fine works as Idomeneo and La Clemenza di Tito, he would not succeed in bringing the art form back to life again.


          


          Bel canto, Verdi and verismo
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          The bel canto opera movement flourished in the early 19th century and is exemplified by the operas of Rossini, Bellini, Donizetti, Pacini, Mercadante and many others. Literally "beautiful singing", bel canto opera derives from the Italian stylistic singing school of the same name. Bel canto lines are typically florid and intricate, requiring supreme agility and pitch control.


          Following the bel canto era, a more direct, forceful style was rapidly popularized by Giuseppe Verdi, beginning with his biblical opera Nabucco. Verdi's operas resonated with the growing spirit of Italian nationalism in the post-Napoleonic era, and he quickly became an icon of the patriotic movement (although his own politics were perhaps not quite so radical). In the early 1850s, Verdi produced his three most popular operas: Rigoletto, Il trovatore and La traviata. But he continued to develop his style, composing perhaps the greatest French Grand opera, Don Carlos, and ending his career with two Shakespeare-inspired works, Otello and Falstaff, which reveal how far Italian opera had grown in sophistication since the early 19th century.


          After Verdi, the sentimental "realistic" melodrama of verismo appeared in Italy. This was a style introduced by Pietro Mascagni's Cavalleria Rusticana and Ruggiero Leoncavallo's Pagliacci that came virtually to dominate the world's opera stages with such popular works as Giacomo Puccini's La Boheme, Tosca, and Madama Butterfly. Later Italian composers, such as Berio and Nono, have experimented with modernism.


          


          German-language opera


          The first German opera was Dafne, composed by Heinrich Schtz in 1627 (the music has not survived). Italian opera held a great sway over German-speaking countries until the late 18th century. Nevertheless, native forms developed too. In 1644 Sigmund Staden produced the first Singspiel, a popular form of German-language opera in which singing alternates with spoken dialogue. In the late 17th and early 18th centuries, the Theatre am Gnsemarkt in Hamburg presented German operas by Keiser, Telemann and Handel. Yet many of the major German composers of the time, including Handel himself, as well as Graun, Hasse and later Gluck, chose to write most of their operas in foreign languages, especially Italian.


          Mozart's Singspiele, Die Entfhrung aus dem Serail (1782) and Die Zauberflte (1791) were an important breakthrough in achieving international recognition for German opera. The tradition was developed in the 19th century by Beethoven with his Fidelio, inspired by the climate of the French Revolution. Carl Maria von Weber established German Romantic opera in opposition to the dominance of Italian bel canto. His Der Freischtz (1821) shows his genius for creating a supernatural atmosphere. Other opera composers of the time include Marschner, Schubert, Schumann and Lortzing, but the most significant figure was undoubtedly Richard Wagner.
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          Wagner was one of the most revolutionary and controversial composers in musical history. Starting under the influence of Weber and Meyerbeer, he gradually evolved a new concept of opera as a Gesamtkunstwerk (a "complete work of art"), a fusion of music, poetry and painting. In his mature music dramas, Tristan und Isolde, Die Meistersinger von Nrnberg, Der Ring des Nibelungen and Parsifal, he abolished the distinction between aria and recitative in favour of a seamless flow of "endless melody". He greatly increased the role and power of the orchestra, creating scores with a complex web of leitmotivs, recurring themes often associated with the characters and concepts of the drama; and he was prepared to violate accepted musical conventions, such as tonality, in his quest for greater expressivity. Wagner also brought a new philosophical dimension to opera in his works, which were usually based on stories from Germanic or Arthurian legend. Finally, Wagner built his own opera house at Bayreuth, exclusively dedicated to performing his own works in the style he wanted.


          Opera would never be the same after Wagner and for many composers his legacy proved a heavy burden. On the other hand, Richard Strauss accepted Wagnerian ideas but took them in wholly new directions. He first won fame with the scandalous Salome and the dark tragedy Elektra, in which tonality was pushed to the limits. Then Strauss changed tack in his greatest success, Der Rosenkavalier, where Mozart and Viennese waltzes became as important an influence as Wagner. Strauss continued to produce a highly varied body of operatic works, often with libretti by the poet Hugo von Hofmannsthal, right up until Capriccio in 1942. Other composers who made individual contributions to German opera in the early 20th century include Zemlinsky, Hindemith, Kurt Weill and the Italian-born Ferruccio Busoni. The operatic innovations of Arnold Schoenberg and his successors are discussed in the section on modernism.


          


          French opera


          
            [image: 1875 poster for Bizet's Carmen]

            
              1875 poster for Bizet's Carmen
            

          


          In rivalry with imported Italian opera productions, a separate French tradition was founded by the Italian Jean-Baptiste Lully at the court of King Louis XIV. Despite his foreign origin, Lully established an Academy of Music and monopolised French opera from 1672. Starting with Cadmus et Hermione, Lully and his librettist Quinault created tragdie en musique,a form in which dance music and choral writing were particularly prominent. Lully's operas also show a concern for expressive recitative which matched the contours of the French language. In the 18th century, Lully's most important successor was Jean-Philippe Rameau, who composed five tragdies en musique as well as numerous works in other genres such as opera-ballet, all notable for their rich orchestration and harmonic daring. After Rameau's death, the German Gluck was persuaded to produce six operas for the Parisian stage in the 1770s. They show the influence of Rameau, but simplified and with greater focus on the drama. At the same time, by the middle of the 18th century another genre was gaining popularity in France: opra comique. This was the equivalent of the German singspiel, where arias alternated with spoken dialogue. Notable examples in this style were produced by Monsigny, Philidor and, above all, Grtry. During the Revolutionary period, composers such as Mhul and Cherubini, who were followers of Gluck, brought a new seriousness to the genre, which had never been wholly "comic" in any case.


          By the 1820s, Gluckian influence in France had given way to a taste for Italian bel canto, especially after the arrival of Rossini in Paris. Rossini's Guillaume Tell helped found the new genre of Grand opera, a form whose most famous exponent was another foreigner, Giacomo Meyerbeer. Meyerbeer's works, such as Les Huguenots emphasised virtuoso singing and extraordinary stage effects. Lighter opra comique also enjoyed tremendous success in the hands of Boeldieu, Auber, Hrold and Adolphe Adam. In this climate, the operas of the French-born composer Hector Berlioz struggled to gain a hearing. Berlioz's epic masterpiece Les Troyens, the culmination of the Gluckian tradition, was not given a full performance for almost a hundred years.


          In the second half of the 19th century, Jacques Offenbach created operetta with witty and cynical works such as Orphe aux enfers; Charles Gounod scored a massive success with Faust; and Bizet composed Carmen, which, once audiences learned to accept its blend of Romanticism and realism, became the most popular of all opra comiques. Massenet, Saint-Sans and Delibes all composed works which are still part of the standard repertory. At the same time, the influence of Richard Wagner was felt as a challenge to the French tradition. Many French critics angrily rejected Wagner's music dramas while many French composers closely imitated them with variable success. Perhaps the most interesting response came from Claude Debussy. As in Wagner's works, the orchestra plays a leading role in Debussy's unique opera Pellas et Mlisande (1902) and there are no real arias, only recitative. But the drama is understated, enigmatic and completely unWagnerian.


          Other notable 20th century names include Ravel, Dukas, Roussel and Milhaud. Francis Poulenc is one of the very few post-war composers of any nationality whose operas (which include Dialogues des carmlites) have gained a foothold in the international repertory. Olivier Messiaen's lengthy sacred drama Saint Franois d'Assise (1983) has also attracted widespread attention.


          


          English-language opera


          In England, opera's antecedent was the 17th century jig. This was an afterpiece which came at the end of a play. It was frequently libellous and scandalous and consisted in the main of dialogue set to music arranged from popular tunes. In this respect, jigs anticipate the ballad operas of the 18th century. At the same time, the French masque was gaining a firm hold at the English Court, with even more lavish splendour and highly realistic scenery than had been seen before. Inigo Jones became the quintessential designer of these productions, and this style was to dominate the English stage for three centuries. These masques contained songs and dances. In Ben Jonson's Lovers Made Men (1617), "the whole masque was sung after the Italian manner, stilo recitativo".
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          The approach of the English Commonwealth closed theatres and halted any developments that may have led to the establishment of English opera. However, in 1656, the dramatist Sir William Davenant produced The Siege of Rhodes. Since his theatre was not licensed to produce drama, he asked several of the leading composers (Lawes, Cooke, Locke, Coleman and Hudson) to set sections of it to music. This success was followed by The Cruelty of the Spaniards in Peru (1658) and The History of Sir Francis Drake (1659). These pieces were encouraged by Oliver Cromwell because they were critical of Spain. With the English Restoration, foreign (especially French) musicians were welcomed back. In 1673, Thomas Shadwell's Psyche, patterned on the 1671 'comdie-ballet' of the same name produced by Molire and Jean-Baptiste Lully. William Davenant produced The Tempest in the same year, which was the first musical adaption of a Shakespeare play (composed by Locke and Johnson). About 1683, John Blow composed Venus and Adonis, often thought of as the first true English-language opera. Blow's immediate successor was the better known Henry Purcell. Despite the success of his masterwork Dido and Aeneas (1689), in which the action is furthered by the use of Italian-style recitative, much of Purcell's best work was not involved in the composing of typical opera, but instead he usually worked within the constraints of the semi-opera format, where isolated scenes and masques are contained within the structure of a spoken play, such as Shakespeare in Purcell's The Fairy-Queen (1692) and Beaumont and Fletcher in The Prophetess (1690) and Bonduca (1696). The main characters of the play tend not to be involved in the musical scenes, which means that Purcell was rarely able to develop his characters through song. Despite these hindrances, his aim (and that of his collaborator John Dryden) was to establish serious opera in England, but these hopes ended with Purcell's early death at the age of 36.
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          Following Purcell, for many years Great Britain was essentially an outpost of Italianate opera. Handel's opera serias dominated the London operatic stages for decades, and even home-grown composers such as Thomas Arne and John Frederick Lampe wrote using Italian models. This situation continued throughout the 18th and 19th centuries, including in the work of Michael Balfe, and the operas of the great Italian composers, as well as those of Mozart, Beethoven and Meyerbeer, continued to dominate the musical stage in England. The only exceptions were ballad operas, such as John Gay's The Beggar's Opera (1728), musical burlesques, European operettas, and late Victorian era light operas, notably the Savoy Operas of W. S. Gilbert and Arthur Sullivan, all of which types of musical entertainments frequently spoofed operatic conventions. Sullivan wrote only one grand opera, Ivanhoe (following the efforts of a number of young English composers beginning about 1876), but he claimed that even his light operas constituted part of a school of "English" opera, intended to supplant the French operettas (usually performed in bad translations) that had dominated the London stage throughout the 19th century into the 1870s. London's Daily Telegraph agreed, describing The Yeomen of the Guard as "...a genuine English opera, forerunner of many others, let us hope, and possibly significant of an advance towards a national lyric stage."


          In the 20th century, English opera began to assert more independence, with works of Ralph Vaughan Williams and in particular Benjamin Britten, who in a series of fine works that remain in standard repertory today, revealed an excellent flair for the dramatic and superb musicality. Today composers such as Thomas Ads continue to export English opera abroad. More recently Sir Harrison Birtwistle has emerged as one of Britain's most significant contemporary composers from his first opera Punch and Judy to his most recent critical success in The Minotaur.


          Also in the 20th century, American composers like Leonard Bernstein, Gershwin, Gian Carlo Menotti, and Carlisle Floyd began to contribute English-language operas infused with touches of popular musical styles. They were followed by modernists like Philip Glass, Mark Adamo, John Coolidge Adams, and Jake Heggie.


          


          Russian opera
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          Opera was brought to Russia in the 1730s by the Italian operatic troupes and soon it became an important part of entertainment for the Russian Imperial Court and aristocracy. Many foreign composers such as Baldassare Galuppi, Giovanni Paisiello, Giuseppe Sarti, and Domenico Cimarosa (as well as various others) were invited to Russia to compose new operas, mostly in the Italian language. Simultaneously some domestic musicians like Maksym Berezovsky and Dmytro Bortniansky were sent abroad to learn to write operas. The first opera written in Russian was Tsefal i Prokris by the Italian composer Francesco Araja (1755). The development of Russian-language opera was supported by the Russian composers Vasily Pashkevich, Yevstigney Fomin and Alexey Verstovsky.


          However, the real birth of Russian opera came with Mikhail Glinka and his two great operas A Life for the Tsar, (1836) and Ruslan and Lyudmila (1842). After him in the 19th century in Russia there were written such operatic masterpieces as Rusalka and The Stone Guest by Alexander Dargomyzhsky, Boris Godunov and Khovanshchina by Modest Mussorgsky, Prince Igor by Alexander Borodin, Eugene Onegin and The Queen of Spades by Pyotr Tchaikovsky, and The Snow Maiden and Sadko by Nikolai Rimsky-Korsakov. These developments mirrored the growth of Russian nationalism across the artistic spectrum, as part of the more general Slavophilism movement.


          In the 20th century the traditions of Russian opera were developed by many composers including Sergei Rachmaninov in his works The Miserly Knight and Franchesca da Rimini, Igor Stravinsky in Le Rossignol, Mavra, Oedipus rex, and The Rake's Progress, Sergei Prokofiev in The Gambler, The Love for Three Oranges, The Fiery Angel, Betrothal in a Monastery, and War and Peace; as well as Dmitri Shostakovich in The Nose and Lady Macbeth of the Mtsensk District, Edison Denisov in L'cume des jours, and Alfred Schnittke in Life With an Idiot, and Historia von D. Johann Fausten.


          


          Other national operas


          Spain also produced its own distinctive form of opera, known as zarzuela, which had two separate flowerings: one in the 17th century, and another beginning in the mid-19th century. During the 18th century, Italian opera was immensely popular in Spain, supplanting the native form.
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          Czech composers also developed a thriving national opera movement of their own in the 19th century, starting with Bedřich Smetana who wrote eight operas including the internationally popular The Bartered Bride. Antonn Dvořk, most famous for Rusalka, wrote 13 operas; and Leo Janček gained international recognition in the 20th century for his innovative works including Jenůfa, The Cunning Little Vixen, and Kťa Kabanov.


          The key figure of Hungarian national opera in the 19th century was Ferenc Erkel, whose works mostly dealt with historical themes. Among his most often performed operas are Hunyadi Lszl and Bnk bn. The most famous modern Hungarian opera is Bla Bartk's Duke Bluebeard's Castle.


          The best-known composer of Polish national opera was Stanislaw Moniuszko, most celebrated for the opera Straszny Dwr. In the 20th century, other operas created by Polish composers included King Roger by Karol Szymanowski and Ubu Rex by Krzysztof Penderecki.


          


          Contemporary, recent, and Modernist trends


          


          Modernism


          Perhaps the most obvious stylistic manifestation of modernism in opera is the development of atonality. The move away from traditional tonality in opera had begun with Wagner, and in particular the Tristan chord. Composers such as Richard Strauss, Claude Debussy, Giacomo Puccini, Paul Hindemith and Hans Pfitzner pushed Wagnerian harmony further with a more extreme use of chromaticism and greater use of dissonance.
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          Operatic Modernism truly began in the operas of two Viennese composers, Arnold Schoenberg and his acolyte Alban Berg, both composers and advocates of atonality and its later development (as worked out by Schoenberg), dodecaphony. Schoenberg's early musico-dramatic works, Erwartung (1909, premiered in 1924) and Die glckliche Hand display heavy use of chromatic harmony and dissonance in general. Schoenberg also occasionally used Sprechstimme, which he described as: "The voice rising and falling relative to the indicated intervals, and everything being bound together with the time and rhythm of the music except where a pause is indicated".


          The two operas of Schoenberg's pupil Alban Berg, Wozzeck and Lulu (left incomplete at his death) share many of the same characteristics as described above, though Berg combined his highly personal interpretation of Schoenberg's twelve-tone technique with melodic passages of a more traditionally tonal nature (quite Mahlerian in character) which perhaps partially explains why his operas have remained in standard repertory, despite their controversial music and plots. Schoenberg's theories have influenced (either directly or indirectly) significant numbers of opera composers ever since, even if they themselves did not compose using his techniques. Composers thus influenced include the Englishman Benjamin Britten, the German Hans Werner Henze, and the Russian Dmitri Shostakovich. ( Philip Glass also makes use of atonality, though his style is generally described as minimalist, usually thought of as another 20th century development.)


          However, operatic modernism's use of dodecaphony sparked a backlash among several leading composers. Prominent among the vanguard of these was the Russian Igor Stravinsky. After composing obviously Modernist music for the Diaghilev-produced ballets Petrushka and The Rite of Spring, in the 1920s Stravinsky turned to Neoclassicism, culminating in his opera-oratorio Oedipus Rex. When he did compose a full-length opera that was without doubt an opera (after his Rimsky-Korsakov-inspired works The Nightingale (1914), and Mavra (1922)), in The Rake's Progress he continued to ignore serialist techniques and wrote an 18th century-style "number" opera, using diatonicism. His resistance to serialism (which ended at the death of Schoenberg) proved to be an inspiration for many other composers.


          


          Other trends


          A common trend throughout the 20th century, in both opera and general orchestral repertoire, is the downsizing of orchestral forces. As patronage of the arts decreases, new works are commissioned and performed with smaller budgets, very often resulting in chamber-sized works, and one act operas. Many of Benjamin Britten's operas are scored for as few as 13 instrumentalists; Mark Adamo's two-act realization of Little Women is scored for 18 instrumentalists.


          Another feature of 20th century opera is the emergence of contemporary historical operas. The Death of Klinghoffer and Nixon in China by John Adams, and Dead Man Walking by Jake Heggie exemplify the dramatisation on stage of events in recent living memory, where characters portrayed in the opera were alive at the time of the premiere performance. Earlier models of opera generally stuck to more distant history, re-telling contemporary fictional stories (reworkings of popular plays), or mythical/legendary stories.


          The Metropolitan Opera reports that the average age of its patrons is now 60. Many opera companies have experienced a similar trend, and opera company websites are replete with attempts to attract a younger audience. This trend is part of the larger trend of greying audiences for classical music since the last decades of the 20th century. In an effort to attract younger audiences, the Met offers a student discount on ticket purchases. Smaller companies like Opera Carolina offer discounts and happy hour events to the 2140 year old demographic. In addition to radio and television broadcasts of opera performances, which have had some success in gaining new audiences, broadcasts of live performances in HD to movie theatres have shown the potential to reach new audiences. Since 2006, the Met has broadcast live performances to several hundred movie screens all over the world.


          


          From musicals back towards opera


          Also by the late 1930s, some musicals began to be written with a more operatic structure. These works include complex polyphonic ensembles and reflect musical developments of their times. Porgy and Bess, influenced by jazz styles, and Candide, with its sweeping, lyrical passages and farcical parodies of opera, both opened on Broadway but became accepted as part of the opera repertory. Show Boat, West Side Story, Brigadoon, Sweeney Todd, Evita, The Light in the Piazza and others tell dramatic stories through complex music and are now sometimes seen in opera houses. Some musicals, beginning with Tommy (1969) and Jesus Christ Superstar (1971) and continuing through Les Miserables (musical) (1980), Rent (1996) and Spring Awakening (2006), utilize various operatic conventions, such as through composition, recitative instead of dialogue, leitmotifs, and dramatic stories told predominantly through rock or pop music.


          


          Acoustic enhancement with speakers


          A subtle type of sound reinforcement called acoustic enhancement is used in some concert halls where operas are performed. Acoustic enhancement systems help give a more even sound in the hall and prevent "dead spots" in the audience seating area by "...augment[ing] a hall's intrinsic acoustic characteristics." The systems use "...an array of microphones connected to a computer [which is] connected to an array of loudspeakers." However, as concertgoers have become aware of the use of these systems, debates have arisen, because "...purists maintain that the natural acoustic sound of [Classical] voices [or] instruments in a given hall should not be altered."


          Kai Harada's article "Opera's Dirty Little Secret" states that opera houses have begun using electronic acoustic enhancement systems "...to compensate for flaws in a venue's acoustical architecture." Despite the uproar that has arisen amongst operagoers, Harada points out that none of the opera houses using acoustic enhancement systems "...use traditional, Broadway-style sound reinforcement, in which most if not all singers are equipped with radio microphones mixed to a series of unsightly loudspeakers scattered throughout the theatre." Instead, most opera houses use the sound reinforcement system for acoustic enhancement, and for subtle boosting of offstage voices, onstage dialogue, and sound effects (e.g., church bells in Tosca or thunder in Wagnerian operas).


          


          Operatic voices


          


          Vocal classifications


          Singers and the roles they play are classified by voice type, based on the tessitura, agility, power and timbre of their voices. Male singers can be loosely classified by vocal range as bass, bass-baritone, baritone, tenor and countertenor, and female singers as contralto, mezzo-soprano and soprano. (Men sometimes sing in the "female" vocal ranges, in which case they are termed sopranist or countertenor. Of these, only the countertenor is commonly encountered in opera, sometimes singing parts written for castrati -- men neutered at a young age specifically to give them a higher singing range.) Singers are then classified by voice type - for instance, a soprano can be described as a lyric soprano, coloratura, soubrette, spinto, or dramatic soprano. These terms, although not fully describing a singing voice, associate the singer's voice with the roles most suitable to the singer's vocal characteristics. A particular singer's voice may change drastically over his or her lifetime, rarely reaching vocal maturity until the third decade, and sometimes not until middle age.


          


          Historical use of voice parts


          The soprano voice has typically been used throughout operatic history as the voice of choice for the female protagonist of the opera in question. The current emphasis on a wide vocal range was primarily an invention of the Classical period. Before that, the vocal virtuosity, not range, was the priority, with soprano parts rarely extending above a high A (Handel, for example, only wrote one role extending to a high C), though the castrato Farinelli was alleged to possess a top D (his lower range was also extraordinary, extending to tenor C). The mezzo-soprano, a term of comparatively recent origin, also has a large repertoire, ranging from the female lead in Purcell's Dido and Aeneas to such heavyweight roles as Brangne in Wagner's Tristan und Isolde (these are both roles sometimes sung by sopranos; there is quite a lot of "movement" between these two voice-types). For the true contralto, the range of parts is more limited, hence the saying that contraltos only sing "Witches, bitches, and britches". In recent years many of the trouser roles from the Baroque era, originally written for women, and those originally sung by castrati, have been assigned to countertenors.


          The tenor voice, from the Classical era onwards, has traditionally been assigned the role of male protagonist. Many of the most challenging tenor roles in the repertory were written during the bel canto era, such as Donizetti's sequence of 9 Cs above middle C during La fille du rgiment. With Wagner came an emphasis on vocal heft for his protagonist roles, with this vocal category described as Heldentenor; this heroic voice had its more Italianate counterpart in such roles as Calaf in Puccini's Turandot. Basses have a long history in opera, having been used in opera seria in supporting roles, and sometimes for comic relief (as well as providing a contrast to the preponderance of high voices in this genre). The bass repertoire is wide and varied, stretching from the comedy of Leporello in Don Giovanni to the nobility of Wotan in Wagner's Ring Cycle. In between the bass and the tenor is the baritone, which also varies in "weight" from say, Guglielmo in Mozart's Cos fan tutte to Posa in Verdi's Don Carlos; the actual designation "baritone" was not used until the mid-nineteenth century.


          


          Famous singers


          
            [image: The castrato Senesino, c. 1720]

            
              The castrato Senesino, c. 1720
            

          


          Early performances of opera were too infrequent for singers to make a living exclusively from the style, but with the birth of commercial opera in the mid-17th century, professional performers began to emerge. The role of the male hero was usually entrusted to a castrato, and by the 18th century, when Italian opera was performed throughout Europe, leading castrati who possessed extraordinary vocal virtuosity, such as Senesino and Farinelli, became international stars. The career of the first major female star (or prima donna), Anna Renzi, dates to the mid-1600s. In the 18th century, a number of Italian sopranos gained international renown and often engaged in fierce rivalry, as was the case with Faustina Bordoni and Francesca Cuzzoni, who started a fist fight with one another during a performance of a Handel opera. The French disliked castrati, preferring their male heroes to be sung by a haute-contre (a high tenor), of which Joseph Legros was a leading example.


          Though opera patronage has decreased in the last century in favour of other arts and media, such as musicals, cinema, radio, television and recordings, mass media has also supported the popularity of famous singers such as Luciano Pavarotti, Placido Domingo, and Jose Carreras (" The Three Tenors"). Other famous 21st century performers include Renee Fleming and various other artists who have gained note as "crossover" performers by featuring in pop music and movie scores.


          


          Cinema


          Major opera houses and production companies have begun broadcasting their performances to local cinemas throughout the United States and in many other countries. The Metropolitan Opera, first opened in 1883, began high-definition television transmissions in 2006.. Many of its performances are also shown live in movie theaters around the world. In 2007, Met performances were shown in over 424 theaters in 350 U.S. cities. La bohme went out to 671 screens world-wide. The Met remains the only company that transmits all of its performances live, although in many cases this is only via radio broadcast. San Francisco Opera, founded in 1923, began prerecorded broadcasts in March 2008. As of June 2008, approximately 125 theaters in 117 U.S. cities carry the broadcast. Their distribution company, Bigger Picture, screens the operas with the same HD digital cinema projectors used for major Hollywood films. European opera houses and festivals such as La Scala in Milan, the Salzburg Festival, La Fenice in Venice and the Maggio Musicale in Florence have also broadcast their productions to 91 theaters in 90 U.S. cities since 2006.
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          Operations Research (OR) in the US, and Operational Research in the UK, is an interdisciplinary branch of applied mathematics which uses methods like mathematical modeling, statistics, and algorithms to arrive at optimal or good decisions in complex problems which are concerned with optimizing the maxima (profit, faster assembly line, greater crop yield, higher bandwidth, etc) or minima (cost loss, lowering of risk, etc) of some objective function. The eventual intention behind using operations research is to elicit a best possible solution to a problem mathematically, which improves or optimizes the performance of the system.


          


          Overview


          The terms operations research and management science are often used synonymously. When a distinction is drawn, management science generally implies a closer relationship to the problems of business management. Operations research also closely relates to Industrial engineering. Industrial engineering takes more of an engineering point of view, and industrial engineers typically consider Operations Research (OR) techniques to be a major part of their toolset.


          Some of the primary tools used by operations researchers are statistics, optimization, stochastics, queuing theory, game theory, graph theory, decision analysis, and simulation. Because of the computational nature of these fields, OR also has ties to computer science, and operations researchers regularly use custom-written or off-the-shelf software.


          Operations research is distinguished by its frequent use to examine an entire system, rather than concentrating only on specific elements (though this is often done as well). An operations researcher faced with a new problem is expected to determine which techniques are most appropriate given the nature of the system, the goals for improvement, and constraints on time and computing power. For this and other reasons, the human element of OR is vital. Like any other tools, OR techniques cannot solve problems by themselves.


          
            	Scope of operations research

          


          A few examples of applications in which operations research is currently used include:


          
            	designing the layout of a factory for efficient flow of materials


            	constructing a telecommunications network at low cost while still guaranteeing QoS (quality of service) or QoE (Quality of Experience) if particular connections become very busy or get damaged


            	road traffic management and 'one way' street allocations i.e. allocation problems.


            	determining the routes of school buses (or city buses) so that as few buses are needed as possible


            	designing the layout of a computer chip to reduce manufacturing time (therefore reducing cost)


            	managing the flow of raw materials and products in a supply chain based on uncertain demand for the finished products


            	efficient messaging and customer response tactics


            	roboticizing or automating human-driven operations processes


            	globalizing operations processes in order to take advantage of cheaper materials, labor, land or other productivity inputs


            	managing freight transportation and delivery systems (Examples: LTL Shipping, intermodal freight transport)


            	scheduling:

              
                	personnel staffing


                	manufacturing steps


                	project tasks


                	network data traffic: these are known as queueing models or queueing systems.


                	sports events and their television coverage

              

            


            	blending of raw materials in oil refineries

          


          Operations research is also used extensively in government where evidence-based policy is used.


          


          History


          Some say that Charles Babbage (1791-1871) is the "father of operations research" because his research into the cost of transportation and sorting of mail led to England's universal " Penny Post" in 1840. The modern field of operations research arose during World War II. Scientists in the United Kingdom including Patrick Blackett, Cecil Gordon, C. H. Waddington, Owen Wansbrough-Jones and Frank Yates, and in the United States with George Dantzig looked for ways to make better decisions in such areas as logistics and training schedules. After the war it began to be applied to similar problems in industry.


          Blackett's team made a number of crucial analyses which aided the war effort. Britain introduced the convoy system to reduce shipping losses, but while the principle of using warships to accompany merchant ships was generally accepted, it was unclear whether it was better for convoys to be small or large. Convoys travel at the speed of the slowest member, so small convoys can travel faster. It was also argued that small convoys would be harder for German U-boats to detect. On the other hand, large convoys could deploy more warships against an attacker. Blackett's staff showed that the losses suffered by convoys depended largely on the number of escort vessels present, rather than on the overall size of the convoy. Their conclusion, therefore, was that a few large convoys are more defensible than many small ones.


          In another piece of work, Blackett's team analysed a report of a survey carried out by RAF Bomber Command. For the survey, Bomber Command inspected all bombers returning from bombing raids over Germany over a particular period. All damage inflicted by German air defenses was noted and the recommendation was given that armour be added in the most heavily damaged areas. Their suggestion to remove some of the crew so that an aircraft loss would result in fewer personnel loss was rejected by RAF command. Blackett's team instead made the surprising and counter-intuitive recommendation that the armour be placed in the areas which were completely untouched by damage, according to the survey. They reasoned that the survey was biased, since it only included aircraft that successfully came back from Germany. The untouched areas were probably vital areas, which, if hit, would result in the loss of the aircraft.


          When the Germans organised their air defences into the Kammhuber Line, it was realised that if the RAF bombers were to fly in a bomber stream they could overwhelm the night fighters who flew in individual cells directed to their targets by ground controllers. It was then a matter of calculating the statistical loss from collisions against the statistical loss from night fighters to calculate how close the bombers should fly to minimise RAF losses.


          It is known as "operational research" in the United Kingdom ("operational analysis" within the UK military and UK Ministry of Defence, where OR stands for "Operational Requirement") and as "operations research" in most other English-speaking countries, though OR is a common abbreviation everywhere. With expanded techniques and growing awareness, OR is no longer limited to only operations, and the proliferation of computer data collection has relieved analysts of much of the more mundane research. But the OR analyst must still know how a system operates, and learn to perform even more sophisticated research than ever before. In every sense the name OR still applies, more than a half century later.


          


          Societies and journals


          
            	Societies

          


          The International Federation of Operational Research Societies is an umbrella organization for operations research societies worldwide. Significant among these are the:


          
            	Institute for Operations Research and the Management Sciences (INFORMS)


            	Operational Research Society.


            	EURO is the association of European Operational Research Societies.


            	CORS is the Canadian Operations Research Society.


            	ASOR is the Australian Society for Operations Research.


            	MORS is the Military Operations Research Society: based in the United States since 1966 with the objective of enhancing the quality and usefulness of military operations research analysis in support of defense decisions.


            	ORSNZ is the Operations Research Society of New Zealand.


            	ORSP is the Operations Research Society of the Philippines


            	ORSI the Operational Research Society of India. and


            	ORSSA the Operations Research Society of South Africa.

          


          In 2004 INFORMS began an initiative to better market the OR profession, including a website entitled The Science of Better which provides an introduction to OR and examples of successful applications of OR to industrial problems.


          
            	Journals

          


          INFORMS publishes 12 scholarly journals about operations research, including the Top 2 journals in their class, according to 2005 Journal Citation Reports. include:


          
            	Decision Analysis,


            	Information Systems Research,


            	INFORMS Journal on Computing,


            	Interfaces,


            	Management Science,


            	Manufacturing & Service Operations Management,


            	Marketing Science,


            	Mathematics of Operations Research,


            	Operations Research,


            	Organization Science,


            	Transportation Science, and


            	INFORMS Transactions on Education: open access journal.

          


          
            	Other journals

          


          
            	European Journal of Operational Research (EJOR): Founded in 1975 and is presently by far the largest Operational Research journal in the world with its around 9,000 pages of published papers per year. In 2004, its total number of cites was the second largest amongst Operational Research and Management Science journals.


            	Journal of The Operational Research Society (JORS): is an official journal of The OR Society.


            	INFOR Journal: published and sponsored by the Canadian Operational Research Society.


            	Opsearch: official journal of the Operational Research Society of India.


            	TOP: Official journal of the Spanish Society of Statistics and Operations Research.


            	JDMS: The Journal of Defense Modeling and Simulation: Applications, Methodology, Technology. Quarterly journal devoted to advancing the science of modeling and simulation as it relates to the military and defense.
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          In mathematics, an operator is a function, that operates on (or modifies) another function. Often, an "operator" is a function that acts on functions to produce other functions (the sense in which Oliver Heaviside used the term); or it may be a generalization of such a function, as in linear algebra, where some of the terminology reflects the origin of the subject in operations on the functions that are solutions of differential equations. An operator can perform a function on any number of operands (inputs) though most often there is only one operand.


          An operator might also be called an operation, but the point of view is different. For instance, one can say "the operation of addition" (but not the "operator of addition") when focusing on the operands and result. One says "addition operator" when focusing on the process of addition, or from the more abstract viewpoint, the function +: SS  S.


          


          Notation


          An operator name or operator symbol is a notation that denotes a particular operator. When there is no danger of confusion, an operator name or operator symbol may be referred to more briefly as an "operator". Strictly speaking, however, the operator is a mathematical object and not the syntactic entity that denotes it. The reason for identifying it with its notation is that there are some operators that have come to have standard notations.


          


          Simple examples of operators


          In linear algebra an "operator" is a linear operator. In analysis an "operator" may be a differential operator, to perform ordinary differentiation, or an integral operator, to perform ordinary integration.


          One example is a differential operator, is the derivative itself. The corresponding operator name D, when placed before a differentiable function f, indicates that the function is to be differentiated with respect to the variable.


          


          Operators versus functions


          The word operator can in principle be applied to any function. However, in practice it is most often applied to functions that operate on mathematical entities of higher complexity than real numbers, such as vectors, random variables, or mathematical expressions. The differential and integral operators, for example, have domains and codomains whose elements are mathematical expressions of indefinite complexity. In contrast, functions with vector-valued domains but scalar ranges are called functionals and forms.


          In general, if either the domain or codomain (or both) of a function contains elements significantly more complex than real numbers, that function is referred to as an operator. Conversely, if neither the domain nor the codomain of a function contain elements more complicated than real numbers, that function is likely to be referred to simply as a function. Trigonometric functions such as cosine are examples of the latter case.


          Additionally, when functions are used so often that they have evolved faster or easier notations than the generic F(x,y,z,...) form, the resulting special forms are also called operators. Examples include infix operators such as addition "+" and division "/", and postfix operators such as factorial "!". This usage is unrelated to the complexity of the entities involved.


          


          Influences from other disciplines


          Concepts from other disciplines, including in physics and to a lesser degree computer science, have influenced the ways in which operators are perceived and used.


          


          Physics


          The mutual influence between physics and mathematics regarding the concept of operators has been long-term, beginning in the early 1900s, and profound in both directions. Quantum mechanics in particular was forced to move from classical measurement strategies involving only simple numeric values to the use of operators that transformed and manipulated far less intuitive entities. These included vectors in both real space and in generalizations of real space called Hilbert spaces, spinors, and various forms of matrices. The great physicist P.A.M. Dirac captured the importance of the relationship between quantum physics and mathematics by saying "Physical laws should have mathematical beauty and simplicity."


          


          Examples of mathematical operators


          This section concentrates on illustrating the expressive power of the operator concept in mathematics. Please refer to individual topics pages for further details.


          


          Linear operators


          The most common kind of operator encountered are linear operators. In talking about linear operators, the operator is signified generally by the letters T or L. Linear operators are those which satisfy the following conditions; take the general operator T, the function acted on under the operator T, written as f(x), and the constant a:


          
            	T(f(x) + g(x)) = T(f(x)) + T(g(x))


            	T(af(x)) = aT(f(x))

          


          Many operators are linear. For example, the differential operator and Laplacian operator, which we will see later.


          Linear operators are also known as linear transformations or linear mappings. Many other operators one encounters in mathematics are linear, and linear operators are the most easily studied (Compare with nonlinearity).


          Such an example of a linear transformation between vectors in R2 is reflection: given a vector x = (x1, x2)


          
            	Q(x1, x2) = (x1, x2)

          


          We can also make sense of linear operators between generalisations of finite- dimensional vector spaces. For example, there is a large body of work dealing with linear operators on Hilbert spaces and on Banach spaces. See also operator algebra.


          


          Operators in probability theory


          Operators are also involved in probability theory. Such operators as expectation, variance, covariance, factorials, etc.


          


          Operators in calculus


          Calculus is, essentially, the study of two particular operators: the differential operator D = d/dt, and the indefinite integral operator [image: \int_0^t]. These operators are linear, as are many of the operators constructed from them. In more advanced parts of mathematics, these operators are studied as a part of functional analysis.


          


          The differential operator


          The differential operator is an operator which is fundamentally used in calculus to denote the action of taking a derivative. Common notations are dy/dx, and y'(x) to denote the derivative of y(x). Here, however, we will use the notation that is closest to the operator notation we have been using; that is, using Df to represent the action of taking the derivative of f.


          


          Integral operators


          Given that integration is an operator as well (inverse of differentiation), we have some important operators we can write in terms of integration.


          


          Convolution


          The convolution [image: *\,] is a mapping from two functions f(t) and g(t) to another function, defined by an integral as follows:


          
            	[image: (f * g)(t) = \int_0^t f(\tau) g(t - \tau) \,d\tau.]

          


          


          Fourier transform


          The Fourier transform is used in many areas, not only in mathematics, but in physics and in signal processing, to name a few. It is another integral operator; it is useful mainly because it converts a function on one (spatial) domain to a function on another (frequency) domain, in a way that is effectively invertible. Nothing significant is lost, because there is an inverse transform operator. In the simple case of periodic functions, this result is based on the theorem that any continuous periodic function can be represented as the sum of a series of sine waves and cosine waves:


          
            	[image: f(t) = {a_0 \over 2} + \sum_{n=1}^{\infty}{ a_n \cos ( \omega n t ) + b_n \sin ( \omega n t ) } ]

          


          When dealing with general function R  C, the transform takes on an integral form:


          
            	[image: f(t) = {1 \over \sqrt{2 \pi}} \int_{- \infty}^{+ \infty}{g( \omega )e^{ i \omega t } \,d\omega }. ]

          


          


          Laplacian transform


          The Laplace transform is another integral operator and is involved in simplifying the process of solving differential equations.


          Given f = f(s), it is defined by:


          
            	[image: F(s) = (\mathcal{L}f)(s) =\int_0^\infty e^{-st} f(t)\,dt.]

          


          



          


          Fundamental operators on scalar and vector fields


          Three main operators are key to vector calculus, the operator , known as gradient, where at a certain point in a scalar field forms a vector which points in the direction of greatest change of that scalar field. In a vector field, the divergence is an operator that measures a vector field's tendency to originate from or converge upon a given point. Curl, in a vector field, is a vector operator that shows a vector field's tendency to rotate about a point.


          


          Relation to type theory


          In type theory, an operator itself is a function, but has an attached type indicating the correct operand, and the kind of function returned. Functions can therefore conversely be considered operators, for which we forget some of the type baggage, leaving just labels for the domain and codomain.


          


          Operators in physics


          In physics, an operator often takes on a more specialized meaning than in mathematics. Operators as observables are a key part of the theory of quantum mechanics. In that context operator often means a linear transformation from a Hilbert space to another, or (more abstractly) an element of a C*-algebra.


          


          Operators in computer programming languages


          In general, the term 'operator' in computer programming languages has the same meaning as in mathematics. This is particularly true in functional programming languages, where an operator is also a function.


          


          Operators as primitives


          However, most programming languages distinguish between operators and functions in that operators are a special primitive part of the language, both syntactically and in terms of functionality. For example, most languages provide a ' +' (addition) operator, which adds two numbers without making a function call.


          In many languages, this behaviour is totally different from that of a function call. For example, in C (and many derivatives such as Java), the arithmetic operators can act on any numeric data type, while functions are only allowed to act on a single explicit type.


          Other languages (primarily older ones) do not have functions which return values at all. However, they often still have operators which do return values, widening the distinction between operators and functions.


          


          Non-mathematical operators


          Programming languages often feature non-mathematical operators. These may include operators which reference or dereference pointers, which access array elements, or get the size of a data type. They may also include compound operators such as "+=", which increments a variable by a given value.


          


          Operators in assembly language


          In assembly language programming, the term "operator" may refer to the opcode of a given instruction. This is very similar to the primitive concept of an operator in a higher-level language.
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          Oppression is the negative outcome experienced by people targeted by the cruel exercise of power in a society or social group. It is particularly closely associated with nationalism and derived social systems, wherein identity is built by antagonism to the other. The term itself derives from the idea of being "weighted down."


          The term oppression is primarily used to describe how a certain group is being kept down by unjust use of force, authority, or societal norms. When this is institutionalized formally or informally in a society, it is referred to as "systematic oppression". Oppression is most commonly felt and expressed by a widespread, if unconscious, assumption that a certain group of people are inferior. Oppression is rarely limited solely to government action. Individuals can be victims of oppression, and in this case have no group membership to share their burden of being ostracized.


          In psychology, racism, sexism and other prejudices are often studied as individual beliefs which, although not necessarily oppressive in themselves, can lead to oppression if they are acted on, or codified into law or other systems. By comparison, in sociology, these prejudices are often studied as being institutionalized systems of oppression in some societies. In sociology, the tools of oppression include a progression of denigration, dehumanization, and demonization; which often generate scapegoating, which is used to justify aggression against targeted groups and individuals.


          The Universal Declaration of Human Rights and the concept of Human Rights in general were designed to challenge oppression by giving a clear articulation of what limits should be placed on the power of any entity to unfairly control an individual or group of people.


          A hierarchy of oppression is a ranking ( hierarchy) of relative oppressions according to arbitrariness and cruelty, or according to the perceived negative effects on oppressed communities. Hierarchies of oppression are seen by many human rights advocates as problematic, though hierarchies of oppression are often widespread even when unstated or unconscious.


          When oppression is systematized through coercion, threats of violence, or violence by government agencies or non-government paramilitiaries with a political motive, it is often called Political repression. More subtle forms of political oppression/repression can be produced by blacklisting or individualized investigations such as happened during McCarthyism in the United States.


          Transnational systems of oppression include colonialism, imperialism, and totalitarianism, and can generate a resistance movement to challenge the oppressive status quo.


          


          Resistance


          Several movements have arisen that specifically aim to oppose, analyse and counter oppression in general; examples include Liberation Theology in the Catholic world, and Re-evaluation Counselling in the psychotherapuetic arena.
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              Optical fibers
            

          


          An optical fibre (or fibre) is a glass or plastic fibre that carries light along its length. Fibre optics is the overlap of applied science and engineering concerned with the design and application of optical fibers. Optical fibers are widely used in fibre-optic communication, which permits transmission over longer distances and at higher data rates than other forms of communications. Fibers are used instead of metal wires because signals travel along them with less loss, and they are immune to electromagnetic interference. Optical fibers are also used to form sensors, and in a variety of other applications.


          Light is kept in the "core" of the optical fibre by total internal reflection. This causes the fibre to act as a waveguide. Fibers which support many propagation paths or transverse modes are called multimode fibers (MMF). Fibers which support only a single mode are called singlemode fibers (SMF). Multimode fibers generally have a large-diameter core, and are used for short-distance communication links or for applications where high power must be transmitted. Singlemode fibers are used for most communication links longer than 200 meters.


          Joining lengths of optical fibre is more complex than joining electrical wire or cable. The ends of the fibers must be carefully cleaved, and then spliced together either mechanically or by fusing them together with an electric arc. Special connectors are used to make removable connections.


          


          History


          Guiding of light by refraction, the principle that makes fibre optics possible, was first demonstrated by Daniel Colladon and Jacques Babinet in Paris in the 1840s, with Irish inventor John Tyndall offering public displays using water-fountains ten years later. Practical applications, such as close internal illumination during dentistry, appeared early in the twentieth century. Image transmission through tubes was demonstrated independently by the radio experimenter Clarence Hansell and the television pioneer John Logie Baird in the 1920s. The principle was first used for internal medical examinations by Heinrich Lamm in the following decade. In 1952, physicist Narinder Singh Kapany conducted experiments that led to the invention of optical fiber, based on Tyndall's earlier studies; modern optical fibers, where the glass fibre is coated with a transparent cladding to offer a more suitable refractive index, appeared later in the decade. Development then focused on fiber bundles for image transmission. The first fibre optic semi-flexible gastroscope was patented by Basil Hirschowitz, C. Wilbur Peters, and Lawrence E. Curtiss, researchers at the University of Michigan, in 1956. In the process of developing the gastroscope, Curtiss produced the first glass-clad fibers; previous optical fibers had relied on air or impractical oils and waxes as the low-index cladding material. A variety of other image transmission applications soon followed. The advent of ultrapure silicon for semiconductor devices made low-loss silica fibre practical.


          In 1965, Charles K. Kao and George A. Hockham of the British company Standard Telephones and Cables were the first to suggest that attenuation of contemporary fibers was caused by impurities, which could be removed, rather than fundamental physical effects such as scattering. They speculated that optical fibre could be a practical medium for communication, if the attenuation could be reduced below 20 dB per kilometer. This attenuation level was first achieved in 1970, by researchers Robert D. Maurer, Donald Keck, Peter C. Schultz, and Frank Zimar working for American glass maker Corning Glass Works, now Corning Inc. They demonstrated a fibre with 17 dB optic attenuation per kilometer by doping silica glass with titanium. A few years later they produced a fibre with only 4 dB/km using germanium oxide as the core dopant. Such low attenuations ushered in optical fiber telecommunications and enabled the Internet. Nowadays, attenuations in optical cables are far less than those in electrical copper cables, leading to long-haul fibre connections with repeater distances of 500800 km.


          The erbium-doped fibre amplifier, which reduced the cost of long-distance fibre systems by reducing or even in many cases eliminating the need for optical-electrical-optical repeaters, was co-developed by teams led by David Payne of the University of Southampton, and Emmanuel Desurvire at Bell Laboratories in 1986. The more robust optical fibre commonly used today utilizes glass for both core and sheath and is therefore less prone to aging processes. It was invented by Gerhard Bernsee in 1973 by Schott Glass in Germany.


          In 1991, the emerging field of photonic crystals led to the development of photonic crystal fibre (Science (2003), vol 299, page 358), which guides light by means of diffraction from a periodic structure, rather than total internal reflection. The first photonic crystal fibers became commercially available in 1996. Photonic crystal fibers can be designed to carry higher power than conventional fibre, and their wavelength dependent properties can be manipulated to improve their performance in certain applications.


          


          Applications


          


          Optical fibre communication


          Optical fibre can be used as a medium for telecommunication and networking because it is flexible and can be bundled as cables. It is especially advantageous for long-distance communications, because light propagates through the fibre with little attenuation compared to electrical cables. This allows long distances to be spanned with few repeaters. Additionally, the light signals propagating in the fibre can be modulated at rates as high as 40 Gb/s , and each fibre can carry many independent channels, each by a different wavelength of light ( wavelength-division multiplexing). Over short distances, such as networking within a building, fiber saves space in cable ducts because a single fiber can carry much more data than a single electrical cable. Fibre is also immune to electrical interference, which prevents cross-talk between signals in different cables and pickup of environmental noise. Also, wiretapping is more difficult compared to electrical connections, and there are concentric dual core fibers that are said to be tap-proof. Because they are non-electrical, fibre cables can bridge very high electrical potential differences and can be used in environments where explosive fumes are present, without danger of ignition.


          Although fibers can be made out of transparent plastic, glass, or a combination of the two, the fibers used in long-distance telecommunications applications are always glass, because of the lower optical attenuation. Both multi-mode and single-mode fibers are used in communications, with multi-mode fiber used mostly for short distances (up to 500 m), and single-mode fibre used for longer distance links. Because of the tighter tolerances required to couple light into and between single-mode fibers (core diameter about 10 micrometers), single-mode transmitters, receivers, amplifiers and other components are generally more expensive than multi-mode components.


          


          Fibre optic sensors


          Optical fibers can be used as sensors to measure strain, temperature, pressure and other parameters. The small size and the fact that no electrical power is needed at the remote location gives the fibre optic sensor an advantage over a conventional electrical sensor in certain applications.


          Optical fibers are used as hydrophones for seismic or SONAR applications. Hydrophone systems with more than 100 sensors per fibre cable have been developed. Hydrophone sensor systems are used by the oil industry as well as a few countries' navies. Both bottom mounted hydrophone arrays and towed streamer systems are in use. The German company Sennheiser developed a microphone working with a laser and optical fibers.


          Optical fiber sensors for temperature and pressure have been developed for downhole measurement in oil wells. The fibre optic sensor is well suited for this environment as it is functioning at temperatures too high for semiconductor sensors ( Distributed Temperature Sensing).


          Another use of the optical fibre as a sensor is the optical gyroscope which is in use in the Boeing 767 and in some car models (for navigation purposes) and the use in Hydrogen microsensors.


          Fibre-optic sensors have been developed to measure co-located temperature and strain simultaneously with very high accuracy. This is particularly useful when acquiring information from small complex structures.


          


          Other uses of optical fibers
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          Fibers are widely used in illumination applications. They are used as light guides in medical and other applications where bright light needs to be shone on a target without a clear line-of-sight path. In some buildings, optical fibers are used to route sunlight from the roof to other parts of the building (see non-imaging optics). Optical fibre illumination is also used for decorative applications, including signs, art, and artificial Christmas trees. Swarovski boutiques use optical fibers to illuminate their crystal showcases from many different angles while only employing one light source. Optical fibre is an intrinsic part of the light-transmitting concrete building product, LiTraCon.
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          Optical fibre is also used in imaging optics. A coherent bundle of fibers is used, sometimes along with lenses, for a long, thin imaging device called an endoscope, which is used to view objects through a small hole. Medical endoscopes are used for minimally invasive exploratory or surgical procedures ( endoscopy). Industrial endoscopes (see fiberscope or borescope) are used for inspecting anything hard to reach, such as jet engine interiors.


          An optical fibre doped with certain rare-earth elements such as erbium can be used as the gain medium of a laser or optical amplifier. Rare-earth doped optical fibers can be used to provide signal amplification by splicing a short section of doped fiber into a regular (undoped) optical fiber line. The doped fibre is optically pumped with a second laser wavelength that is coupled into the line in addition to the signal wave. Both wavelengths of light are transmitted through the doped fibre, which transfers energy from the second pump wavelength to the signal wave. The process that causes the amplification is stimulated emission.


          Optical fibers doped with a wavelength shifter are used to collect scintillation light in physics experiments.


          Optical fibre can be used to supply a low level of power (around one watt) to electronics situated in a difficult electrical environment. Examples of this are electronics in high-powered antenna elements and measurement devices used in high voltage transmission equipment.


          Optical fibers are also used in fibre optic gyroscopes, and other interferometry instruments.


          


          Principle of operation


          An optical fibre is a cylindrical dielectric waveguide that transmits light along its axis, by the process of total internal reflection. The fibre consists of a core surrounded by a cladding layer. To confine the optical signal in the core, the refractive index of the core must be greater than that of the cladding. The boundary between the core and cladding may either be abrupt, in step-index fibre, or gradual, in graded-index fibre.


          


          Multimode fibre
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          Fibre with large (greater than 10 m) core diameter may be analyzed by geometric optics. Such fibre is called multimode fibre, from the electromagnetic analysis (see below). In a step-index multimode fibre, rays of light are guided along the fibre core by total internal reflection. Rays that meet the core-cladding boundary at a high angle (measured relative to a line normal to the boundary), greater than the critical angle for this boundary, are completely reflected. The critical angle (minimum angle for total internal reflection) is determined by the difference in index of refraction between the core and cladding materials. Rays that meet the boundary at a low angle are refracted from the core into the cladding, and do not convey light and hence information along the fibre. The critical angle determines the acceptance angle of the fibre, often reported as a numerical aperture. A high numerical aperture allows light to propagate down the fiber in rays both close to the axis and at various angles, allowing efficient coupling of light into the fibre. However, this high numerical aperture increases the amount of dispersion as rays at different angles have different path lengths and therefore take different times to traverse the fibre. A low numerical aperture may therefore be desirable.
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          In graded-index fiber, the index of refraction in the core decreases continuously between the axis and the cladding. This causes light rays to bend smoothly as they approach the cladding, rather than reflecting abruptly from the core-cladding boundary. The resulting curved paths reduce multi-path dispersion because high angle rays pass more through the lower-index periphery of the core, rather than the high-index center. The index profile is chosen to minimize the difference in axial propagation speeds of the various rays in the fibre. This ideal index profile is very close to a parabolic relationship between the index and the distance from the axis. 


          Singlemode fibre
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          Fibre with a core diameter less than about ten times the wavelength of the propagating light cannot be modeled using geometric optics. Instead, it must be analyzed as an electromagnetic structure, by solution of Maxwell's equations as reduced to the electromagnetic wave equation. The electromagnetic analysis may also be required to understand behaviors such as speckle that occur when coherent light propagates in multi-mode fiber. As an optical waveguide, the fibre supports one or more confined transverse modes by which light can propagate along the fiber. Fibre supporting only one mode is called single-mode or mono-mode fiber. The behavior of larger-core multimode fiber can also be modeled using the wave equation, which shows that such fiber supports more than one mode of propagation (hence the name). The results of such modeling of multi-mode fiber approximately agree with the predictions of geometric optics, if the fibre core is large enough to support more than a few modes.


          The waveguide analysis shows that the light energy in the fibre is not completely confined in the core. Instead, especially in single-mode fibers, a significant fraction of the energy in the bound mode travels in the cladding as an evanescent wave.


          The most common type of single-mode fibre has a core diameter of 8 to 10 m and is designed for use in the near infrared. The mode structure depends on the wavelength of the light used, so that this fiber actually supports a small number of additional modes at visible wavelengths. Multi-mode fibre, by comparison, is manufactured with core diameters as small as 50 micrometres and as large as hundreds of micrometres.


          


          Special-purpose fibre


          Some special-purpose optical fibre is constructed with a non-cylindrical core and/or cladding layer, usually with an elliptical or rectangular cross-section. These include polarization-maintaining fibre and fibre designed to suppress whispering gallery mode propagation.


          Photonic crystal fibre is made with a regular pattern of index variation (often in the form of cylindrical holes that run along the length of the fiber). Such fibre uses diffraction effects instead of or in addition to total internal reflection, to confine light to the fiber's core. The properties of the fibre can be tailored to a wide variety of applications.


          


          Manufacturing


          


          Materials


          Glass optical fibers are almost always made from silica, but some other materials, such as fluorozirconate, fluoroaluminate, and chalcogenide glasses, are used for longer-wavelength infrared applications. Like other glasses, these glasses have a refractive index of about 1.5. Typically the difference between core and cladding is less than one percent.


          Plastic optical fibers (POF) are commonly step-index multimode fibers with a core diameter of 0.5mm or larger. POF typically have higher attenuation co-efficients than glass fibers, 1dB/m or higher, and this high attenuation limits the range of POF-based systems.


          


          Process


          Standard optical fibers are made by first constructing a large-diameter preform, with a carefully controlled refractive index profile, and then pulling the preform to form the long, thin optical fibre. The preform is commonly made by three chemical vapor deposition methods: inside vapor deposition, outside vapor deposition, and vapor axial deposition.


          With inside vapor deposition, a hollow glass tube approximately 40 cm in length known as a "preform" is placed horizontally and rotated slowly on a lathe, and gases such as silicon tetrachloride (SiCl4) or germanium tetrachloride (GeCl4) are injected with oxygen in the end of the tube. The gases are then heated by means of an external hydrogen burner, bringing the temperature of the gas up to 1900 kelvins, where the tetrachlorides react with oxygen to produce silica or germania ( germanium oxide) particles. When the reaction conditions are chosen to allow this reaction to occur in the gas phase throughout the tube volume, in contrast to earlier techniques where the reaction occurred only on the glass surface, this technique is called modified chemical vapor deposition.


          The oxide particles then agglomerate to form large particle chains, which subsequently deposit on the walls of the tube as soot. The deposition is due to the large difference in temperature between the gas core and the wall causing the gas to push the particles outwards (this is known as thermophoresis). The torch is then traversed up and down the length of the tube to deposit the material evenly. After the torch has reached the end of the tube, it is then brought back to the beginning of the tube and the deposited particles are then melted to form a solid layer. This process is repeated until a sufficient amount of material has been deposited. For each layer the composition can be modified by varying the gas composition, resulting in precise control of the finished fibre's optical properties.


          In outside vapor deposition or vapor axial deposition, the glass is formed by flame hydrolysis, a reaction in which silicon tetrachloride and germanium tetrachloride are oxidized by reaction with water (H2O) in an oxyhydrogen flame. In outside vapor deposition the glass is deposited onto a solid rod, which is removed before further processing. In vapor axial deposition, a short seed rod is used, and a porous preform, whose length is not limited by the size of the source rod, is built up on its end. The porous preform is consolidated into a transparent, solid preform by heating to about 1800 kelvins.


          The preform, however constructed, is then placed in a device known as a drawing tower, where the preform tip is heated and the optic fiber is pulled out as a string. By measuring the resultant fiber width, the tension on the fiber can be controlled to maintain the fibre thickness.


          


          Practical issues


          


          Optical fibre cables


          In practical fibers, the cladding is usually coated with a tough resin buffer layer, which may be further surrounded by a jacket layer, usually plastic. These layers add strength to the fiber but do not contribute to its optical wave guide properties. Rigid fiber assemblies sometimes put light-absorbing ("dark") glass between the fibers, to prevent light that leaks out of one fibre from entering another. This reduces cross-talk between the fibers, or reduces flare in fibre bundle imaging applications.


          Modern cables come in a wide variety of sheathings and armor, designed for applications such as direct burial in trenches, dual use as power lines , installation in conduit, lashing to aerial telephone poles, submarine installation, or insertion in paved streets. In recent years the cost of small fibre-count pole-mounted cables has greatly decreased due to the high Japanese and South Korean demand for fibre to the home (FTTH) installations.


          Fiber cable can be very flexible, but traditional fiber's loss increases greatly if the fibre is bent with a radius smaller than around 30mm. This creates a problem when the cable is bent around corners or wound around a spool, making FTTX installations more complicated. "Bendable fibers", targeted towards easier installation in home environments, have been standardized as ITU-T G.657. This type of fibre can be bent with a radius as low as 7.5mm without adverse impact. Even more bendable fibers have been developed. Bendable fiber may also be resistant to fiber hacking, in which the signal in a fiber is surreptitiously monitored by bending the fibre and detecting the leakage.


          


          Termination and splicing
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          Optical fibers are connected to terminal equipment by optical fibre connectors. These connectors are usually of a standard type such as FC, SC, ST, LC, or MTRJ.


          Optical fibers may be connected to each other by connectors or by splicing, that is, joining two fibers together to form a continuous optical waveguide. The generally accepted splicing method is arc fusion splicing, which melts the fibre ends together with an electric arc. For quicker fastening jobs, a "mechanical splice" is used.


          Fusion splicing is done with a specialized instrument that typically operates as follows: The two cable ends are fastened inside a splice enclosure that will protect the splices, and the fibre ends are stripped of their protective polymer coating (as well as the more sturdy outer jacket, if present). The ends are cleaved (cut) with a precision cleaver to make them perpendicular, and are placed into special holders in the splicer. The splice is usually inspected via a magnified viewing screen to check the cleaves before and after the splice. The splicer uses small motors to align the end faces together, and emits a small spark between electrodes at the gap to burn off dust and moisture. Then the splicer generates a larger spark that raises the temperature above the melting point of the glass, fusing the ends together permanently. The location and energy of the spark is carefully controlled so that the molten core and cladding don't mix, and this minimizes optical loss. A splice loss estimate is measured by the splicer, by directing light through the cladding on one side and measuring the light leaking from the cladding on the other side. A splice loss under 0.1dB is typical. The complexity of this process makes fibre splicing much more difficult than splicing copper wire.


          Mechanical fiber splices are designed to be quicker and easier to install, but there is still the need for stripping, careful cleaning and precision cleaving. The fibre ends are aligned and held together by a precision-made sleeve, often using a clear index-matching gel that enhances the transmission of light across the joint. Such joints typically have higher optical loss and are less robust than fusion splices, especially if the gel is used. All splicing techniques involve the use of an enclosure into which the splice is placed for protection afterward.


          Fibers are terminated in connectors so that the fiber end is held at the end face precisely and securely. A fiber-optic connector is basically a rigid cylindrical barrel surrounded by a sleeve that holds the barrel in its mating socket. The mating mechanism can be "push and click", "turn and latch" ("bayonet"), or screw-in (threaded). A typical connector is installed by preparing the fiber end and inserting it into the rear of the connector body. Quick-set adhesive is usually used so the fibre is held securely, and a strain relief is secured to the rear. Once the adhesive has set, the fiber's end is polished to a mirror finish. Various polish profiles are used, depending on the type of fiber and the application. For singlemode fiber, the fiber ends are typically polished with a slight curvature, such that when the connectors are mated the fibers touch only at their cores. This is known as a "physical contact" (PC) polish. The curved surface may be polished at an angle, to make an "angled physical contact" (APC) connection. Such connections have higher loss than PC connections, but greatly reduced back reflection, because light that reflects from the angled surface leaks out of the fibre core; the resulting loss in signal strength is known as gap loss. APC fibre ends have low back reflection even when disconnected.


          


          Free-space coupling


          It often becomes necessary to align an optical fiber with another optical fibre or an optical device such as a light-emitting diode, a laser diode, or an optoelectronic device such as a modulator. This can involve either carefully aligning the fibre and placing it in contact with the device to which it is to couple, or can use a lens to allow coupling over an air gap. In some cases the end of the fibre is polished into a curved form that is designed to allow it to act as a lens.


          In a laboratory environment, the fiber end is usually aligned to the device or other fiber with a fibre launch system that uses a microscope objective lens to focus the light down to a fine point. A precision translation stage (micro-positioning table) is used to move the lens, fibre, or device to allow the coupling efficiency to be optimized.


          


          Fibre fuse


          At high optical intensities, above 2 megawatts per square centimetre, when a fibre is subjected to a shock or is otherwise suddenly damaged, a fibre fuse can occur. The reflection from the damage vaporizes the fibre immediately before the break, and this new defect remains reflective so that the damage propagates back toward the transmitter at 13 meters per second.,, The open fibre control system, which ensures laser eye safety in the event of a broken fiber, can also effectively halt propagation of the fibre fuse. In situations, such as undersea cables, where high power levels might be used without the need for open fiber control, a "fibre fuse" protection device at the transmitter can break the circuit to prevent any damage.
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          The optical microscope, often referred to as the "light microscope", is a type of microscope which uses visible light and a system of lenses to magnify images of small samples. Optical microscopes are the oldest and simplest of the microscopes.


          There are non-optical microscopes, which require chemical or ion staining of non-living samples, and can magnify exponentially greater than the optical microscope. See: scanning electron microscope, transmission electron microscope.


          


          Optical configurations


          There are two basic configurations of optical microscope in use, the simple (one lens) and compound (many lenses).


          


          Simple optical microscope


          A simple microscope is a microscope that uses only one lens for magnification, and is the original light microscope. Van Leeuwenhoek's microscopes consisted of a small, single convex lens mounted on a brass plate, with a screw mechanism to hold the sample or specimen to be examined. Demonstrations by British microscopist have produced surprisingly detailed images from such basic instruments. Though now considered primitive, the use of a single, convex lens for viewing is still found in simple magnification devices, such as the magnifying glass, and the loupe. Light microscope are able to view specimens in colour, an important advantage when compared with electron microscopes, especially for forensic analysis.


          


          History of the microscope
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          It is difficult to say who invented the compound microscope. Dutch spectacle-makers Hans Janssen and his son Zacharias Janssen are often said to have invented the first compound microscope in 1590, but this was a declaration made by Zacharias Janssen himself during the mid 1600s. The date is unlikely, as it has been shown that Zacharias Janssen actually was born around 1590. Another favorite for the title of 'inventor of the microscope' was Galileo Galilei. He developed an occhiolino or compound microscope with a convex and a concave lens in 1609. Galileo's microscope was celebrated in the Accademia dei Lincei in 1624 and was the first such device to be given the name "microscope" a year latter by fellow Lincean Giovanni Faber. Faber coined the name from the Greek words ό (micron) meaning "small", and ῖ (skopein) "meaning to look at", a name meant to be analogus with "telescope", another word coined by the Linceans.


          Christiaan Huygens, another Dutchman, developed a simple 2-lens ocular system in the late 1600s that was achromatically corrected, and therefore a huge step forward in microscope development. The Huygens ocular is still being produced to this day, but suffers from a small field size, and other minor problems.


          Anton van Leeuwenhoek (1632-1723) is generally credited with bringing the microscope to the attention of biologists, even though simple magnifying lenses were already being produced in the 1500s. Van Leeuwenhoek's home-made microscopes were very small simple instruments, with a single, yet strong lens. They were awkward in use, but enabled van Leeuwenhoek to see detailed images. It took about 150 years of optical development before the compound microscope was able to provide the same quality image as van Leeuwenhoek's simple microscopes, due to timely difficulties of configuring multiple lenses. Still, despite widespread claims, van Leeuwenhoek is not the inventor of the microscope.


          


          The components of the microscope


          
            [image: Basic optical microscope elements(1990's)]

            
              Basic optical microscope elements(1990's)
            

          


          
            [image: Basic optical microscope elements(1900's): 1. ocular lens, or eyepiece 2. objective turret 3. objective lenses 4. coarse adjustment knob 5. fine adjustment knob 6. object holder or stage 7. mirror 8. diaphragm and condenser]

            
              Basic optical microscope elements(1900's):

              

              1. ocular lens, or eyepiece

              2. objective turret

              3. objective lenses

              4. coarse adjustment knob

              5. fine adjustment knob

              6. object holder or stage

              7. mirror

              8. diaphragm and condenser
            

          


          All optical microscopes share the same basic components:


          
            	The eyepiece - a cylinder containing two or more lenses to bring the image to focus for the eye. The eyepiece is inserted into the top end of the body tube. Eyepieces are interchangeable and many different eyepieces can be inserted with different degrees of magnification. Typical magnification values for eyepieces include 5x, 10x and 2x. In some high performance microscopes, the optical configuration of the objective lens and eyepiece are matched to give the best possible optical performance. This occurs most commonly with apochromatic objectives.


            	The objective lens - a cylinder containing one or more lenses to collect light from the sample. At the lower end of the microscope tube one or more objective lenses are screwed into a circular nose piece which may be rotated to select the required objective lens. Typical magnification values of objective lenses are 4x, 5x, 10x, 20x, 40x, 80x and 100x. Some high performance objective lenses may require matched eyepieces to deliver the best optical performance.


            	The stage - a platform below the objective which supports the specimen being viewed. In the centre of the stage is a circular hole through which light passes to illuminate the specimen. The stage usually has arms to hold slides (rectangular glass plates with typical dimensions of 25 mm by 75 mm, on which the specimen is mounted).


            	The illumination source - below the stage, light is provided and controlled in a variety of ways. At its simplest, daylight is directed via a mirror. Most microscopes, however, have their own controllable light source that is focused through an optical device called a condenser, with diaphragms and filters available to manage the quality and intensity of the light.

          


          The whole of the optical assembly is attached to a rigid arm which in turn is attached to a robust U shaped foot to provide the necessary rigidity. The arm is usually able to pivot on its joint with the foot to allow the viewing angle to be adjusted. Mounted on the arm are controls for focusing, typically a large knurled wheel to adjust coarse focus, together with a smaller knurled wheel to control fine focus.


          Updated microscopes may have many more features, including transmission illumination, phase contrast microscopy and differential interference contrast microscopy, and digital cameras.


          On a standard compound optical microscope, there are three objective lenses: a scanning lens (4), low power lens (10)and high power lens (40). Advanced microscopes often have a fourth objective lens, called an oil immersion lens. To use this lens, a drop of immersion oil is placed on top of the cover slip, and the lens is very carefully lowered until the front objective element is immersed in the oil film. Such immersion lenses are designed so that the refractive index of the oil and of the cover slip are closely matched so that the light is transmitted from the specimen to the outer face of the objective lens with minimal refraction. An oil immersion lens usually has a power of 100.


          The actual power or magnification of an optical microscope is the product of the powers of the ocular ( eyepiece), usually about 10, and the objective lens being used.


          Compound optical microscopes can produce a magnified image of a specimen up to 1000 and, at high magnifications, are used to study thin specimens as they have a very limited depth of field.


          


          How a microscope works


          
            [image: Optical path in a typical microscope]

            
              Optical path in a typical microscope
            

          


          The optical components of a modern microscope are very complex and for a microscope to work well, the whole optical path has to be very accurately set up and controlled. Despite this, the basic optical principles of a microscope are quite simple.


          The objective lens is, at its simplest, a very high powered magnifying glass i.e. a lens with a very short focal length. This is brought very close to the specimen being examined so that the light from the specimen comes to a focus about 160 mm inside the microscope tube. This creates an enlarged image of the subject. This image is inverted and can be seen by removing the eyepiece and placing a piece of tracing paper over the end of the tube. By carefully focusing a rather dim specimen, a highly enlarged image can be seen. It is this real image that is viewed by the eyepiece lens that provides further enlargement.


          In most microscopes, the eyepiece is a compound lens, with one component lens near the front and one near the back of the eyepiece tube. This forms an air-separated couplet. In many designs, the virtual image comes to a focus between the two lenses of the eyepiece, the first lens bringing the real image to a focus and the second lens enabling the eye to focus on the virtual image.


          In all microscopes the image is viewed with the eyes focused at infinity (mind that the position of the eye in the above figure is determined by the eye's focus). Headaches and tired eyes after using a microscope are usually signs that the eye is being forced to focus at a close distance rather than at infinity.


          


          Stereo microscope
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          The stereo or dissecting microscope is designed differently from the diagrams above, and serves a different purpose. It uses two separate optical paths with two objectives and two eyepieces to provide slightly different viewing angles to the left and right eyes. In this way it produces a three-dimensional visualization of the sample being examined.


          The stereo microscope is often used to study the surfaces of solid specimens or to carry out close work such as sorting, dissection, microsurgery, watch-making, small circuit board manufacture or inspection, and the like.


          Unlike compound microscopes, illumination in a stereo microscope most often uses reflected (episcopic) illumination rather than transmitted (diascopic) illumination, that is, light reflected from the surface of an object rather than light transmitted through an object. Use of reflected light from the object allows examination of specimens that would be too thick or otherwise opaque for compound microscopy. However, stereo microscopes are also capable of transmitted light illumination as well, typically by having a bulb or mirror beneath a transparent stage underneath the object, though unlike a compound microscope, transmitted illumination is not focused through a condenser in most systems. Stereoscopes with specially-equipped illuminators can be used for dark field microscopy, using either reflected or transmitted light.
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          Great working distance and depth of field here are important qualities for this type of microscope. Both qualities are inversely correlated with resolution: the higher the resolution (i.e. the shorter the distance at which two adjacent points can be distinguished as separate), the smaller the depth of field and working distance. A stereo microscope has a useful magnification up to 100. The resolution is maximally in the order of an average 10 objective in a compound microscope, and often much lower.


          There are two types of magnification systems in stereo microscopes. One is fixed magnification in which primary magnification is achieved by a paired set of objective lenses with a set degree of magnification. The other is zoom or pancratic magnification, which are capable of a continuously variable degree of magnification across a set range. Zoom systems can achieve further magnification through the use of auxiliary objectives that increase total magnification by a set factor. Also, total magnification in both fixed and zoom systems can be varied by changing eyepieces.


          The stereo microscope should not be confused with a compound microscope equipped with binocular eyepieces. In such a microscope both eyes see the same image, but the binocular eyepieces provide greater viewing comfort. However, the image in such a microscope is no different from that obtained with a single monocular eyepiece.


          


          Digital display with stereo microscopes


          Recently various video dual CCD camera pickups have been fitted to stereo microscopes, allowing the images to be displayed on a high resolution LCD monitor. Software converts the two images to an integrated Anachrome 3D image, for viewing with plastic red/cyan glasses, or to the cross converged process for clear glasses and somewhat better colour accuracy. The results are viewable by a group wearing the glasses. These files may recorded as well.


          


          Special designs


          Other types of optical microscope include:


          
            	the inverted microscope for studying samples from below; useful for cell cultures in liquid;


            	the student microscope designed for low cost, durability, and ease of use;


            	the research microscope which is an expensive tool with many enhancements;


            	the petrographic microscope whose design usually includes a polarizing filter, rotating stage and gypsum plate to facilitate the study of minerals or other crystalline materials whose optical properties can vary with orientation.

          


          
            [image: An old pocket microscope]

            
              An old pocket microscope
            

          


          
            	the polarizing microscope


            	the fluorescence microscope


            	the phase contrast microscope

          


          


          Limitations of light microscopes


          At very high magnifications with transmitted light, point objects are seen as fuzzy discs surrounded by diffraction rings. These are called Airy disks. The limit of resolution is therefore taken as the ability to distinguish between two closely spaced Airy disks. It is these impacts of diffraction that limit the ability to resolve fine details. The extent of and magnitude of the diffraction patterns are affected by both by the wavelength of light (), the refractive materials used to manufacture the objective lens and the numerical aperture (NA or AN) of the objective lens. There is therefore a finite limit beyond which it is impossible to resolve separate points in the objective field. Assuming that optical aberrations in the whole optical set-up are negligible, the resolution d, is given by:


          
            	[image: d = \frac { \lambda } { 2 A_N }]

          


          Usually, a  of 550 nm is assumed, corresponding to green light. With air as medium, the highest practical AN is 0.95, and with oil, up to 1.5. In practice the lowest value of d obtainable is around 0.2 micrometres or 200 nanometers.


          
            [image: A modern microscope with a mercury bulb for fluorescence microscopy. The microscope has a digital camera, and is attached to a computer.]

            
              A modern microscope with a mercury bulb for fluorescence microscopy. The microscope has a digital camera, and is attached to a computer.
            

          


          Other optical microscope designs (e.g. Stimulated Emission Depletion Microscopy) can offer an improved resolution when observing self-luminous particles, which is not covered by Abbe's diffraction limit for the compound microscope. Abbe's theory (by Ernst Karl Abbe) is based on the fact that a non-self-luminous particle is illuminated by an extraneous source. For Ernst Abbe's work in light microscopy, see the Molecular Expressions web site at http://micro.magnet.fsu.edu/optics/timeline/people/abbe.html.


          


          Alternatives to optical microscopy


          In order to overcome the limitations set by the diffraction limit of visible light other microscopes have been designed which use other waves.


          
            	Transmission electron microscope


            	Scanning electron microscope


            	X-ray microscope

          


          The use of electrons and x-rays in place of light allows much higher resolution - the wavelength of the radiation is shorter so the diffraction limit is lower. To make the short-wavelength probe non-destructive, the atomic beam imaging system ( atomic nanoscope) is proposed and widely discussed in the literature, but it is not yet competitive with conventional imaging systems.
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      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Optical telescope


        
          

          
            [image: Eight Inch refracting telescope.]

            
              Eight Inch refracting telescope.
            

          


          An optical telescope is a telescope which is used to gather and focus light mainly from the visible part of the electromagnetic spectrum, for directly viewing a magnified image, making a photograph, or collecting data through electronic image sensors.


          There are three primary types of optical telescope: Refractors ( Dioptrics) which use lenses, Reflectors ( Catoptrics) which use mirrors, and Combined Lens-Mirror Systems ( Catadioptrics) which use lenses and mirrors in combination (for example the Maksutov telescope and the Schmidt camera).


          


          History


          The earliest known working telescopes appeared in 1608 and are credited to three individuals, Hans Lippershey and Zacharias Janssen, spectacle-makers in Middelburg, and Jacob Metius of Alkmaar also known as Jacob Adriaanszoon (although there are claims that Leonard Digges, an English mathematician and surveyor, constructed one in 1570s). Galileo Galilei made his own telescope in 1609 after hearing about Hans Lippershey's design, calling it at first a "perspicillum," and then using the terms "telescopium" in Latin and "telescopio" in Italian (from which the English word derives). Galileo is generally credited with being the first to use a telescope for astronomical purposes. (The telescope was first used to spot ships.) Galileo's telescope consisted of a convex object lens and a concave eye lens, which is universally called a Galilean telescope (still used in camera viewfinders and in simple " Galilean binocular" designs). Later, Johannes Kepler described the optics of lenses (see his books Astronomiae Pars Optica and Dioptrice), including a new kind of astronomical telescope with two convex lenses (a principle often called the Keplerian Telescope).


          


          How it works


          The basic scheme is that the primary light-gathering element, the objective (1) (the convex lens or concave mirror used to gather the incoming light), focuses that light from the distant object (4) to a focal plane where it forms a real image (5). This image may be recorded, or viewed through an eyepiece (2) which acts like a magnifying glass. The eye (3) sees an inverted magnified virtual image (6) of the object.


          
            [image: Schematic of a Keplerian refracting telescope]

            
              Schematic of a Keplerian refracting telescope
            

          


          


          Inverted images


          Most telescope designs produce an inverted image at the focal plane. These are referred to as inverting telescopes. In astronomical telescopes the inverted view is normally not corrected, since it does not affect how the telescope is used. In terrestrial telescopes such as Spotting scopes, monoculars, and binoculars, prisms (e.g. Porro prisms) or a relay lens between objective and eyepiece are used to invert the image once more to a correct orientation. There are telescope designs that do not present an inverted image such as the Galilean refractor and the Gregorian reflector. These are referred to as erecting telescopes.


          


          Design variants


          Many types of telescope fold or divert the optical path with secondary or tertiary mirrors. These may be integral part of the optical design ( Newtonian telescope, Cassegrain reflector or similar types), or may simply be used to place the eyepiece or detector at a more convenient position. Telescope designs may also use specially designed additional lenses or mirrors to improved image quality over a larger field of view.


          


          Angular resolution


          Ignoring blurring of the image by turbulence in the atmosphere ( atmospheric seeing) and optical imperfections of the telescope, the angular resolution of an optical telescope is determined by the width of the objective, termed its " aperture" (the primary mirror, or lens.) The Rayleigh criterion for the resolution limit R (in radians) is given by


          
            	R = 1.22 / D,

          


          where  is the wavelength and D is the aperture. For visible light ( = 550 nm), this equation can be rewritten:


          
            	R = 138 / D.

          


          Here, R denotes the resolution limit in arcseconds and D is in millimeters. In the ideal case, the two components double stars can be split even if separated by slightly less than R. This is taken into account by the Dawes limit


          
            	D = 116 / D.

          


          Essentially; the larger the aperture, the better the angular resolution


          It should be noted that the resolution is NOT given by the maximum magnification (or "power") of a telescope. Telescopes marketed by giving high values of the maximum power often deliver poor images.


          For large ground-based telescopes, the resolution is limited by atmospheric seeing. This limit can be overcome by placing the telescopes above the atmosphere, e.g., on the summits of high mountains, on balloon and high-flying airplanes, or in space. Resolution limits can also be overcome by adaptive optics, speckle imaging or lucky imaging for ground-based telescopes.


          Recently, it has become practical to perform aperture synthesis with arrays of optical telescopes. Very high resolution images can be obtained with groups of widely-spaced smaller telescopes, linked together by carefully controlled optical paths, but these interferometers can only be used for imaging bright objects such as stars or measuring the bright cores of active galaxies. Example images of starspots on Betelgeuse can be seen here.


          


          Focal length and f-ratio


          The focal length determines how wide an angle the telescope can view with a given eyepiece or size of a CCD detector or photographic plate. The f-ratio (or focal ratio, or f-number) of a telescope is the ratio between the focal length and the aperture (i.e., diameter) of the objective. Thus, for a given aperture (light-gathering power), low f-ratios indicate wide fields of view. Wide-field telescopes (such as astrographs) are used to track satellites and asteroids, for cosmic-ray research, and for surveys of the sky. It is more difficult to reduce optical aberrations in telescopes with low f-ratio than in telescopes with larger f-ratio.


          


          Light-gathering power


          The light-gathering power of an optical telescope is directly related to the diameter (or aperture) of the objective lens or mirror. Note that the area of a circle is proportional to the square of the radius. A telescope with a lens which has a diameter three times that of another will have nine times the light-gathering power. Larger objectives gather more light, and more sensitive imaging equipment can produce better images from less light.


          


          Imperfect images


          No telescope can form a perfect image. Even if a reflecting telescope could have a perfect mirror, or a refracting telescope could have a perfect lens, the effects of aperture diffraction could still not be escaped. In reality, perfect mirrors and perfect lenses do not exist, so image aberrations in addition to aperture diffraction must be taken into account. Image aberrations can be broken down into two main classes, monochromatic, and polychromatic. In 1857, Philipp Ludwig von Seidel (18211896) decomposed the first order monochromatic aberrations into five constituent aberrations. They are now commonly referred to as the five Seidel Aberrations.


          


          The five Seidel aberrations


          
            	Spherical aberration


            	The difference in focal length between paraxial rays and marginal rays, proportional to the square of the aperture.


            	Coma


            	A most objectionable defect by which points are imaged as comet-like asymmetrical patches of light with tails, which makes measurement very imprecise. Its magnitude is usually deduced from the optical sine theorem.


            	Astigmatism


            	The image of a point forms focal lines at the sagittal and tangental foci and in between (in the absence of coma) an elliptical shape.


            	Curvature of Field


            	The Petzval curvature means that the image instead of lying in a plane actually lies on a curved surface which is described as hollow or round. This causes problems when a flat imaging device is used e.g. a photographic plate or CCD image sensor.


            	Distortion


            	Either barrel or pincushion, a radial distortion which must be corrected for if multiple images are to be combined (similar to stitching multiple photos into a panoramic photo).

          


          They are always listed in the above order since this expresses their interdependence as first order aberrations via moves of the exit/entrance pupils. The first Seidel aberration, Spherical Aberration, is independent of the position of the exit pupil (as it is the same for axial and extra-axial pencils). The second, coma, changes as a function of pupil distance and spherical aberration, hence the well-known result that it is impossible to correct the coma in a lens free of spherical aberration by simply moving the pupil. Similar dependencies affect the remaining aberrations in the list.


          


          The chromatic aberrations


          
            	Longitudinal Chromatic Aberration


            	As with spherical aberration this is the same for axial and oblique pencils.


            	Transverse Chromatic Aberration (Chromatic Aberration of Magnification)

          


          


          Optical Research telescopes


          
            [image: Harlan J. Smith Telescope at McDonald Observatory, Texas]

            
              Harlan J. Smith Telescope at McDonald Observatory, Texas
            

          


          Nearly all large research-grade astronomical telescopes are reflectors. Some reasons are:


          
            	In a lens the entire volume of material has to be free of imperfection and inhomogeneities, whereas in a mirror, only one surface has to be perfectly polished.


            	Light of different colors travels through a medium other than vacuum at different speeds. This causes chromatic aberration.


            	Reflectors work in a wider spectrum of light since certain wavelengths are absorbed when passing through glass elements like those found in a refractor or catadioptric.


            	There are technical difficulties involved in manufacturing and manipulating large-aperture lenses. One of them is that all real materials sag in gravity. A lens can only be held by its perimeter. A mirror, on the other hand, can be supported by the whole side opposite to its reflecting face.

          


          Most large research telescopes can operate as either a Cassegrain telescope (longer focal length, and a narrower field with higher magnification) or a Newtonian telescope (brighter field). They have a pierced primary mirror, a Newtonian focus, and a spider to mount a variety of replaceable secondary mirrors.


          A new era of telescope making was inaugurated by the Multiple Mirror Telescope (MMT), with a mirror composed of six segments synthesizing a mirror of 4.5 meters diameter. This has now been replaced by a single 6.5 m mirror. Its example was followed by the Keck telescopes with 10 m segmented mirrors.


          The largest current ground-based telescopes have a primary mirror of between 6 and 11 meters in diameter. In this generation of telescopes, the mirror is usually very thin, and is kept in an optimal shape by an array of actuators (see active optics). This technology has driven new designs for future telescopes with diameters of 30, 50 and even 100 meters.


          Relatively cheap, mass-produced ~2 meter telescopes have recently been developed and have made a significant impact on astronomy research. These allow many astronomical targets to be monitored continuously, and for large areas of sky to be surveyed. Many are robotic telescopes, computer controlled over the internet (see e.g. the Liverpool Telescope and the Faulkes Telescope North and South), allowing automated follow-up of astronomical events.


          Initially the detector used in telescopes was the human eye. Later, the sensitized photographic plate took its place, and the spectrograph was introduced, allowing the gathering of spectral information. After the photographic plate, successive generations of electronic detectors, such as the charge-coupled device (CCDs), have been perfected, each with more sensitivity and resolution, and often with a wider wavelength coverage.


          Current research telescopes have several instruments to choose from such as:


          
            	imagers, of different spectral responses


            	spectrographs, useful in different regions of the spectrum


            	polarimeters, that detect light polarization.

          


          The phenomenon of optical diffraction sets a limit to the resolution and image quality that a telescope can achieve, which is the effective area of the Airy disc, which limits how close two such discs can be placed. This absolute limit is called the diffraction limit (or sometimes the Rayleigh criterion, Dawes limit or Sparrow's resolution limit). This limit depends on the wavelength of the studied light (so that the limit for red light comes much earlier than the limit for blue light) and on the diameter of the telescope mirror. This means that a telescope with a certain mirror diameter can theoretically resolve up to a certain limit at a certain wavelength. For conventional telescopes on Earth, the diffraction limit is not relevant for telescopes bigger than about 10 cm. Instead, the seeing, or blur caused by the atmosphere, sets the resolution limit. But in space, or if adaptive optics are used, then reaching the diffraction limit is sometimes possible. At this point, if greater resolution is needed at that wavelength, a wider mirror has to be built or aperture synthesis performed using an array of nearby telescopes.


          In recent years, a number of technologies to overcome the distortions caused by atmosphere on ground-based telescopes have been developed, with good results. See adaptive optics, speckle imaging and optical interferometry.


          


          Famous optical telescopes


          
            [image: The Hubble Space Telescope orbits above Earth.]

            
              The Hubble Space Telescope orbits above Earth.
            

          


          
            	The Hubble Space Telescope is in orbit beyond Earth's atmosphere to allow for observations not distorted by atmospheric seeing. In this way the images can be diffraction limited, and used for coverage in the ultraviolet (UV) and infrared. Also there is no background from light scattered by the air so very deep images are possible, despite the relatively small mirror size.


            	The Keck telescopes are currently ( as of 2006) the largest, but will soon be superseded by the Gran Telescopio Canarias.


            	The Hobby-Eberly Telescope and Southern African Large Telescope are large 9.2 meter telescopes of a very different design. The mirror is held stationary and objects tracked by moving the instruments. This has significant operational restrictions, but gives a large aperture for a fraction of the cost of a fully steerable telescope.


            	The Very Large Telescope array (VLT) at Paranal Observatory is currently (as of 2002) the record holder for total collecting area in an array of telescopes, with four telescopes each 8 meters in diameter. The four telescopes, belonging to the European Southern Observatory (ESO) and located in the Atacama desert in Chile, are usually operated independently for faint astronomical observations, but up to three telescopes can be operated together for aperture synthesis observations of bright objects.


            	The Navy Prototype Optical Interferometer is the optical telescope (array) that can currently ( as of 2005) produce the highest resolution images at visible wavelengths.


            	The CHARA (Centre for High Angular Resolution Astronomy) array is the telescope array that can currently ( as of 2005) produce the highest resolution images at near-infrared wavelengths.


            	There are many plans for even larger telescopes. One of them is the Overwhelmingly Large Telescope (OWL), which is intended to have a single aperture of 100 meters in diameter.


            	The 200-inch (5.08-meter) Hale telescope on Palomar Mountain was the largest conventional research telescope for many years. It has a single borosilicate ( Pyrex) mirror that was famously difficult to construct. The mounting is a special design of equatorial mount called a yoke mount, which permits the telescope to be pointed at and near the north celestial pole.


            	The 100-inch (2.54-meter) Hooker Telescope at the Mount Wilson Observatory was used by Edwin Hubble to discover galaxies and the redshift. The mirror was made of green glass by Saint-Gobain. In 1919, the telescope was used for the first stellar diameter measurements using interferometry. The telescope now has an adaptive optics system, and is still useful for advanced research.


            	The 72-inch Leviathan at Birr Castle (in Ireland) was the largest telescope in the world from 1845 until it was dismantled in 1908. It was not exceeded in size until the construction of the Hooker Telescope.


            	The 1.02-meter Yerkes Telescope (in Wisconsin) is the largest aimable refracting telescope in use.


            	The Great Lick 36-inch (0.91 m) refractor built in 1889 at the Lick Observatory on Mt. Hamilton near San Jose, California.


            	The 0.76-meter Nice refractor (in France) that became operational in 1888 was at that time the world's largest refractor. It was exceeded in size one year later; this was the last time the most powerful operational telescope in the world was located in Europe.


            	The largest refractor ever constructed was French. It was on display at the 1900 Paris Exposition. Its lens was stationary, prefigured so as to sag into the correct shape. The telescope was aimed by the aid of a Foucault sidrostat, which is a movable plane mirror with a 2-meter diameter, mounted in a large cast-iron frame. The horizontal tube was 60 m long and the objective had 1.25 m in diameter. It was a failure.


            	The Gran Telescopio Canarias (Grantecan, also GTC), is a high performance segmented 10.4 meter telescope that is being installed in one of the best sites of the Northern Hemisphere: the Roque de los Muchachos Observatory (La Palma, Canary Islands, Spain). As of May 2008, 24 of its 36 sub-mirrors are installed; when the remainder are installed it will be the world's largest.


            	The 1-meter refracting Swedish Solar Telescope (SST) on La Palma (Spain), is currently the highest-resolution solar telescope in the world.


            	The 26 inch refracting US Naval Observatory Telescope in Washington D.C. was used in the discovery of the two moons of Mars, Phobos and Deimos.
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              Table of Opticks, 1728 Cyclopaedia
            

          


          Optics (ὀή appearance or look in Ancient Greek) is a branch of physics that describes the behaviour and properties of light and the interaction of light with matter. Optics explains optical phenomena.


          The field of optics usually describes the behaviour of visible, infrared, and ultraviolet light; however because light is an electromagnetic wave, analogous phenomena occur in X-rays, microwaves, radio waves, and other forms of electromagnetic radiation. Optics can thus be regarded as a sub-field of electromagnetism. Some optical phenomena depend on the quantum nature of light relating some areas of optics to quantum mechanics. In practice, the vast majority of optical phenomena can be accounted for using the electromagnetic description of light, as described by Maxwell's Equations.


          The field of optics has its own identity, societies, and conferences. The pure science aspects of the field are often called optical science or optical physics. Applied optical sciences are often called optical engineering. Applications of optical engineering related specifically to illumination systems are called illumination engineering. Each of these disciplines tends to be quite different in its applications, technical skills, focus, and professional affiliations. More recent innovations in optical engineering are often categorized as photonics or optoelectronics. The boundaries between these fields and "optics" are often unclear, and the terms are used differently in different parts of the world and in different areas of industry.


          Because of the wide application of the science of "light" to real-world applications, the areas of optical science and optical engineering tend to be very cross-disciplinary. Optical science is a part of many related disciplines including electrical engineering, physics, psychology, medicine (particularly ophthalmology and optometry), and others. Additionally, the most complete description of optical behavior, as known to physics, is unnecessarily complicated for most problems, so particular simplified models are used. These limited models adequately describe subsets of optical phenomena while ignoring behaviour irrelevant and/or undetectable to the system of interest.


          


          Classical optics


          Before quantum optics became important, optics consisted mainly of the application of classical electromagnetism and its high frequency approximations to light. Classical optics divides into two main branches: geometric optics and physical optics.


          Geometric optics, or ray optics, describes light propagation in terms of " rays". Rays are bent at the interface between two dissimilar media, and may be curved in a medium in which the refractive index is a function of position. The "ray" in geometric optics is an abstract object which is perpendicular to the wavefronts of the actual optical waves. Geometric optics provides rules for propagating these rays through an optical system, which indicates how the actual wavefront will propagate. Note that this is a significant simplification of optics, and fails to account for many important optical effects such as diffraction and polarization.


          Geometric optics is often simplified even further by making the paraxial approximation, or "small angle approximation." The mathematical behaviour then becomes linear, allowing optical components and systems to be described by simple matrices. This leads to the techniques of Gaussian optics and paraxial raytracing, which are used to find first-order properties of optical systems, such as approximate image and object positions and magnifications. Gaussian beam propagation is an expansion of paraxial optics that provides a more accurate model of coherent radiation like laser beams. While still using the paraxial approximation, this technique partially accounts for diffraction, allowing accurate calculations of the rate at which a laser beam expands with distance, and the minimum size to which the beam can be focused. Gaussian beam propagation thus bridges the gap between geometric and physical optics.


          Physical optics or wave optics builds on Huygen's principle and models the propagation of complex wavefronts through optical systems, including both the amplitude and the phase of the wave. This technique, which is usually applied numerically on a computer, can account for diffraction, interference, and polarization effects, as well as aberrations and other complex effects. Approximations are still generally used, however, so this is not a full electromagnetic wave theory model of the propagation of light. Such a full model would (at present) be too computationally demanding to be useful for most problems, although some small-scale problems can be analyzed using complete wave models.


          


          Topics related to classical optics


          
            [image: Conceptual animation of light dispersion in a prism.]

            
              Conceptual animation of light dispersion in a prism.
            

          


          
            	Aberrations


            	Coherence


            	Diffraction


            	Dispersion


            	Distortion


            	Fabrication and testing (optical components)


            	Fermat's principle


            	Fourier optics


            	Gradient index optics


            	Interferometry


            	Optical lens design


            	Optical resolution


            	Polarization


            	Ray (optics)


            	Ray tracing


            	Reflection


            	Refraction


            	Scattering


            	Wave

          


          
            	Geometric optics of:

              
                	Lenses


                	Mirrors


                	Optical instruments


                	Prisms

              

            

          


          


          Modern optics


          Modern optics encompasses the areas of optical science and engineering that became popular in the 20th century. These areas of optical science typically relate to the electromagnetic or quantum properties of light but do include other topics.


          


          Topics related to modern optics


          
            	Adaptive optics


            	Circular dichroism


            	Crystal optics


            	Diffractive optics


            	Fibre optics


            	Waveguide (optics)


            	Holography


            	Integrated optics


            	Jones calculus


            	Lasers


            	Lens flare


            	Microlens


            	Non-imaging optics


            	Nonlinear optics


            	Optical pattern recognition


            	Optical processors


            	Optical Vortex


            	Photometry


            	Photonics


            	Quantum optics


            	Radiometry


            	Statistical optics


            	Thin-film optics


            	X-ray optics

          


          


          Other optical fields


          
            	Abbe number


            	Colour science


            	Image processing


            	Information theory


            	Lighting


            	Machine vision


            	Optical communication


            	Optical computers


            	Optical data storage


            	Optical feedback


            	Pattern recognition


            	Photography (science of)


            	Radiative heat transfer


            	Thermal physics


            	Visual system

          


          


          Everyday optics


          Optics is part of everyday life. Rainbows and mirages are examples of optical phenomena. Many people benefit from eyeglasses or contact lenses, and optics are used in many consumer goods including cameras. Superimposition of periodic structures, for example transparent tissues with a grid structure, produces shapes known as moir patterns. Superimposition of periodic transparent patterns comprising parallel opaque lines or curves produces line moir patterns.
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          Oral history can be defined as the recording, preservation and interpretation of historical information, based on the personal experiences and opinions of the speaker. It may take the form of eye-witness evidence about the past, but can include folklore, myths, songs and stories passed down over the years by word of mouth. While it is an invaluable way of preserving the knowledge and understanding of older people, it can also involve interviewing younger generations.


          


          The Modern Tradition of Oral History


          Contemporary oral history involves recording or transcribing eyewitness accounts of historical events. Some anthropologists started collecting recordings (at first especially of Native American folklore) on phonograph cylinders in the late 19th century. In the 1930s the Works Progress Administration (WPA) sent out interviewers to collect accounts from various groups, including surviving witnesses of the American Civil War, Slavery, and other major historical events. The Library of Congress also began recording traditional American music and folklore onto acetate discs. With the development of audio tape recordings after World War II, the task of oral historians became easier.


          In 1942 the New Yorker published a profile of Joseph Gould, who claimed to be collecting An Oral History of Our Time. Although Gould never produced this work, the magazine story about him popularized the term oral history. In 1948 Alan Nevins, a Columbia University historian, established the Columbia Oral History Research Office, with a mission of recording, transcribing, and preserving oral history interviews. In 1967 American oral historians founded the Oral History Association, and in 1969 British oral historians founded the Oral History Society. There are now numerous national organizations and an International Oral History Association, which hold workshops and conferences and publish newsletters and journals devoted to oral history theory and practices.


          Historians, folklorists, anthropologists, sociologists, journalists, and many others employ some form of interviewing in their research. Although multi-disciplinary, oral historians have promoted common ethics and standards of practice, most importantly the attaining of the informed consent of those being interviewed. Usually this is achieved through a deed of gift, which also establishes copyright ownership that is critical for publication and archival preservation.


          Oral historians generally prefer to ask open-ended questions and avoid leading questions that encourage people to say what they think the interviewer wants them to say. Some interviews are life reviews, conducted with those at the end of their careers, others are focused on a specific period in their lives, such as war veterans, or specific events, such as those with survivors of Hurricane Katrina.


          The first oral history archives focused on interviews with prominent politicians, diplomats, military officers, and business leaders. By the 1960s and 70s, interviewing began being employed more often when historians investigate history from below. Whatever the field or focus of a project, oral historians attempt to record the memories of many different people when researching a given event. Interviewing a single person provides a single perspective. Individuals may misremember events or distort their account for personal reasons. By interviewing widely, oral historians seek points of agreement among many different sources, and also record the complexity of the issues. The nature of memoryboth individual and communityis as much a part of the practice of oral as are the stories collected.


          


          How do I undertake an oral history interview?


          


          Your project


          When planning a project you will have to ask yourself the following questions:


          
            	Why am I doing this?


            	What will the end result be?


            	How many people should be involved?


            	What sort of resources are available?


            	Who should I interview?

          


          You will also have to gain access to some recording equipment and learn how to use it.


          


          Who should you interview?


          Try to get a good cross-section of the population you are looking at  men/women, workers/management, clerical/engineering etc. Bear in mind that someone who is shy and retiring may have just as much to say as the louder, more outgoing person. Estimate the amount of people you will interview. Take into account the time you will spend planning, conducting, and writing up each interview. Contacts can be made by word of mouth, through the media, or via local groups. One interview often leads to another by word of mouth, although you may not wish to go too far down this road as, depending on your project, you may want to seek out people with different points of view and different backgrounds.


          


          Before the interview


          If possible, a preliminary telephone call will enable you to chat to your interviewee briefly about the subjects you want to cover, arrange where and when your interview will be, and make sure they can identify you and you them. You can also decide how much time is available to you both.


          


          Should you do any research before the interview?


          You should certainly know something about the subject you are going to talk about. If the subject is your local village then you probably wont need to do any extra research, but if its beekeeping it would be polite and useful to have a quick look through a book on the subject. The only danger with knowing something about the topic is that you may not ask certain questions because you think you already know the answer.


          Finally, before you set off for your interview, make sure you have told someone where you are going and when you expect to be back. Your safety is very important and if at any time you feel uncomfortable in a situation, you should make your excuses and leave.


          


          The interview


          Have you got everything? Directions to where you are going; recording equipment (including microphone); power supply/batteries; cassettes/mini discs; paperwork; something to prove your identity. First impressions are important. If you are presentable and polite it will make a big difference to the proceedings. Chat before the interview but try to avoid the interviewee telling you any anecdotes that would be better told during the recording.


          


          Starting the interview


          Check your interviewing environment  is there a potential for sounds that will interfere with your recording? Clinking tea cups, panting dogs, chirping budgies, chiming clocks, even traffic passing by can disrupt a recording. If possible, try and choose a quiet environment. If you can, position the recording device out of sight of your interviewee. Always test sound levels  this may alert you to any failing batteries or poor connections. At the beginning of the interview you should record details of who you are talking to and when. If you subsequently lose all the paperwork the basic information should be on the tape/disc.


          


          Asking questions


          A schedule or list of questions is a good idea at the start of a project although you may find you dont need one as time goes by. Be careful not to stick to a list of questions too rigidly, let the conversation flow naturally.


          
            	Ask open rather than closed questions. Easy to say but not always easy to

          


          do. An example of a closed question  a question which invites a yes/no answer  would be You felt terrible didnt you?. An open question would be How did you feel? followed up with, Why did you feel like that? if necessary.


          
            	Use plain words and avoid suggesting the answers: How did you feel about

          


          working as a housemaid? rather than It must have been awful having to be a servant, and Can you describe your childhood? rather than, I suppose your childhood was poor and unhappy?


          
            	Maintain eye-contact. This shows you are interested and enables you to

          


          encourage your interviewee with visual cues rather than speaking over the recording.


          
            	Clarify odd words or things you are not sure about  phrases like cutting the

          


          vamp (the boot and shoe trade). If you dont ask at the time you may never know!


          
            	Dont be afraid to ask, but dont interrupt or butt in. Make a mental or physical

          


          note to ask later. Particularly with older people, leave a pause at the end of their sentences as they may not have finished speaking.


          
            	Respect peoples opinions even if you dont agree with them. This is not the

          


          time for you to debate your political or cultural opinions with someone.


          
            	Be aware of tiredness  not just the exhausted 96 year old you have been

          


          grilling for three hours, but your own tiredness as well. Take a break or come back another day.


          


          After the Interview


          If possible, it is polite to have a chat after the interview. You can confirm any future appointments, explain what is going to happen to the interview, and say what the plans for your project are.


          You should ask the interviewee to fill in the copyright form. Label the cassettes/discs and write up a summary or a transcript of the interview. Think about storing the material you have collected and make a copy of the tape/disc. You could also write a letter of thanks to the interviewee and offer them a copy of the interview. Above all, listen to the interviews you do with a critical ear and keep interviewing!


          


          Notable Theorists


          
            	Milman Parry


            	Albert Lord
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            	Marshall McLuhan


            	Walter J. Ong


            	Wendy Wickwire


            	Ronald Grele
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          In anatomy, the orbit is the cavity or socket of the skull in which the eye and its appendages are situated.


          It can also mean the skin which surrounds the eye of a bird.


          In the adult human, the volume of the orbit is 30 ml, of which the eye occupies 6.5 ml.


          


          Definition


          The orbits are conical cavities, which open into the midline of the face. Each consists of a base, an apex and four walls.


          The base, which opens in the face, has four borders. The following bones take part in their formation:


          
            	1. Superior margin: frontal bone


            	2. Inferior margin: maxilla and zygomatic


            	3. Medial margin: frontal, lacrimal and maxilla


            	4. Lateral margin: zygomatic and frontal

          


          The apex lies near the medial end of superior orbital fissure and contain the optic canal which communicates with middle cranial fossa.


          The roof (superior wall) is formed by the orbital plate frontal bone and the lesser wing of sphenoid. The orbital surface presents medially by trochlear fovea and laterally by lacrimal fossa


          The floor (inferior wall) is formed by the orbital surface of maxilla, the orbital surface of zygomatic bone and the orbital process of palatine bone. Medially near the orbital margin is located the groove for nasolacrimal duct. Near the middle of the floor, located infraorbital groove, which leads to the infraorbital foramen. The floor is separated from the lateral wall by inferior orbital fissure, which connects the orbit to pterygopalatine and infratemporal fossa.


          The medial wall is formed by the frontal process of maxilla, lacrimal bone, orbital plate of ethmoid and a small part of the body of the sphenoid.


          The Lateral wall is formed by the orbital process of zygomatic and the orbital plate of greater wing of sphenoid. The bones meet at the zygomaticosphenoid suture. The lateral wall is the thickest wall of the orbit.


          


          Fat cushion


          In the orbit, surrounding the eyeball and its muscles, is a layer of fat that helps the eye rotate around a fixed centre of rotation. If excess liquid is collected in the fat cushion tissue, the eye may protrude.


          


          Contents


          
            	Eyeball


            	Fascias: Orbital, Bulbar


            	Extraocular muscles ( Levator Palpebrae Superioris, Superior, Inferior, Lateral and Medial Rectus muscles, Superior and Inferior Oblique Muscles)


            	Nerves: cranial nerves II, III, IV, V, and VI


            	Blood vessels


            	Extraocular Fat


            	Lacrimal gland, Lacrimal sac, Nasolacrimal duct


            	Eyelids


            	Medial and Lateral Palpebral ligaments


            	Medial and Lateral Check ligaments


            	Suspensory ligament of the eyeball


            	Conjunctiva


            	Trochlea


            	Orbital septum


            	Ciliary ganglion and short ciliary nerves

          


          


          Bones


          In humans, seven bones make up the bony orbit:


          
            	Frontal bone ( Pars orbitalis)


            	Lacrimal bone


            	Ethmoid bone ( Lamina papyracea)


            	Zygomatic bone ( Orbital process of the the zygomatic bone)


            	Maxillary bone ( Orbital surface of the body of the maxilla)


            	Palatine bone ( Orbital process of palatine bone)


            	Sphenoid bone ( Greater and lesser wings)

          


          


          Foramina and openings


          
            	Optic foramen


            	Superior orbital fissure


            	Inferior orbital fissure


            	Anterior ethmoid foramen


            	Posterior ethmoidal foramen


            	Infraorbital foramen


            	Supraorbital foramen


            	Naso-lacrimal canal opening


            	Zygomatic orbital foramen

          


          


          Additional images
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          The Orca or Killer Whale (Orcinus orca), less commonly, Blackfish or Seawolf, is the largest species of the oceanic dolphin family. It is found in all the world's oceans, from the frigid Arctic and Antarctic regions to warm, tropical seas.


          Orca are versatile and opportunistic predators. Some populations feed mostly on fish, and other populations hunt marine mammals, including sea lions, seals, and even large whales. There are up to five distinct Orca types, some of which may be separate races, subspecies or even species. Orcas are highly social; some populations are composed of matrilineal family groups which are the most stable of any animal species. The sophisticated social behaviour, hunting techniques, and vocal behaviour of Orcas have been described as manifestations of culture.


          Although Orcas are not an endangered species, some local populations are considered threatened or endangered due to pollution, depletion of prey species, conflicts with fishing activities and vessels, habitat loss, and whaling. Wild Orcas are usually not considered a threat to humans. There have, however, been isolated reports of captive Orcas attacking their handlers at marine theme parks.


          


          Taxonomy and evolution


          The sole species in the genus Orcinus, the Orca was one of the many species originally described by Linnaeus in 1758 in Systema Naturae. It is one of thirty-five species in the dolphin family. Like the Sperm Whale genus Physeter, Orcinus is a genus with a single, abundant species. Thus, paleontologists believe that the Orca is a prime candidate to have an anagenetic evolutionary history, forming descendant species from ancestral species without splitting of the lineage. If true, this would make the Orca one of the oldest dolphin species. However, it is unlikely to be as old as the family itself, which is believed to date back at least five million years.


          However, there are at least three to five types of Orcas that are distinct enough to be considered different races, subspecies, or possibly even species. In the 1970s and 1980s, research off the west coast of Canada and the United States identified the following three types:


          
            	Resident: These are the most commonly sighted of the three populations in the coastal waters of the northeast Pacific, including Puget Sound. The resident Orcas' diet consists primarily of fish and sometimes squid and they live in complex and cohesive family groups. Pods possess lifelong family bonds often living in large matrilineal groups and vocalizing in highly variable and complex "dialects." "The basic unit of resident Orca society is a mother, all of her dependent offspring (approximately ten years or younger), and her adult offspring as well, including her sons. Females will eventually spend less time with their mothers, as they begin producing calves of their own, but resident males appear to remain with their mothers for their entire lives. They leave for short periods to mate outside of their maternal group, but return to their mother afterwards." Female residents characteristically have a rounded dorsal fin tip that terminates in a sharp corner. They are known to visit the same areas consistently. The resident populations of British Columbia, and Washington are amongst the most intensely studied marine mammals ever. Researchers have identified and named over 300 Orcas over the past 30 years.

          


          
            	Transient: The diet of these Orcas consists almost exclusively of marine mammals; they do not eat fish. Transients in southern Alaska generally travel in small groups, usually of two to six animals. Unlike residents, transients may not always stay together as a family unit. Pods consist of smaller groups with less persistent family bonds and vocalizing in less variable and less complex dialects. Female transients are characterized by dorsal fins that are more triangular and pointed than those of residents. The gray or white area around the dorsal fin, known as the saddle patch, often contains some black coloring in residents. However, the saddle patches of transients are solid and uniformly gray. Transients roam widely along the coast  some individuals have been sighted in Southern Alaska and later in California

          


          
            	Offshore: These Orcas were discovered in 1988 when a humpback whale researcher signaled to Orca researchers Michael Bigg and Graeme Ellis that he saw Orcas in open water. These Orcas cruise the open oceans and feed primarily on fish, sharks and sea turtles. They have been seen traveling in groups of up to 60 animals. Currently there is little known about the habits of this population, but they can be distinguished genetically from the residents and transients. Female offshores are characterized by dorsal fin tips that are continuously rounded.
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          Orca populations in other parts of the world have not been as well-studied. However, there appears to be a correlation between a population's diet and its social behaviour. Fish-eating Orcas in Alaska and Norway have also been observed to have resident-like social structures. Mammal-eating Orcas in Argentina and the Crozet Islands have been observed to behave more like transients.


          Transient and resident Orcas live in the same areas, but avoid each other. The name "transient" originated from the belief that these Orcas were outcasts from larger resident pods. Researchers later discovered that transients are not born into resident pods, or vice-versa. The evolutionary split between the two groups is believed to have begun two million years ago. Recent genetic research has found that the types have not interbred for up to 10,000 years.


          Three Orca types have recently been documented in the Antarctic.


          
            	Type A looks like a "typical" Orca, living in open water and feeding mostly on Minke Whales.


            	Type B is smaller than Type A. It has a large white eyepatch and a patch of grey colouring on its back, called a dorsal cape. It feeds mostly on seals.


            	Type C is the smallest type and lives in larger groups than any other type of Orca. Its eyepatch is distinctively slanted forwards, rather than parallel to the body axis. Like Type B, it has a dorsal cape. Its only prey observed so far is the Antarctic toothfish.

          


          Type B and C Orcas live close to the Antarctic ice pack, and diatoms in these waters may be responsible for the yellowish colouring of both types. Research is ongoing whether Type B and C Orcas are different species.


          


          Common names


          The name "Orca" (plural "Orcas") was originally given to these animals by the ancient Romans, possibly borrowed from the Greek word ὄ which (among other things) referred to a species of whale. The term "orc" (or its variant "ork") has been used to describe a large fish, whale or sea-monster. It is now considered an obsolete equivalent for "Orca."


          The name "killer whale" is widely used in common English. However, since the 1960s, "Orca" has steadily grown in popularity as the common name to identify the species, and both names are now used. This change partly due to a desire by some to remove their reputation as "killers". The species is called Orca in most other European languages , and, as there has been a steady increase in the amount of international research on the species, there has been a convergence in naming.


          Supporters of the original name point out that the naming heritage is not limited to Spanish sailors. Indeed the genus name "Orcinus" means "from Hell" (see Orcus), and although the name "Orca" (in use since antiquity) is probably not etymologically related, the assonance might have given some people the idea that it meant "whale that brings death," or "demon from hell." The name is also similar to " Orcus" the Roman god of the underworld.


          The name of this species is similarly intimidating in many other languages, including Finnish, Dutch, German, Haida, Japanese and Chinese.


          They are sometimes referred to as blackfish, a name also used to refer to pilot whales, pygmy and false killer whales, and melon-headed whales. A former name for the species is grampus. This is now seldom used and should not be confused with the Grampus genus, whose only member is Risso's Dolphin.


          


          Description
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          Orcas are distinctively marked, with a black back, white chest and sides, and a white patch above and behind the eye. Calves are born with a yellowish or orange tint, which fades to white. Orcas have a heavy and stocky body and a large dorsal fin with a dark grey "saddle patch" at the fin's rear. Antarctic Orcas may have pale grey to nearly white backs. Males typically range from 6-8metres long (19-26ft) and weigh in excess of 6 tonnes. Females are smaller, generally ranging from 5-7m (16-23ft) and a weight of about 4 to 5 tonnes. However, an adult Orca's weight can be anywhere from 2,585 to 7,257kg (5,700 to 16,000lb), although males are heavier than females. The largest Orca ever recorded was a male off the coast of Japan, measuring 9.8m (32ft) and weighed over 8tonnes(17,636lb). Calves at birth weigh about 180kg (350-500lb) and are about 2.4m long (6-8ft). The Orca's large size and strength make them among the fastest marine mammals, often reaching speeds in excess of 56km/h (35mph).


          Unlike most dolphins, the pectoral fin of an Orca is large and rounded  more of a paddle than other dolphin species. Males have significantly larger pectoral fins than females. At about 1.8m (6ft), the dorsal fin of the male is more than twice the size of the female's, and is more of a triangle shape  a tall, elongated isosceles triangle, whereas the dorsal fin of the female is shorter and generally more curved.


          Adult male Orcas are very distinctive and are unlikely to be confused with any other sea creature. When seen from a distance in temperate waters, adult females and juveniles can be confused with various other species, for example the False Killer Whale or Risso's Dolphin.
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              An Orca skull.
            

          


          Individual Orcas can be identified from a good photograph of the animal's dorsal fin and saddle patch, taken when it surfaces. Variations such as nicks, scratches, and tears on the dorsal fin, and the pattern of white or grey in the saddle patch, are sufficient to distinguish Orcas from each other. For the well-studied Orcas of the northeast Pacific, catalogues have been published with the photograph and name of each Orca. Photo-identification has enabled the local population of Orcas to be counted each year rather than estimated, and has enabled great insight into Orca lifecycles and social structures.


          


          Lifecycle


          Females become mature at around 15 years of age. Then they have periods of polyestrous cycling with non-cycling periods of between three and sixteen months. The gestation period varies from fifteen to eighteen months. Mothers calve, with a single offspring, about once every five years. In analysed resident pods, birth occurs at any time of year, with the most popular months being those in winter. Newborn mortality is very high  one survey suggested that nearly half of all calves fail to reach one year old. Calves nurse for up to two years, but will start to take solid food at about twelve months. All resident Orca pod members, including males of all ages, participate in the care of the young.


          Cows breed until the age of 40, meaning that on average they raise five offspring. Typically, females' life span averages 50, but may survive well into their 70-80s in exceptional cases. Males become sexually mature at the age of 15, but do not typically reproduce until age 21. Male Orcas generally don't live as long as females. In the wild, males average 30 years with a maximum of 5060 years in exceptional cases. However, one male, known as Old Tom was reportedly spotted every winter between 1843 and 1932 off New South Wales, Australia. This would have made him at least 89 years old. The lifespans of captive Orcas are significantly shorter, usually less than 25 years.


          White orca have been spotted in the northern Bering Sea and around St. Lawrence Island. Also there have been sightings along the Russian coast.

          In February of 2008, A white orca was photographed two miles (3 km) off Kanaga Volcano. The whale was a healthy, adult male about 25 to 30feet (9.1m) long and weighing upward of 10,000 pounds.


          


          Distribution
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          Orcas are found in all oceans and most seas, including (unusually for cetaceans) the Mediterranean and Arabian seas. However, they prefer cooler temperate and polar regions. Although sometimes spotted in deep water, coastal areas are generally preferred to pelagic environments.


          The Orca is particularly highly concentrated in the north-east Pacific Basin, where Canada curves into Alaska, off the coast of Iceland and off the coast of northern Norway. They are regularly sighted in Antarctic waters right up to the ice-pack and are believed to venture under the pack and survive breathing in air pockets like the beluga does. In the Arctic, however, the species is rarely seen in winter, as it does not approach the ice pack. It does visit these waters during summer.


          Information for off-shore regions and tropical waters is more scarce, but widespread, if not frequent, sightings indicate that the Orca can survive in most water temperatures. Sightings are rare in Indonesian and Philippine waters. No estimate for the total worldwide population exists. Local estimates include 7080,000 in the Antarctic, 8,000 in the tropical Pacific (although tropical waters are not the Orca's preferred environment, the sheer size of this area  19 million square kilometres  means there are thousands of Orcas), up to 2,000 off Japan, 1,500 off the cooler north-east Pacific and 1,500 off Norway. Adding very rough estimates for unsurveyed areas, the total population could be around 100,000.


          With the rapid decline of Arctic sea ice in the Hudson Strait, the range of Orcas has now extended into the far northern waters of Canada. Through the 1990s, Orcas were sighted in western Hudson Bay at a rate of six per decade; sightings rose to more than 30 between 20012006.


          The migration patterns of Orcas are poorly understood. Each summer, the same resident Orcas appear off the coasts of British Columbia and Washington State. After decades of research, it is still unknown where these animals go for the rest of the year.


          Scientists spotted a white killer whale off Alaska on February 23, 2008.


          


          Diet
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          The Orca is an apex predator. They are sometimes called the wolves of the sea because they hunt in packs like wolves. On average, an Orca eats 227 kg (500 lb) of food each day.


          Orcas prey on a diverse array of species. However, specific populations show a high degree of specialization on particular prey species. For example, some populations in the Norwegian and Greenland sea specialise in herring and follow that fish's migratory path to the Norwegian coast each autumn. Other populations in the area prey on seals. In field observations of the resident Orcas of the northeast Pacific, salmon accounted for 96% of animals' diet, with 65% of the salmon being the large, fatty Chinook. They have been observed to swim through schools of the smaller salmon species without attacking any of them. Depletion of specific prey species in an area is therefore cause for concern for the local Orca population, despite the high overall diversity of potential Orca prey.


          Although, unlike transient Orcas, resident Orcas have never been observed to eat other marine mammals, they are known to occasionally harass and kill porpoises and seals for no apparent reason.



          


          Fish and other cold-blooded prey


          Fish-eating Orcas prey on 30 species of fish, particularly salmon (including Chinook and Coho), herring, and tuna, as well as basking sharks, oceanic whitetip sharks and smooth hammerheads. In one incident, off the Farallon Islands a subadult great white shark was killed by a mother Orca protecting her calf. The calf then ate the shark's nutrient-rich liver. There is also a known Orca that has been documented to specifically hunt great white sharks, eating the liver as a source of food. In New Zealand Orcas have been observed hunting stingrays as well. Cephalopods, such as octopuses and a wide range of squids, and reptiles, such as sea turtles, are also targets.


          While salmon are usually hunted by a single Orca or a small group of individuals, herring are often caught using carousel feeding: the Orcas force the herring into a tight ball by releasing bursts of bubbles or flashing their white undersides. The Orcas then slap the ball with their tail flukes, either stunning or killing up to 1015 herring with a successful slap. The herring are then eaten one at a time. Carousel feeding has only been documented in the Norwegian Orca population and with some oceanic dolphin species.


          


          Mammal prey


          Twenty-two cetacean species have been recorded as preyed on by Orcas, either through an examination of stomach contents, examining scarring on the prey's body, or from observing the Orcas' feeding activity. Groups of Orcas attack even larger cetaceans such as Minke Whales, Gray Whales, and very occasionally Sperm Whales or Blue Whales. Orcas generally choose to attack whales which are young or weak. However, a group of five or more Orcas may attack healthy adult whales. Bull Sperm Whales are avoided, as they are large, powerful, and aggressive enough to kill Orcas.


          When hunting a young whale, a group chases it and its mother until they are worn out. Eventually the Orcas manage to separate the pair and surround the young whale, preventing it from returning to the surface to breathe. Whales are typically drowned in this manner. Pods of female Sperm Whales can sometimes protect themselves against a group of Orcas by forming a protective circle around their calves with their flukes facing outwards. This formation allows them to use their powerful flukes to repel the Orcas. Hunting large whales, however takes a lot of time, usually several hours. Orca cannibalism has also been reported.


          Other marine mammal prey species include most species of seal, sea lion and fur seal. Walruses and Sea otters are taken less frequently. Orcas often use complex hunting strategies to find and subdue their prey. Sea lions are killed by head-butting or by being slapped and stunned by a tail fluke. They occasionally throw seals through the air in order to stun and kill them. Often, to avoid injury, they disable their prey before killing and eating it. This may involve throwing it in the air, slapping it with their tails, ramming it, or breaching and landing on it.


          Some highly specialized hunting techniques have been observed. Off Pennsula Valds, Argentina and the Crozet Islands, Orcas feed on South American sea lions and Southern elephant seals in shallow water; even beaching themselves temporarily. Beaching, usually fatal to whales, is not an instinctive behaviour. Adult Orcas have been observed to teach the younger ones the skills of hunting in shallow water. Off Pennsula Valds, adults pull seals off the shoreline for younger Orcas to recapture. Off the Crozet Islands, mothers have been seen pushing their calves onto the beach, waiting to pull the youngster back if needed.
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          Another technique for capturing seals is known as wave-hunting: Orcas spy-hop to locate Weddell seals, Ross seals, Crabeater seals and Leopard seals resting on ice floes, and then create waves by swimming together in groups to wash over the floe. This causes the seal to be thrown into the water where another Orca waits to kill it. The most recent recorded instance in April 2006 ended with the group of Orcas actually returning the seal to the ice floe after they had shown the younger animals how to properly perform the technique.


          Orcas have also been observed preying on terrestrial mammals, such as deer and moose, swimming between islands off the northwest coast of North America.


          


          Birds


          Several species of bird are preyed upon, including penguins, cormorants and sea gulls. A captive Orca in Friendship Cove discovered that it could regurgitate fish onto the surface, attracting sea gulls, and then eat them. Other Orcas then learned the behaviour by example.


          


          Behaviour
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          There are at least two types of general Orca behaviour: Resident and transient. Each type also has different food sources.


          The day-to-day behaviour of Orcas is generally divided into four activities: foraging, travelling, resting and socializing. Orcas are generally enthusiastic in their socializing, engaging in behaviours such as breaching, spyhopping, and tail-slapping.


          Resident Orcas can also be seen swimming with porpoises, other dolphins, seals, and sea lions, which are common prey for transient Orcas. Resident Orcas are continually on the move, sometimes traveling as much as 160km (100 miles) in a day, but may be seen in a general area for a month or more. Range for Resident Orca pods may be as much as 1300km (800 miles) or as little as 320km (200 miles).


          


          Social structure of Resident Orca communities


          Fish-eating Orcas in the North Pacific have a complex but extremely stable system of social grouping. Unlike any other mammal species whose social structure is known, Resident Orcas of both genders live with their mothers for their entire lives. Therefore, Orca societies are based around matrilines consisting of a single female (the matriarch) and her descendants. The sons and daughters of the matriarch form part of the line, as do the sons and daughters of those daughters. The average size of a matriline is nine animals.


          Because females can live for up to ninety years, it is not uncommon for four or even five generations to travel together. These matrilineal groups are highly stable. Individuals split off from their matrilineal group only for up to a few hours at a time, in order to mate or forage. No permanent casting-out of an individual from a matriline has ever been recorded.


          Closely-related matrilines form loose aggregations called pods, consisting on average of about 18 animals. All members of a pod use a similar set of calls, known as a dialect. Unlike matrilines, pods may split apart for days or weeks at a time in order to forage. Orcas within a pod do not interbreed; mating occurs only between members of different pods.
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          Resident pods have up to 50 or more members. Occasionally, several pods join to form "superpods," sometimes with more than 150 animals. Resident pods often include subpod which comprises one daughter or cousin that sometimes travels only with her offspring and sometimes join the rest of the pod.


          The next level of grouping is the clan. A clan consists of pods which have a similar dialect. Again the relationship between pods appears to be genealogical, consisting of fragments of families with a common heritage on the maternal side. Different clans can occupy the same geographical area; pods from different clans are often observed travelling together. When Resident pods come together to travel as a clan, they greet each other by forming two parallel lines akin to a face-off before mingling with each other.


          The final layer of association, perhaps more arbitrary and devised by humans rather than the other very natural divisions, is called the community and is loosely defined as the set of clans that are regularly seen mixing with each other. Communities do not follow discernible familial or vocal patterns.


          Transient groups are generally smaller because, although they too are based on matrilines, some male and female offspring eventually disperse from the maternal group. However, transient groups still have a loose connection defined by their dialect.


          


          Vocalizations
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          Like other dolphins, Orcas are highly vocal. They produce a variety of clicks and whistles used for communication and echolocation. The vocalization types vary with activity. While resting they are much quieter, emitting an occasional call that is distinct from those used when engaging in more active behaviour.


          Fish-eating resident groups of Orcas in the northeast Pacific tend to be much more vocal than transient groups in the same waters. Resident Orcas feed primarily on salmon, whose hearing is too poor to detect Orca calls at any significant distance. Residents make sounds to identify themselves when they are approaching another marine mammal. Transient Orcas, on the other hand, feed mainly on marine mammals. Because all marine mammals have excellent underwater hearing, the usual silence of transients is probably necessary to avoid detection by their acoustically-sensitive prey. They sometimes use a single click (called a cryptic click) rather than the long train of clicks observed in other populations.


          Resident pods have group-specific dialects. Each pod has its own vocal repertoire or set of particular stereotyped underwater calls (call types). Every member of the pod seems to know all the call types of the pod, so it is not possible to identify a single animal using voice alone. A particular call type might be used by only one group or shared among several.


          The number of call types shared by two groups appears to be a function of their genealogical relatedness rather than their geographical distance. Two groups that share a common set of ancestors but have grown apart in distance are likely to have a similar set of call types, indicating that calls are a learned behaviour.


          Orca mothers have been observed training their young in the pod's dialect. The mother uses a simplified version of the pod's dialect, a sort of baby-talk, when training a calf. This suggests that Orca vocalization has a learned basis in addition to an instinctual one.


          


          Intelligence


          The Orca's use of dialects and the passing of other learned behaviors from generation to generation has been described as a form of culture. The paper Culture in Whales and Dolphins, goes as far as to say, "The complex and stable vocal and behavioural cultures of sympatric groups of killer whales (Orcinus orca) appear to have no parallel outside humans and represent an independent evolution of cultural faculties."


          From 1968 to 1971, the US Navy attempted to train two male Orcas (Ahab and Ishmael) captured in Washington state, and kept at NUC Hawaii in fenced sea pens. The Orcas were trained for open ocean reliability but on February 17, 1971, Ishmael did not return when called and was never seen again. Ahab died in 1974.


          


          Conservation


          
            [image: An adult female and her calf]

            
              An adult female and her calf
            

          


          Environmental degradation, depletion of prey species, conflicts with fishing activities, and habitat degradation are currently the most significant threats to Orcas worldwide.


          Like other animals at the highest trophic levels of the food chain, the Orca is particularly susceptible to poisoning via accumulation of Polychlorinated biphenyls (PCBs) in the body. A survey of animals off the Washington coast found that PCB levels in Orcas were higher than those in harbour seals in Europe that have been sickened by the chemical. Samples from the blubber of Orcas in the Norwegian Arctic show higher levels of PCBs, pesticides and brominated flame-retardants than in polar bears.


          Stocks of most species of salmon, a main food source for resident Orcas in the northeast Pacific, have declined dramatically in recent years. On the west coast of Alaska and the Aleutian Islands, populations of seals and sea lions have also undergone a major decline. If food is scarce, Orcas must draw from their blubber for energy, which further magnifies the effects of pollutants. In 2005, the United States government listed the Southern Resident community of Orcas as an endangered population under the Endangered Species Act. The Southern Resident community comprises three pods which spend most of the year in the Georgia and Haro Straits and Puget Sound in British Columbia and Washington. These Orcas do not breed outside of their community, which was previously estimated at around 200 animals and had shrunk to around 90.


          Noise from shipping, drilling, and other human activities can interfere with the acoustic communication and echolocation of Orcas. In the mid-1990s, loud underwater noises from salmon farms were used to deter seals. Orcas subsequently avoided the surrounding waters. In addition high intensity navy sonar has become a new source of distress for Orcas. Orcas are popular with whale watchers, which may change Orca behaviour and stress Orcas, particularly if boats approach Orcas too closely or block their line of travel.


          The Exxon Valdez oil spill had an adverse effect on Orcas in Prince William Sound and the Kenai Fjords region of Alaska. One resident pod was caught in the spill; though the pod successfully swam to clear water, eleven members (about half) of the pod disappeared in the following year. The spill had a long-term effect by reducing the amount of available prey, such as salmon, and has thus been responsible for a local population decline. In December 2004, scientists at the North Gulf Oceanic Society said that the AT1 transient population of Orcas (currently considered part of a larger population of 346 transients), now only numbering 7 individuals, has failed to reproduce at all since the spill. This population is expected to become extinct.


          


          Orcas and humans


          Although only scientifically identified as a species in 1758, the Orca has been known to humans since prehistoric times.


          The first written description of an Orca is given in Pliny the Elder's Natural History (written circa 70 AD). The aura of invincibility around the all-consuming Orca was well-established by this time. Having observed the public slaughter of an Orca stranded at a harbour near Rome, Pliny writes, "Orcas (the appearance of which no image can express, other than an enormous mass of savage flesh with teeth) are the enemy of [other whales]... they charge and pierce them like warships ramming."


          


          Whaling
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          Orcas were targeted in commercial whaling for the middle part of the twentieth century once stocks of larger species had been depleted. Commercial hunting of Orcas came to an abrupt halt in 1981 with the introduction of a moratorium on all whaling. (Although from a taxonomic point of view an Orca is a dolphin rather than a whale, it is sufficiently large to come under the purview of the International Whaling Commission.)


          The greatest hunter of Orcas was Norway, which took an average of 56 animals per year from 1938 to 1981. Japan took an average of 43 animals from 1946 to 1981. (War year figures are not available but are likely to be fewer). The Soviet Union took a few animals each year in the Antarctic, with the extraordinary exception of the 1980 season when it took 916.


          Today, no country carries out a substantial hunt. A small level of subsistence whaling is carried out by Indonesia and Greenland. As well as being hunted for their meat, Orcas have also been killed because of competition with fishermen. In the 1950s the United States Air Force, at the request of the Government of Iceland, used bombers and riflemen to slaughter Orcas in Icelandic waters because they competed with humans for fish. The operation was considered a great success at the time by fishermen and the Icelandic government. However, many were unconvinced that Orcas were responsible for the drop in fish stocks, blaming overfishing by humans instead. This debate has led to repeated studies of North Atlantic fish stocks, with neither side in the whaling debate giving ground since that time.


          Orcas have been known to co-operate with humans in the hunting of whales. One well-known example occurred near the port of Eden in South-Eastern Australia in the between 1840 and 1930. A pod of Orcas, which included amongst its members a distinctive male called Old Tom, would assist whalers in hunting baleen whales. The Orcas would find the target whales, shepherd them into Twofold Bay and then alert the whalers to their presence and often help to kill the whales. Old Tom's role was commonly to alert the human whalers to the presence of a baleen whale in the bay by breaching or tailslapping at Kiah river mouth where the Davidson family had their tiny cottages. This role endeared him to the whalers and led to the idea that he was "leader of the pack", although such a role was more likely taken by a female as is more typical in Orca cultures. After the harpooning, some of the Orcas would even grab the ropes in their teeth and aid the whalers in hauling. The skeleton of Old Tom is on display at the Eden Killer Whale Museum, and significant wear marks still exist on his teeth from repeatedly grabbing fast moving ropes. In return for their help, the whalers allowed the Orcas to eat the tongue and lips of the whale before hauling it ashore. The Orcas would then also feed on the many fish and birds that would show up to pick at the smaller scraps and runoff from the fishing. The behaviour was recorded in detail in the 1840s by whaling overseer Sir Oswald Brierly and recorded in his extensive diaries. It was recorded in numerous publications over the period and witnesses included Australian members of Parliament. The behaviour was recorded on movie Film in 1910 by C.B Jenkins and C.E. Wellings and publicly projected in Sydney although the film is now missing. In 2005, the Australia Broadcasting Corporation produced a documentary "Killers in Eden" on the subject. The documentary featured numerous period photographs taken by C.E. Wellings and W. T. Hall of the phenomenon and also featured interviews with elderly eyewitnesses. Fear of Orcas has dissipated in recent years due to better education about the species, including the appearance of Orcas in aquariums.
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          Captivity


          The Orca's intelligence, trainability, striking appearance, playfulness in captivity and sheer size have made it a popular exhibit at aquariums and aquatic theme parks. The first Orca capture and display occurred in Vancouver in 1964. Over the next 15 years around 60 or 70 Orcas were taken from Pacific waters for this purpose. The Southern Resident community of the northeast Pacific lost 48 of its members to captivity; by 1976 only 80 Orcas were left in the community, which remains endangered. In the late 1970s and the first half of the 1980s, Orcas were generally taken from Icelandic waters (50 in the five years to 1985). Since then, Orcas have been successfully bred in captivity and wild specimens are considerably rarer.


          The practice of keeping Orcas in captivity is controversial, and organisations such as the World Society for the Protection of Animals and the Whale and Dolphin Conservation Society campaign against the captivity of Orcas. Orcas in captivity may develop physical pathologies such as dorsal fin collapse, seen in 6090% of captive males. Captive Orcas have vastly reduced life expectancies, on average only living into their 20s; however there are examples of Orcas living longer, including many who are over 30 years old and 2 Orcas (Corky II and Lolita/Tokitae of the Miami SeaQuarium) are around 40 years of age. In the wild, female Orcas can live to be 80 years old while males can live to be 60 years old. The captive environment usually bears little resemblance to their wild habitat, and the social groups that the Orcas are put into are foreign to those found in the wild. Critics claim that captive life is stressful due to small tanks, false social groupings and chemically-altered water. Captive Orcas have occasionally acted aggressively towards themselves, other Orcas, or humans, which critics say is a result of stress.


          


          Dorsal fin collapse
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          Most male captive Orcas, and some females, have a dorsal fin that is partially or completely collapsed to one side. Several theories exist as to why this happens. A dorsal fin is held erect by collagen, which normally hardens in late adolescence.


          Scientists from the National Marine Fisheries Service (NMFS) have reported that "the collapsed dorsal fins commonly seen in captive killer whales do not result from a pathogenic condition, but are instead thought to most likely originate from an irreversible structural change in the fins collagen over time. Possible explanations for this include (1) alterations in water balance caused by the stresses of captivity dietary changes, (2) lowered blood pressure due to reduced activity patterns, or (3) overheating of the collagen brought on by greater exposure of the fin to the ambient air." According to SeaWorld's website, another reason for the fin to bend may be the greater amount of time that captive whales spend at the surface, where the fin is not supported by water pressure. The Whale and Dolphin Conservation Society says that dorsal fin collapse is largely explained by captive orcas swimming in small circles due to having inadequate space in which to swim. SeaWorld says, "Neither the shape nor the droop of a whale's dorsal fin are indicators of a killer whale's health or well-being."


          Collapsed or collapsing dorsal fins are rare in most wild populations and usually result from a serious injury to the fin, such as from being shot or colliding with a vessel. After the 1989 Exxon Valdez oil spill, the dorsal fins of two male resident Orcas who had been exposed to the oil collapsed, and the animals subsequently died. In 2002, the dorsal fin of a stranded Orca showed signs of collapse after three days, but regained its natural upright appearance as soon as it resumed strong normal swimming upon release.


          Although it has been reported that 7 out of 30 (23%) of wild adult male Orcas from New Zealand waters have bent dorsal fins, this figure includes a variety of dorsal fin abnormalities, including rippled or twisted fins in addition to simple one-sided collapse. The New Zealand study noted that, in addition to the high prevalence of dorsal fin deformities, 2 of the 30 adult males in this population also had prolific body scarring that were consistent with teeth marks from other Orcas. The prevalence of dorsal fin deformities is 4.7% among adult males in British Columbia and 0.57% in Norway. Amongst the well-studied wild Orcas off the coast of British Columbia, the rate of dorsal fin collapse is around 1%.


          


          Attacks on humans


          There are few confirmed attacks on humans by wild Orcas. Two recorded instances include a boy charged while swimming in Alaska, and Orcas trying to tip ice floes on which a dog team and photographer of the Terra Nova Expedition was standing. In the case of the boy in Ketchikan Alaska, the boy was splashing in a region frequented by harbour seals and in what was possibly an aborted attack due to misidentification, the orca bumped the boy but did not bite. In the case of the Terra Nova expedition, the seal-like barking of the sled dogs may have triggered the orca's hunting curiosity.


          A widely distributed internet video of an Orca seemingly attacking a group of kayakers by jumping on one of the kayaks is fake. News networks regularly fall for the hoax and rebroadcast the footage. The video is actually an advertisement for the Asian sports drink Poweraid. The faked video uses existing stock footage of an Orca breaching off the San Juan Islands and uses digital compositing techniques to add separately shot kayakers to the footage. Excited voices shouting in Korean add to the excitement and realism of the hoax.


          Much more common than wild Orcas attacking people are captive Orcas attacking people, either their handlers or intruders. ABC News has reported that Orcas have attacked nearly two dozen people since the 1970s.


          


          Other incidents


          One infamous incident of Orca aggression took place in August 1989, when a dominant female Orca, Kandu V, struck a newcomer Orca, Corky II, with her mouth during a live show. Corky II had been imported from Marineland of the Pacific in California just months prior to the incident. According to reports, a loud smack was heard across the stadium. Although trainers tried to keep the show rolling, the blow severed an artery near Kandu V's jaw, and she began spouting blood. The crowd was quickly ushered out, and after a 45-minute haemorrhage, Kandu V died.


          SeaWorld continued to be under criticism from the Born Free Foundation over its continued captivity of the Orca Corky II, whom they want returned to her family, the A5 Pod, a large pod of Orcas in British Columbia, Canada. The captive Orca Namu developed a bacterial infection which damaged his nervous system, causing him to become non-responsive to people. During his illness he charged full speed into the wire mesh of his pen, thrashed violently for a few minutes and then died. A semi-documentary was named after him.
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          An orchestra is an instrumental ensemble, usually fairly large with string, brass, woodwind sections, and possibly a percussion section as well. The term orchestra derives from the name for the area in front of an ancient Greek stage reserved for the Greek chorus. The orchestra grew by accretion throughout the eighteenth and nineteenth centuries, but changed very little in composition during the course of the twentieth century.


          A smaller orchestra (of about forty players or less) is called a chamber orchestra.


          A full size orchestra (about 100 players) may sometimes be called a "symphony orchestra" or "philharmonic orchestra"; these prefixes do not necessarily indicate any strict difference in either the instrumental constitution or role of the orchestra, but can be useful to distinguish different ensembles based in the same city (for instance, the London Symphony Orchestra and the London Philharmonic Orchestra). A symphony orchestra will usually have over eighty musicians on its roster, in some cases over a hundred, but the actual number of musicians employed in a particular performance may vary according to the work being played and the size of the venue. A leading chamber orchestra might employ as many as fifty musicians; some are much smaller than that.


          


          Instrumentation
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          The typical symphony orchestra consists of four proportionate groups of similar musical instruments, generally appearing in the musical score in the following order:


          
            	Woodwinds: piccolo, 2 flutes, 2 oboes, English horn, 2 clarinets, bass clarinet, 2 bassoons, contrabassoon (double bassoon)


            	Brass: 2 to 8 horns, 2 to 5 trumpets, 3 or 4 trombones, tuba


            	Percussion: timpani, snare drum, tenor drum, bass drum, cymbals, triangle, wood block, tambourine, marimba, xylophone, glockenspiel, gong (tam-tam), tubular bells, etc.


            	Strings: harp(s), 16 to 30 violins, 8 to 12 violas, 8 to 12 violoncellos (cellos), and 5 to 8 double basses.

          


          Instruments marked in boldface are considered the "core" symphonic instruments, and only in rarest of cases are not called for in most symphonic literature. Other instruments listed above are considered auxiliary instruments and are less frequently required, but still referred to as standard. Late 19th century symphonic works calling for all the auxiliary instruments, as well as an augmented number of strings, usually include the phrase "for large orchestra" in their full titles.


          


          Beethovens influence


          The so-called "standard complement" of double winds and brass in the orchestra from the first half of the 19th century is generally attributed to the forces called for by Beethoven. The exceptions to this are his Fourth Symphony and Violin Concerto, which each specify a single flute.


          


          Expanded instrumentation


          Apart from the core orchestral complement, various other instruments are called for occasionally. These include the saxophone, heckelphone, flugelhorn, cornet, harpsichord, and organ. Saxophones, for example, appear in a limited range of 19th and 20th century scores. While appearing only as featured solo instruments in some works, for example Ravel's orchestration of Mussorgsky's Pictures at an Exhibition, Rachmaninoff's Symphonic Dances, the saxophone is included in other works, such as Ravel's Bolero and Walton's Belshazzar's Feast, as a member of the orchestral ensemble. The euphonium is featured in a few late Romantic and 20th century works, usually playing parts marked "tenor tuba", including Holst's The Planets, and Richard Strauss's Ein Heldenleben. Cornets appear in Tchaikovsky's ballet Swan Lake, Debussy's La Mer, and several orchestral works by Hector Berlioz. Unless these instruments are played by members doubling on another instrument (for example, a trombone player changing to euphonium for a certain passage), orchestras will use freelance musicians to augment their regular rosters.


          


          Organization
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          Among the instrument groups and within each group of instruments, there is a generally accepted hierarchy. Every instrumental group (or section) has a principal who is generally responsible for leading the group and playing orchestral solos. The violins are divided into two groups, first violin and second violin, each with its principal. The principal first violin is called the concertmaster (or "leader" in the UK) and is considered the leader of not only the string section, but of the entire orchestra, subordinate only to the conductor.


          The principal trombone is considered the leader of the low brass section, while the principal trumpet is generally considered the leader of the entire brass section. Similarly, the principal oboe is considered the leader of the woodwind section, and is the player to whom all others tune. The horn, while technically a brass instrument, often acts in the role of both woodwind and brass. Most sections also have an assistant principal (or co-principal or associate principal), or in the case of the first violins, an assistant concertmaster, who often plays a tutti part in addition to replacing the principal in his or her absence.


          A section string player plays unison with the rest of the section, except in the case of divided (divisi) parts, where upper and lower parts in the music are often assigned to "outside" (nearer the audience) and "inside" seated players. Where a solo part is called for in a string section, for example in the violins, the section leader invariably plays that part. Tutti wind and brass players generally play a unique but non-solo part. Section percussionists play parts assigned to them by the principal percussionist.


          In modern times, the musicians are usually directed by a conductor, although early orchestras did not have one, using instead the concertmaster or the harpsichordist playing the continuo for this role. Some modern orchestras also do without conductors, particularly smaller orchestras and those specialising in historically accurate performances of baroque music and earlier.


          The most frequently performed repertoire for a symphony orchestra is Western classical music or opera. However, orchestras are sometimes used in popular music, and are used extensively in film music.
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          History of the orchestra


          


          Early history


          In the 15th and 16th centuries in Italy the households of nobles had musicians to provide music for dancing and the court, however with the emergence of the theatre, particularly opera, in the early 17th century, music was increasingly written for groups of players in combination: which is the origin of orchestral playing. Opera originated in Italy, and Germany eagerly followed. Dresden, Munich and Hamburg successively built opera houses. At the end of the 17th century opera flourished in England under Henry Purcell, and in France under Lully, who with the collaboration of Molire also greatly raised the status of the entertainments known as ballets, interspersed with instrumental and vocal music.


          In the 17th century and early 18th century, instrumental groups were taken from all of the available talent. A composer such as Johann Sebastian Bach had control over almost all of the musical resources of a town, whereas Handel would hire the best musicians available. This placed a premium on being able to rewrite music for whichever singers or musicians were best suited for a performanceHandel produced different versions of the Messiah oratorio almost every year.


          As nobility began to build retreats away from towns, they began to hire musicians to form permanent ensembles. Composers such as the young Joseph Haydn would then have a fixed body of instrumentalists to work with. At the same time, travelling virtuoso performers would write concerti that showed off their skills, and they would travel from town to town, arranging concerts along the way. The aristocratic orchestras worked together over long periods, making it possible for ensemble playing to improve with practice.


          


          Mannheim School


          This change, from civic music making where the composer had some degree of time or control, to smaller court music making and one-off performance, placed a premium on music that was easy to learn, often with little or no rehearsal. The results were changes in musical style and emphasis on new techniques. Mannheim had one of the most famous orchestras of that time, where notated dynamics and phrasing, previously quite rare, became standard (see Mannheim school). It also attended a change in musical style from the complex counterpoint of the baroque period, to an emphasis on clear melody, homophonic textures, short phrases, and frequent cadences: a style that would later be defined as classical.


          Throughout the late 18th century composers would continue to have to assemble musicians for a performance, often called an "Academy", which would, naturally, feature their own compositions. In 1781, however, the Leipzig Gewandhaus Orchestra was organized from the merchants concert society, and it began a trend towards the formation of civic orchestras that would accelerate into the 19th century. In 1815, Boston's Handel and Haydn Society was founded, in 1842 the New York Philharmonic and the Vienna Philharmonic were formed, and in 1858, the Hall Orchestra was formed in Manchester. There had long been standing bodies of musicians around operas, but not for concert music: this situation changed in the early 19th century as part of the increasing emphasis in the composition of symphonies and other purely instrumental forms. This was encouraged by composer critics such as E.T.A. Hoffmann who declared that instrumental music was the "purest form" of music. The creation of standing orchestras also resulted in a professional framework where musicians could rehearse and perform the same works repeatedly, leading to the concept of a repertoire in instrumental music.


          


          Performance standards


          In the 1830s, conductor Franois Antoine Habeneck, began rehearsing a selected group of musicians in order to perform the symphonies of Beethoven, which had not been heard of in their entirety in Paris. He developed techniques of rehearsing the strings separately, notating specifics of performance, and other techniques of cuing entrances that were spread across Europe. His rival and friend Hector Berlioz would adopt many of these innovations in his touring of Europe.


          


          Instrumental craftsmanship


          The invention of the piston and rotary valve by Stolzel and Bluhmel, both Silesians, in 1815, was the first in a series of innovations, including the development of modern keywork for the flute by Theobald Boehm and the innovations of Adolphe Sax in the woodwinds. These advances would lead Hector Berlioz to write a landmark book on instrumentation, which was the first systematic treatise on the use of instrumental sound as an expressive element of music.


          The effect of the invention of valves for the brass was felt almost immediately: instrument-makers throughout Europe strove together to foster the use of these newly refined instruments and continuing their perfection; and the orchestra was before long enriched by a new family of valved instruments, variously known as tubas, or euphoniums and bombardons, having a chromatic scale and a full sonorous tone of great beauty and immense volume, forming a magnificent bass. This also made possible a more uniform playing of notes or intonation, which would lead to a more and more "smooth" orchestral sound that would peak in the 1950s with Eugene Ormandy and The Philadelphia Orchestra and the conducting of Herbert von Karajan with The Berlin Philharmonic.


          During this transition period, which gradually eased the performance of more demanding "natural" brass writing, many composers (notably Wagner and Berlioz) still notated brass parts for the older "natural" instruments. This practice made it possible for players still using natural horns, for instance, to perform from the same parts as those now playing valved instruments. However, over time, use of the valved instruments became standard, indeed universal, until the revival of older instruments in the contemporary movement towards authentic performance (sometimes known as "historically informed performance").


          At the time of the invention of the valved brass, the pit orchestra of most operetta composers seems to have been modest. An example is Sullivan's use of two flutes, one oboe, two clarinets, one bassoon, two horns, two cornets (a piston), two trombones, drums and strings.


          During this time of invention, winds and brass were expanded, and had an increasingly easy time playing in tune with each other: particularly the ability for composers to score for large masses of wind and brass that previously had been impractical. Works such as the Requiem of Hector Berlioz would have been impossible to perform just a few decades earlier, with its demanding writing for twenty woodwinds, as well as four gigantic brass ensembles each including around four trumpets, four trombones, and two tubas.


          


          Wagners influence


          The next major expansion of symphonic practice came from Wagner's Bayreuth orchestra, founded to accompany his musical dramas. Wagners works for the stage were scored with unprecedented scope and complexity: indeed, his score to Das Rheingold calls for no less than six harps. Thus, Wagner envisioned an ever-more-demanding role for the conductor of the theatre orchestra, as he elaborated in his influential work "On Conducting". This brought about a revolution in orchestral composition, and set the style for orchestral performance for the next eighty years. Wagner's theories re-examined the importance of tempo, dynamics, bowing of string instruments and the role of principals in the orchestra. Conductors who studied his methods would go on to be influential themselves.
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          20th century orchestra


          As the early 20th century dawned, symphony orchestras were larger, better funded, and better trained than ever before; consequently, composers could compose larger and more ambitious works. With the recording era beginning, the standard of performance reached a pinnacle. In recordings, small errors in a performance could be "fixed," but many older conductors and composers could remember a time when simply "getting through" the music as best as possible was the standard. Combined with the wider audience made possible by recording, this led to a renewed focus on particular conductors and on a high standard of orchestral execution. As sound was added to silent film, the virtuoso orchestra became a key component of the establishment of motion pictures as mass-market entertainment.


          


          Counter-revolution


          In the 1920s and 1930s, economic as well as artistic considerations led to the formation of smaller concert societies, particularly those dedicated to the performance of music of the avant-garde, including Igor Stravinsky and Arnold Schoenberg. This tendency to start festival orchestras or dedicated groups would also be pursued in the creation of summer musical festivals, and orchestras for the performance of smaller works. Among the most influential of these was the Academy of St. Martin in the Fields under the baton of Sir Neville Marriner.


          With the advent of the early music movement, orchestras where players worked on execution of works in styles derived from the study of older treatises on playing became common. These include the London Classical Players under the direction of Sir Roger Norrington and the Academy of Ancient Music under Christopher Hogwood, among others.


          


          Recent trends


          The late 20th century saw a crisis of funding and support for orchestras in Europe. The size and cost of a symphony orchestra, compared to the size of the base of supporters, became an issue that struck at the core of the institution. The drastic falling-off of revenues from recording, tied to no small extent to changes in the recording industry itself, began a period of change that has yet to reach its conclusion. Critics such as Norman Lebrecht were vocal in their diagnosis of the problem as the "jet set conductor" and the problems of orchestral repertory and management, while other music administrators such as Michael Tilson Thomas and Esa-Pekka Salonen argued that new music, new means of presenting it, and a renewed relationship with the community could revitalize the symphony orchestra.


          


          Conductorless orchestras


          The post-revolutionary symphony orchestra Persimfans was formed in the USSR in 1922. The unusual aspect of the orchestra was that, believing that in the ideal Marxist state all people are equal, its members felt that there was no need to be led by the dictatorial baton of a conductor; instead they were led by a committee. Although it was a partial success, the principal difficulty with the concept was in changing tempo. The orchestra survived for ten years and had to be disbanded only when the individual talents began to rebel against the rigid control under which they were expected to play.


          Some ensembles, such as the Orpheus Chamber Orchestra, based in New York City, have had more success, although decisions are likely to be deferred to some sense of leadership within the ensemble (for example, the principal wind and string players).


          Others have returned to the tradition of a principal player, usually a violinist, being the artistic director and running rehearsals (such as the Australian Chamber Orchestra).


          


          Multiple conductors


          The techniques of polystylism and polytempo music have recently led a few composers to write music where multiple orchestras perform simultaneously. These trends have brought about the phenomenon of polyconductor music, wherein separate sub-conductors conduct each group of musicians. Usually, one principal conductor conducts the sub-conductors, thereby shaping the overall performance. Some pieces are enormously complex in this regard, such as Evgeni Kostitsyn's Third Symphony, which calls for nine conductors.


          Charles Ives used two conductors, one to simulate a marching band coming through his piece. Realizations for Symphonic Band includes one example from Ives.


          


          Other meanings of orchestra


          In ancient Greece the orchestra was the space between the auditorium and the proscenium (or stage), in which were stationed the chorus and the instrumentalists. The Greek word for orchestra literally means "a dancing place".


          In some theaters, the orchestra is the area of seats directly in front of the stage (called primafila or platea); the term more properly applies to the place in a theatre, or concert hall reserved for the musicians.
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          The Most Illustrious Order of Saint Patrick is a British order of chivalry associated with Ireland. The Order was created in 1783 by George III. The regular creation of knights of Saint Patrick lasted until 1921, when most of Ireland became independent as the Irish Free State. While the Order technically still exists, no knight of St Patrick has been created since 1936, and the last surviving knight, Prince Henry, Duke of Gloucester, died in 1974. The Queen, however, remains the Sovereign of the Order, and one officer, the Ulster King of Arms (now combined with Norroy King of Arms), also survives. St Patrick is patron of the order; its motto is Quis separabit?, or Latin for "Who will separate us?": an allusion to the Vulgate translation of Romans 8:35, "Who shall separate us from the love of Christ?"


          Most British orders of chivalry cover the entire kingdom, but the three most exalted ones each pertain to one constituent nation only. The Order of St Patrick, which pertains to Ireland, is the most junior of these three in precedence and age. Its equivalent in England, The Most Noble Order of the Garter, is the oldest order of chivalry in the United Kingdom, dating to the middle fourteenth century. The Scottish equivalent is The Most Ancient and Most Noble Order of the Thistle, dating in its modern form to 1687.


          The Order of St Patrick earned international coverage when, in 1907, its insignia, known generally as the Irish Crown Jewels, were stolen from Dublin Castle shortly before a visit by the Order's Sovereign, King Edward VII. Their whereabouts remain a mystery.


          


          History
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          Foundation


          The Order was founded in 1783, a year after the grant of substantial autonomy to Ireland, as a means of rewarding (or obtaining) political support in the Irish Parliament. The Order of the Bath, founded in 1725, was instituted for similar reasons. The statutes of the Order restricted membership to men who were both knights and gentlemen, the latter being defined as having three generations of "noblesse" (i.e. ancestors bearing coats of arms) on both their father's and mother's side. In practice however only Irish Peers (and occasionally foreign princes) were ever appointed to the Order. The cross of St Patrick (a red saltire on a white background) was chosen as one of the symbols of the Order. A flag of this design was later used semi-officially to represent Ireland from that time until the Act of Union 1800, when it was incorporated into the Union Flag. Its association with St. Patrick or with Ireland prior to the foundation of the Order is unclear, however. One of the first knights was the 2nd Duke of Leinster, whose arms carry the same cross.


          


          Post-1922


          The Irish Executive Council under W. T. Cosgrave chose not to keep appointing people to the Order when the Irish Free State left the United Kingdom in 1922. Since then, only three people have been appointed to the Order. All were members of the British Royal Family. The then Prince of Wales (the future King Edward VIII and later Duke of Windsor) was appointed in 1927 and his younger brothers, Henry, Duke of Gloucester in 1934 and Albert, Duke of York (later King George VI) in 1936. The Duke of Gloucester at his death in 1974 was the last surviving member of the Order. It has however never actually been abolished and its resurrection has been discussed in Irish government circles on a number of occasions.


          


          Possible revival


          Winston Churchill suggested reviving the Order in 1943 to recognise the services of General Harold Alexander in Tunisia, but the opinion of his ministers and civil servants was that it would upset the diplomatic balance between London and Dublin. Taoiseach Sen Lemass considered reviving the Order during the 1960s, but did not take a decision.


          It is possible, but highly unlikely, for the British monarch to revive the Order unilaterally. It is also possible that the British monarch and the Irish government could re-establish the Order as a part of a joint Anglo-Irish honours system. The Irish Sunday Independent newspaper published an article in July 2004 urging the resurrection of the Order and the conferring of membership of the order jointly by the President of Ireland and the British monarch to individuals who had distinguished themselves in the field of Anglo-Irish relations. Other publications also made similar suggestions.


          The Constitution of Ireland provides, "Titles of nobility shall not be conferred by the State" (Article 40.1) and "No title of nobility or of honour may be accepted by any citizen except with the prior approval of the Government" (Article 40.2). Legal experts are divided on whether this clause prohibits the awarding of membership of the Order of St Patrick to Irish citizens, but some suggest that the phrase "titles of nobility" implies hereditary peerages and other noble titles, not lifetime honours such as knighthoods.. In any case, a reigning monarch of the United Kingdom would require the approval of the Government of Ireland to award an Irish citizen in this manner.


          


          Composition


          


          Members
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          The British monarch is Sovereign of the Order of St Patrick. The Lord Lieutenant of Ireland, the monarch's representative in Ireland, served as the Grand Master. The office of Lord Lieutenant was abolished in 1922; the last Lord Lieutenant and Grand Master was Edmund Fitzalan-Howard, 1st Viscount Fitzalan of Derwent.


          The Order originally consisted of fifteen knights in addition to the Sovereign. In 1821, however, George IV appointed six additional knights; he did not issue a Royal Warrant authorising the change until 1830. William IV formally changed the statutes in 1833, increasing the limit to twenty-two knights.


          The original statutes, based heavily on those of the Order of the Garter, prescribed that any vacancy should be filled by the Sovereign upon the nomination of the members. Each Knight was to propose nine candidates, of whom three had to have the rank of Earl or higher, three the rank of Baron or higher, and three the rank of Knight or higher, and a vote taken. In practice this system was never used; the Grand Master would nominate a Peer, the Sovereign would usually assent, and a chapter meeting held at which the knights "elected" the new member. The Order of St Patrick differed from its English and Scottish counterparts, the Orders of the Garter and the Thistle, in only ever appointing peers and princes. Women were never admitted to the Order of St Patrick; they were not eligible to become members of the other two orders until 1987. The only woman to be part of the Order was Queen Victoria as Sovereign of the Order. Although associated with the established Church of Ireland until 1871, several Catholics were appointed to the order throughout its history.


          


          Officers


          The Order of St Patrick initially had thirteen officers: the Prelate, the Chancellor, the Registrar, the Usher, the Secretary, the Genealogist, the King of Arms, two heralds and four pursuivants. Many of these offices were held by clergymen of the Church of Ireland, then established church. After the disestablishment of the Church in 1871, the ecclesiastics were allowed to remain in office until their deaths, when the offices were either abolished or reassigned to lay officials. All offices except that of Registrar and King of Arms are now vacant.


          The office of Prelate was held by the Archbishop of Armagh, the most senior clergyman in the Church of Ireland. The Prelate was not mentioned in the original statutes, but created by a warrant shortly afterwards, apparently because the Archbishop at the time had asked to be appointed to the post. Since the death of the last holder in 1885, the office of Prelate has remained vacant.


          The Church of Ireland's second highest cleric, the Archbishop of Dublin, originally served as the Chancellor of the Order. From 1886 onwards, the office was held instead by the Chief Secretary for Ireland. Since the abolition of the position of Chief Secretary in 1922, the office of Chancellor has remained vacant.


          The Dean of St Patrick's Cathedral was originally the Registrar of the Order. In 1890, on the death of the Dean who had held the post in at the time of disestablishment, the office was attached to that of the King of Arms of the Order. This position was held by Ulster King of Arms, Ireland's chief heraldic official, a post which had been created in 1552. In 1943, this post was in effect divided in two, reflecting the partition of Ireland in the Government of Ireland Act, 1920. The position, insofar as it related to Northern Ireland, was combined with that of Norroy King of Arms (who had heraldic jurisdiction in the north of England). The post of Norroy and Ulster King of Arms still exists, and thus continues to hold the offices of Registrar and King of Arms of the Order of St Patrick. The office of Ulster King of Arms, insofar as it related to the Irish Free State (now the Republic of Ireland), became the position of Chief Herald of Ireland.


          The Order of St Patrick had six other heraldic officers, many more than any other British order. The two heralds were known as Cork Herald and Dublin Herald. Three of the four pursuivancies were untitled, the fourth was held by Athlone Pursuivant, an office founded in 1552.


          The Usher of the Order was "the Usher at Arms named the Black Rod". The Irish Gentleman Usher of the Black Rod was distinct from the English officer of the same name, though like his counterpart he had some duties in the Irish House of Lords. (The latter continues to serve as Usher to the Order of the Garter and as Serjeant-at-Arms of the House of Lords.) The Irish post has been vacant since 1933.


          The offices of Secretary and Genealogist were originally held by members of the Irish House of Commons. The office of Secretary has been vacant since 1926. The position of Genealogist was left vacant in 1885, restored in 1889, but left vacant again in 1930.


          


          Current members and officers


          
            	Sovereign: Elizabeth II


            	Registrar and King of Arms: Thomas Woodcock Esq. LVO ( Norroy and Ulster King of Arms)

          


          


          Vestments and accoutrements
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          For important occasions, such as coronations and investitures of new members of the Order, Knights of St Patrick wore elaborate vestments:


          
            	The mantle was a celestial blue robe lined with white silk. The star of the Order (see below) was depicted on the left of the mantle. A blue hood was attached to the mantle.


            	The hat of the Order was originally of white satin, lined with blue, but was changed to black velvet by George IV. It was plumed with three falls of feathers, one red, one white and one blue.


            	The collar was made of gold, consisting of Tudor roses and harps attached with knots. The two roses which comprise the Tudor rose were alternately enamelled white within red, and red within white. The central harp, from which the badge of the Order was suspended, was surmounted by a crown.

          


          Aside from these special occasions, however, much simpler accoutrements were used:


          
            	The star of the Order was an eight-pointed figure, with the four cardinal points longer than the intermediate points. Each point was shown as a cluster of rays. In the centre was the same motto, year and design that appeared on the badge. The star was worn pinned to the left breast.


            	The broad riband was a celestial blue sash worn across the body, from the left shoulder to the right hip.
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              Insignia of a Knight of the Order
            

          


          
            	The badge was pinned to the riband at the right hip (or, when collars are worn, suspended from the collar). Made of gold, it depicted a shamrock bearing three crowns, on top of a cross of St Patrick and surrounded by a blue circle bearing the motto in majusclues, as well as the date of the Order's foundation in Roman numerals ("MDCCLXXXIII").

          


          The Grand Master's insignia were of the same form and design as those of the Knights. In 1831, however, William IV presented the Grand Master with a star and badge, each composed of rubies, emeralds and Brazilian diamonds. These two insignia became known as the Irish Crown Jewels. They, along with five collars belonging to Knights, were famously stolen in 1907; they have not since been recovered.


          A number of items pertaining to the Order of St Patrick are held in museums in the Republic of Ireland and Northern Ireland. The robes of Luke Gerald Dillon, 4th Baron Clonbrock, the 122nd Knight of the Order are on display in the National Museum of Ireland, Dublin; the robe belonging to Francis Charles Needham, 3rd Earl of Kilmorey is held by the Newry Museum; the National Gallery and Genealogical Museum in Dublin both have Stars of the Order; and the National Museum and Galleries of Northern Ireland Ulster Museum has a large collection on display and two mantles in storage. The Irish Guards take their capstar and motto from the Order.


          


          Chapel and Chancery
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          The Chapel of the Order was originally in St Patrick's Cathedral, Dublin. Each member of the Order, including the Sovereign, was allotted a stall in the choir of the Chapel, above which his (or her, in the case of Queen Victoria) heraldic devices were displayed. Perched on the pinnacle of a knight's stall was a helm, decorated with mantling and topped by his crest. Above the crest, the knight's heraldic banner was hung, emblazoned with his coat of arms. At a considerably smaller scale, to the back of the stall was affixed a piece of brass (a "stall plate") displaying its occupant's name, arms and date of admission into the Order. Upon the death of a Knight, the banner and crest were taken down and replaced with those of his successor. After the disestablishment of the Church of Ireland in 1871, the Chapel ceased to be used; the heraldic devices of the knights at the time were left in place at the request of Queen Victoria.


          The Order was without a ceremonial home until 1881 when arrangements were made to display banners, helms and hatchment plates (the equivalent of stall plates, in the absence of stalls) in the Great Hall of Dublin Castle. On the establishment of the Irish Free State the banners of the living knights were removed. When the Hall was redecorated in 1962 it was decided that it should be hung with the banners of the members of the Order in 1922. The existing banners were repaired or new ones made; it is these banners which can be seen today. The Hall, which was renamed St Patrick's Hall from its association with the Order, also served as the Chancery of the Order. Installation ceremonies, and later investitures, were held here, often on St Patrick's Day, until they were discontinued. A banquet for the Knights was often held in the Hall on the occasion of an installation. St Patrick's Hall now serves as the location for the inauguration of the President of Ireland.


          Unlike many of the other British Orders the stall plates (or hatchment plates) do not form a continuous record of the Knights of the Order. There are only 34 stall plates for the 80 or so knights appointed before 1871, (although others were destroyed in a fire in 1940), and 40 hatchments plates for the 60 knights appointed subsequently. In the case of the stall plates this was perhaps due to the their size, 30x36 cm (12x14 in).


          


          Precedence and privileges
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          Since the members of the Order were required to be knights, and in practice had higher rank, many of the privileges of membership were rendered moot. As knights they could prefix "Sir" to their forenames, but the form was never used in speech, as they were referred to by their peerage dignities. They were assigned positions in the order of precedence, but had higher positions by virtue of their peerage dignities.


          Knights used the post-nominal letters "KP". When an individual was entitled to use multiple post-nominal letters, KP appeared before all others, except "Bt" ( Baronet), "VC" (Victoria Cross), "GC" ( George Cross), "KG" (Knight of the Garter) and "KT" (Knight of the Thistle).


          Knights could encircle their arms with a depiction of the circlet (a blue circle bearing the motto) and the collar; the former is shown either outside or on top of the latter. The badge is depicted suspended from the collar. They were also entitled to receive heraldic supporters. This high privilege was, and is, only shared by members of the Royal Family, peers, Knights and Ladies of the Garter, Knights and Ladies of the Thistle, and Knights and Dames Grand Cross and Knights Commanders of the junior orders. (Of course, Knights of St Patrick, all being members of the Royal Family or peers, were entitled to supporters in any event.)
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          The Most Honourable Order of the Bath (formerly The Most Honourable Military Order of the Bath) is a British order of chivalry founded by George I on May 18, 1725. The name derives from the medieval ceremony for creating a knight, which involved bathing (as a symbol of purification) as one of its elements. The knights so created were known as Knights of the Bath. George I "erected the Knights of the Bath into a regular Military Order". He did not (as is often stated) revive the Order of the Bath, since it had never previously existed as an Order, in the sense of a body of knights who were governed by a set of statutes and whose numbers were replenished when vacancies occurred.


          The Order consists of the Sovereign (currently HM Queen Elizabeth II), the Great Master (currently HRH The Prince of Wales), and three Classes of members:


          
            	Knight Grand Cross ( GCB) or Dame Grand Cross ( GCB)


            	Knight Commander ( KCB) or Dame Commander ( DCB)


            	Companion ( CB)

          


          Members belong to either the Civil or the Military Division. Prior to 1815 the order had only a single class, Knights Companion (KB), which no longer exists. Recipients of the Order are now usually senior military officers or senior civil servants.


          The Order of the Bath is the fourth-most senior of the British Orders of Chivalry, after The Most Noble Order of the Garter, The Most Ancient and Most Noble Order of the Thistle, and The Most Illustrious Order of St Patrick. The last of the aforementioned Orders, which relates to Ireland, still exists but has been in disuse since the formation of the Irish Free State.


          


          History


          


          Knights of the Bath
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          In the Middle Ages knighthood was often conferred with elaborate ceremonies. These usually involved the knight-to-be taking a bath (possibly symbolic of spiritual purification) during which he was instructed in the duties of knighthood by more senior knights. He was then put to bed in order to dry. Clothed in a special robe, he was led with music to the chapel where he spent the night in a vigil. At dawn he made confession and attended Mass, then retired to his bed to sleep until it was fully daylight. He was then brought before the King, who after instructing two senior knights to buckle the spurs to the knight-elect's heels, fastened a belt around his waist, then struck him on the neck (with either a hand or a sword), thus making him a knight. It was this " accolade" which was the essential act in creating a knight, and a simpler ceremony developed, conferring knighthood merely by striking or touching the knight-to-be on the shoulder with a sword, or "dubbing" him, as is still done today. In the early medieval period the difference seems to have been that the full ceremonies were used for men from more prominent families.


          From the coronation of Henry IV in 1399 the full ceremonies were restricted to major royal occasions such as coronations, investitures of the Prince of Wales or royal Dukes, and royal weddings, and the knights so created became known as Knights of the Bath. Knights Bachelor continued to be created with the simpler form of ceremony. The last occasion on which Knights of the Bath were created was the coronation of Charles II in 1661.


          From at least 1625, and possibly from the reign of James I, Knights of the Bath were using the motto Tria iuncta in uno (Latin for "Three joined in one"), and wearing as a badge three crowns within a plain gold oval. These were both subsequently adopted by the Order of the Bath; a similar design of badge is still worn by members of the Civil Division. Their symbolism however is not entirely clear. The 'three joined in one' may be a reference to the kingdoms of England, Scotland and either France or Ireland, which were held (or claimed in the case of France) by British monarchs. This would correspond to the three crowns in the badge. Another explanation of the motto is that it refers to the Holy Trinity. Nicolas quotes a source (although he is skeptical of it) who claims that prior to James I the motto was Tria numina iuncta in uno, (three powers/gods joined in one), but from the reign of James I the word numina was dropped and the motto understood to mean Tria [regna] iuncta in uno (three kingdoms joined in one).
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          Foundation of the Order


          The prime mover in the establishment of the Order of the Bath was John Anstis, Garter King of Arms, England's highest heraldic officer. Sir Anthony Wagner, a recent holder of the office of Garter, wrote of Anstis's motivations:


          
            
              	

              	It was Martin Leake's opinion that the trouble and opposition Anstis met with in establishing himself as Garter so embittered him against the heralds that when at last in 1718 he succeeded, he made it his prime object to aggrandise himself and his office at their expense. It is clear at least that he set out to make himself indispensable to the Earl Marshal, which was not hard, their political principles being congruous and their friendship already established, but also to Sir Robert Walpole and the Whig ministry, which can by no means have been easy, considering his known attachment to the Pretender and the circumstances under which he came into office ... The main object of Anstis's next move, the revival or institution of the Order of the Bath was probably that which it in fact secured, of ingratiating him with the all-powerful Prime Minister Sir Robert Walpole.

              	
            

          


          The use of honours in the early 18th century differed considerably from the modern honours system in which hundreds, if not thousands, of people each year receive honours on the basis of deserving accomplishments. The only honours available at that time were hereditary (not life) peerages and baronetcies, knighthoods and the Order of the Garter (or the Order of the Thistle for Scots), none of which were awarded in large numbers (the Garter and the Thistle are limited to 24 and 16 living members respectively.) The political environment was also significantly different from today:


          
            
              	

              	The Sovereign still exercised a power to be reckoned with in the eighteenth century. The Court remained the centre of the political world. The King was limited in that he had to choose Ministers who could command a majority in Parliament, but the choice remained his. The leader of an administration still had to command the King's personal confidence and approval. A strong following in Parliament depended on being able to supply places, pensions, and other marks of Royal favour to the government's supporters.

              	
            

          


          The attraction of the new Order for Walpole was that it would provide a source of such favours to strengthen his political position. George I having agreed to Walpole's proposal, Anstis was commissioned to draft statutes for the Order of the Bath. As noted above, he adopted the motto and badge used by the Knights of the Bath, as well as the colour of the riband and mantle, and the ceremony for creating a knight. The rest of the statutes were mostly based on those of the Order of the Garter, of which he was an officer (as Garter King of Arms). The Order was founded by letters patent under the Great Seal dated 18 May 1725, and the statutes issued the following week.


          The Order initially consisted of the Sovereign, a Prince of the blood Royal as Principal Knight, a Great Master and thirty-five Knights Companion. Seven officers (see below) were attached to the Order. These provided yet another opportunity for political patronage, as they were to be sinecures at the disposal of the Great Master, supported by fees from the knights. Despite the fact that the Bath was represented as a military Order, only a few military officers were among the initial appointments (see List of Knights Companion of the Order of the Bath). They may be broken down into categories as follows (note that some are classified in more than one category):


          
            	Members of the House of Commons: 14


            	The Royal Household or sinecures: 11


            	Diplomats: 4


            	The Walpole family, including the Prime Minister: 3


            	Naval and Army Officers: 3


            	Irish Peers: 2


            	Country gentlemen with Court Appointments: 2
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          The majority of the new Knights Companion were knighted by the King and invested with their ribands and badges on 27 May 1725. Although the statutes set out the full medieval ceremony which was to be used for creating knights, this was not performed, and indeed was possibly never intended to be, as the original statutes contained a provision allowing the Great Master to dispense Knights Companion from these requirements. The original knights were dispensed from all the medieval ceremonies with the exception of the Installation, which was performed in the Order's Chapel, the Henry VII Chapel in Westminster Abbey, on June 17. This precedent was followed until 1812, after which the Installation was also dispensed with, until its revival in the twentieth century. The ceremonies however remained part of the Statutes until 1847.


          Although the initial appointments to the Order were largely political, from the 1770s appointments to the Order were increasingly made for naval, military or diplomatic achievements. This is partly due to the conflicts Britain was engaged in over this period. The Peninsular War resulted in so many deserving candidates for the Bath that a statute was issued allowing the appointment of Extra Knights in time of war, who were to be additional to the numerical limits imposed by the statutes, and whose number was not subject to any restrictions. Another statute, this one issued some 80 years earlier, had also added a military note to the Order. Each knight was required, under certain circumstances, to supply and support four men-at-arms for a period not exceeding 42 days in any year, to serve in any part of Great Britain. This company was to be captained by the Great Master, who had to supply four trumpeters, and was also to appoint eight officers for this body, however the statute was never invoked.


          


          Restructuring in 1815


          In 1815, with the end of the Napoleonic Wars, the Prince Regent (later George IV) expanded the Order of the Bath


          
            
              	

              	to the end that those Officers who have had the opportunities of signalising themselves by eminent services during the late war may share in the honours of the said Order, and that their names may be delivered down to remote posterity, accompanied by the marks of distinction which they have so nobly earned.

              	
            

          


          The Order was now to consist of three classes: Knights Grand Cross, Knights Commander, and Companions. The existing Knights Companion (of which there were 60) became Knight Grand Cross; this class was limited to 72 members, of which twelve could be appointed for civil or diplomatic services. The military members had to be of the rank of at least Major-General or Rear Admiral. The Knights Commander were limited to 180, exclusive of foreign nationals holding British commissions, up to ten of whom could be appointed as honorary Knights Commander. They had to be of the rank of Lieutenant-Colonel or Post-Captain. The number of Companions was not specified, but they had to have received a medal or been mentioned in despatches since the start of the war in 1803. A list of about 500 names was subsequently published. Two further officers were appointed, an "Officer of arms attendant on the Knights Commander and Companions", and a "Secretary appertaining to the Knights Commanders and Companions" The large increase in numbers caused some complaints that such an expansion would reduce the prestige of the Order.
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          The Victorian era


          In 1847 Queen Victoria issued new statutes eliminating all references to an exclusively military Order. As well as removing the word 'Military' from the full name of the Order, this opened up the grades of Knight Commander and Companion to civil appointments, and the Military and Civil Divisions of the Order were established. New numerical limits were imposed, and the opportunity also taken to regularise the 1815 expansion of the Order. The 1847 statutes also abolished all the medieval ritual, however they did introduce a formal Investiture ceremony, conducted by the Sovereign wearing the Mantle and insignia of the Order, attended by the Officers and as many GCBs as possible, in their Mantles.


          In 1859 a further edition of the Statutes was issued; the changes related mainly to the costs associated with the Order. Prior to this date it had been the policy that the insignia (which were provided by the Crown) were to be returned on the death of the holder; the exception had been foreigners who had been awarded honorary membership. In addition foreigners had usually been provided with stars made of silver and diamonds, whereas ordinary members had only embroidered stars. The decision was made to award silver stars to all members, and only require the return of the Collar. The Crown had also been paying the fees due to the officers of the Order for members who had been appointed for the services in the recent war. The fees were abolished and replaced with a salary of approximately the same average value. The offices of Genealogist and Messenger were abolished, and those of Registrar and Secretary combined.


          


          The 20th century


          In 1910 after his accession to the throne George V ordered the revival of the Installation ceremony, perhaps prompted by the first Installation ceremony of the more junior Order of St Michael and St George, held a few years earlier, and the building of a new chapel for the Order of the Thistle in 1911. The Installation ceremony took place on July 22, 1913 in the Henry VII Chapel, and Installations have been held at regular intervals since. Prior to the 1913 Installation it was necessary to adapt the chapel to accommodate the larger number of members. An appeal was made to the members of the Order, and following the Installation a surplus remained. A Committee was formed from the Officers to administer the 'Bath Chapel Fund', and over time this committee has come to consider other matters than purely financial ones.


          Another revision of the statutes of the Order was undertaken in 1925, to consolidate the 41 additional statutes which had been issued since the 1859 revision.


          Women were admitted to the Order in 1971. In 1975, Princess Alice, Duchess of Gloucester, an aunt of Elizabeth II, became the first to reach the highest rank, Dame Grand Cross. Princess Alice (whose maiden name was Lady Alice Douglas-Montagu-Scott) was a direct descendant of the Order's first Great Master, and her husband, who had died the previous year, had also held that office.


          Senior civil servants, such as permanent secretaries, and senior members of the armed forces, such as generals, are often appointed to the order. Civil servants associated with the Foreign Office, including ambassadors, are usually appointed to the Order of St Michael and St George.


          


          Composition


          


          Sovereign


          The British Sovereign is the Sovereign of the Order of the Bath. As with all honours except those in the Sovereign's personal gift, the Sovereign makes all appointments to the Order on the advice of the Government.


          


          Great Master


          The next-most senior member of the Order is the Great Master, of which there have been nine:


          
            	1725  1749: John Montagu, 2nd Duke of Montagu


            	1749  1767: (vacant)


            	1767  1827: Prince Frederick, Duke of York and Albany


            	1827  1830: William, Duke of Clarence and St. Andrews (later King William IV)


            	1830  1837: (vacant)


            	1837  1843: Prince Augustus Frederick, Duke of Sussex


            	1843  1861: Prince Albert, the Prince Consort


            	1861  1897: (vacant)


            	1897  1901: Albert Edward, Prince of Wales (later King Edward VII)


            	1901  1942: Prince Arthur, Duke of Connaught and Strathearn


            	1942  1974: Prince Henry, Duke of Gloucester


            	1974  present: Charles, Prince of Wales.

          


          Originally a Prince of the Blood Royal, as the Principal Knight Companion, ranked next after the sovereign. This position was joined to that of the Great Master in the statutes of 1847. The Great Master and Principal Knight is now either a descendant of George I or "some other exalted personage"; the holder of the office has custody of the seal of the order and is responsible for enforcing the statutes.


          


          Members


          
            [image: Air Chief Marshal Sir Richard Johns, wearing the star, riband and badge of a military Knight Grand Cross of the Order of the Bath]

            
              Air Chief Marshal Sir Richard Johns, wearing the star, riband and badge of a military Knight Grand Cross of the Order of the Bath
            

          


          The statutes also provide for the following:


          
            	120 Knights or Dames Grand Cross (GCB) (of whom the Great Master is the First and Principal)


            	355 Knights Commander (KCB) or Dames Commander (DCB)


            	1,925 Companions (CB)

          


          Regular membership is limited to citizens of the United Kingdom and of Commonwealth countries. Members appointed to the Civil Division must "by their personal services to [the] crown or by the performance of public duties have merited ... royal favour." Appointments to the Military Division are restricted by the rank of the individual. GCBs must hold the rank of Rear Admiral, Major General or Air Vice Marshal. KCBs must hold the rank of Captain in the Navy, Colonel in the Army or Marines, or Group Captain in the Air Force. CBs must be of the rank of Lieutenant Commander, Major or Squadron Leader, and in addition must have been mentioned in despatches for distinction in a command position in a combat situation. Non-line officers (e.g. engineers, medics) may be appointed only for meritorious service in war time.


          Non-Commonwealth foreigners may be made Honorary Members. Queen Elizabeth II has established the custom of awarding an honorary GCB to visiting heads of state, for example Gustav Heinemann (in 1972), Ronald Reagan (in 1989), Lech Wałęsa (in 1991), Fernando Henrique Cardoso, George H. W. Bush (in 1993), Nicolas Sarkozy in March 2008, and most recently, Turkish President Abdullah Gl. Foreign generals are also often given honorary appointments to the Order, for example Georgy Zhukov, Dwight D. Eisenhower and Douglas MacArthur during World War II, and Norman Schwarzkopf and Colin Powell after the Gulf War. A more controversial member of the Order is Robert Mugabe. UK Foreign Affairs Select Committee called for the removal of this honour in 2003, but no action has been taken.


          Honorary members do not count towards the numerical limits in each class. In addition the statutes allow the Sovereign to exceed the limits in time of war or other exceptional circumstances.


          


          Officers


          The Order of the Bath now has six officers:


          
            	the Dean


            	the King of Arms


            	the Registrar and Secretary


            	the Deputy Secretary


            	the Genealogist


            	the Gentleman Usher of the Scarlet Rod

          


          The office of Dean is held by the Dean of Westminster. The King of Arms, responsible for heraldry, is known as the Bath King of Arms; he is not, however, a member of the College of Arms, like many heralds. The Order's Usher is known as the Gentleman Usher of the Scarlet Rod; he does not, unlike his Order of the Garter equivalent (the Gentleman Usher of the Black Rod) perform any duties in the House of Lords.


          There were originally seven officers, each of whom was to receive fees from the Knights Companion both on appointment and annually thereafter. The office of Messenger was abolished in 1859. The office of Genealogist was abolished at the same time, but revived in 1913. The offices of Registrar and Secretary were formally merged in 1859, although the two positions had been held concurrently for the previous century. An Officer of Arms and a Secretary for the Knights Commander and Companions were established in 1815, but abolished in 1847. The office of Deputy Secretary was created in 1925.


          Under the Hanoverian kings certain of the officers also held heraldic office. The office of Blanc Coursier Herald of Arms was attached to that of the Genealogist, Brunswick Herald of Arms to the Gentleman Usher, and Bath King of Arms was also made Gloucester King of Arms with heraldic jurisdiction over Wales. This was the result of a move by Anstis to give the holders of these sinecures greater security; the offices of the Order of the Bath were held at the pleasure of the Great Master, while appointments to the heraldic offices were made by the King under the Great Seal and were for life.


          


          Vestments and accoutrements


          
            [image: The insignia of a Knight Grand Cross of the civil division of the order.]

            
              The insignia of a Knight Grand Cross of the civil division of the order.
            

          


          Members of the Order wear elaborate costumes on important occasions (such as its quadrennial installation ceremonies and coronations), which vary by rank:


          
            	The mantle, worn only by Knights and Dames Grand Cross, is made of crimson satin lined with white taffeta. On the left side is a representation of the star (see below). The mantle is bound with two large tassels.


            	The hat, worn only by Knights and Dames Grand Cross and Knights and Dames Commanders, is made of black velvet; it includes an upright plume of feathers.


            	The collar, worn only by Knights and Dames Grand Cross, is made of gold and weighs 30 troy ounces (933 g). It consists of depictions of nine imperial crowns and eight sets of flowers ( roses for England, thistles for Scotland and shamrocks for Ireland), connected by seventeen silver knots.

          


          On lesser occasions, simpler insignia are used:


          
            	The star is used only by Knights and Dames Grand Cross and Knights and Dames Commanders. Its style varies by rank and division; it is worn pinned to the left breast:

              
                	The star for military Knights and Dames Grand Cross consists of a Maltese Cross on top of an eight-pointed silver star; the star for military Knights and Dames Commander is an eight-pointed silver cross patte. Each bears in the centre three crowns surrounded by a red ring bearing the motto of the Order in gold letters. The circle is flanked by two laurel branches and is above a scroll bearing the words Ich dien (older German for "I serve") in gold letters.


                	The star for civil Knights and Dames Grand Cross consists of an eight-pointed silver star, without the Maltese cross; the star for civil Knights and Dames Commanders is an eight-pointed silver cross patte. The design of each is the same as the design of the military stars, except that the laurel branches and the words Ich dien are excluded.
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              The insignia of a Knight Grand Cross of the military division of the order.
            

          


          
            	The badge varies in design, size and manner of wearing by rank and division. The Knight and Dame Grand Cross' badge is larger than the Knight and Dame Commander's badge, which is in turn larger than the Companion's badge; however, these are all suspended on a crimson ribbon. Knights and Dames Grand Cross wear the badge on a riband or sash, passing from the right shoulder to the left hip. Knights Commanders and male Companions wear the badge from a ribbon worn around the neck. Dames Commanders and female Companions wear the badge from a bow on the left side:

              
                	The military badge is a gold Maltese Cross of eight points, enamelled in white. Each point of the cross is decorated by a small gold ball; each angle has a small figure of a lion. The centre of the cross bears three crowns on the obverse side, and a rose, a thistle and a shamrock, emanating from a sceptre on the reverse side. Both emblems are surrounded by a red circular ring bearing the motto of the Order, which are in turn flanked by two laurel branches, above a scroll bearing the words Ich dien in gold letters.


                	The civil badge is a plain gold oval, bearing three crowns on the obverse side, and a rose, a thistle and a shamrock, emanating from a sceptre on the reverse side; both emblems are surrounded by a ring bearing the motto of the Order.

              

            

          


          On certain "collar days" designated by the Sovereign, members attending formal events may wear the Order's collar over their military uniform or eveningwear. When collars are worn (either on collar days or on formal occasions such as coronations), the badge is suspended from the collar.


          The collars and badges of Knights and Dames Grand Cross are returned to the Central Chancery of the Orders of Knighthood upon the decease of their owners. All other insignia may be retained by their owners.


          


          Chapel
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              Westminster Abbey with a procession of Knights of the Bath, by Canaletto, 1749.
            

          


          The Chapel of the Order is Henry VII Lady Chapel in Westminster Abbey. Every four years, an installation ceremony, presided over by the Great Master, and a religious service are held in the Chapel; the Sovereign attends every alternate ceremony. The last such service was in May 2006 and was attended by the Sovereign. The Sovereign and each knight who has been installed is allotted a stall in the choir of the chapel. Since there are a limited number of stalls in the Chapel, only the most senior Knights and Dames Grand Cross are installed. A stall made vacant by the death of a military Knight Grand Cross is offered to the next most senior uninstalled military GCB, and similarly for vacancies among civil GCBs. Waits between admission to the Order and installation may be very long; for instance, Marshal of the Air Force Lord Craig of Radley was created a Knight Grand Cross in 1984, but was not installed until 2006.


          Above each stall, the occupant's heraldic devices are displayed. Perched on the pinnacle of a knight's stall is his helm, decorated with a mantling and topped by his crest. Under English heraldic law, women other than monarchs do not bear helms or crests; instead, the coronet appropriate to the dame's rank (if she is a peer or member of the Royal family) is used.


          Above the crest or coronet, the knight's or dame's heraldic banner is hung, emblazoned with his or her coat of arms. At a considerably smaller scale, to the back of the stall is affixed a piece of brass (a "stall plate") displaying its occupant's name, arms and date of admission into the Order.


          Upon the death of a Knight, the banner, helm, mantling and crest (or coronet or crown) are taken down. The stall plates, however, are not removed; rather, they remain permanently affixed somewhere about the stall, so that the stalls of the chapel are festooned with a colourful record of the Order's Knights (and now Dames) throughout history.


          When the grade of Knight Commander was established in 1815 the regulations specified that they too should have a banner and stall plate affixed in the chapel. This was never implemented (despite some of the KCBs paying the appropriate fees) primarily due to lack of space, although the 1847 statutes allow all three classes to request the erection of a plate in the chapel bearing the member's name, date of nomination, and (for the two higher classes) optionally the coat of arms.


          


          Precedence and privileges


          Members of the Order of the Bath are assigned positions in the order of precedence. Wives of male members also feature on the order of precedence, as do sons, daughters and daughters-in-law of Knights Grand Cross and Knights Commanders; relatives of female members, however, are not assigned any special precedence. Generally, individuals can derive precedence from their fathers or husbands, but not from their mothers or wives. (See order of precedence in England and Wales for the exact positions.)


          Knights Grand Cross and Knights Commanders prefix "Sir," and Dames Grand Cross and Dames Commanders prefix "Dame," to their forenames. Wives of Knights may prefix "Lady" to their surnames, but no equivalent privilege exists for husbands of Dames. Such forms are not used by peers and princes, except when the names of the former are written out in their fullest forms. Furthermore, honorary members and clergymen do not receive the accolade of knighthood.


          Knights and Dames Grand Cross use the post-nominal "GCB"; Knights Commanders use "KCB"; Dames Commanders use "DCB"; Companions use "CB".


          Knights and Dames Grand Cross are also entitled to receive heraldic supporters. Furthermore, they may encircle their arms with a depiction of the circlet (a red circle bearing the motto) with the badge pendant thereto and the collar; the former is shown either outside or on top of the latter.


          Knights and Dames Commanders and Companions may display the circlet, but not the collar, around their arms. The badge is depicted suspended from the collar or circlet. Members of the Military division may encompass the circlet with "two laurel branches issuant from an escrol azure inscribed Ich dien", as appears on the badge.


          


          Revocation


          It is possible for membership in the Order to be revoked. Under the 1725 statutes the grounds for this were heresy, high treason, or fleeing from battle out of cowardice. Knights Companion could in such cases be degraded at the next Chapter meeting. It was then the duty of the Gentleman Usher to "pluck down the escocheon [i.e. stallplate] of such knight and spurn it out of the chapel" with "all the usual marks of infamy". Only two people were ever degraded  Lord Cochrane in 1813 and General Sir Eyre Coote in 1816, both for political reasons, rather than any of the grounds given in the statute. Lord Cochrane was subsequently reinstated, Coote had died a few years after his degradation.


          Under Queen Victoria's 1847 statutes a member "convicted of treason, cowardice, felony, or any infamous crime derogatory to his honour as a knight or gentleman, or accused and does not submit to trial in a reasonable time, shall be degraded from the Order by a special ordinance signed by the sovereign". The Sovereign was to be the sole judge, and also had the power to restore such members.


          The situation today is that membership may be cancelled or annulled, and the entry in the register erased, by an ordinance signed by the Sovereign and sealed with the seal of the Order, on the recommendation of the appropriate Minister. Such cancellations may be subsequently reversed.


          William Pottinger, a senior civil servant, lost both his Order of the Bath and Royal Victorian Order in 1975 when he was gaoled for corruptly receiving gifts from the architect John Poulson.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Order_of_the_Bath"
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          The Most Noble Order of the Garter is an order of chivalry, or knighthood, originating in medieval England, and presently bestowed on recipients in any of the Commonwealth realms; it is the pinnacle of the honours system in the United Kingdom. Membership in the order is limited to the sovereign, the Prince of Wales, and no more than twenty-four members, or Companions; the order also comprises Supernumerary knights and ladies (e.g., members of the British Royal Family and foreign monarchs).


          The order's emblem, depicted on insignia, is a garter with the motto Honi soit qui mal y pense ( Old French: "shame upon him who thinks evil upon it") in gold lettering. Members of the order wear such a garter on ceremonial occasions.


          Most British honours encompass the whole United Kingdom, but the top-most three each pertain to one constituent nation. The Order of the Garter, pertaining to England, is senior in age and precedence; The Most Ancient and Most Noble Order of the Thistle pertains to Scotland; and the now-dormant The Most Illustrious Order of St Patrick pertains to Ireland.


          


          History


          King Edward III founded the Order of the Garter as "a society, fellowship and college of knights."
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              The insignia of a knight of the Order of the Garter.
            

          


          The foundation year is usually presumed to be 1348, although dates from 1344 to 1351 have been proposed. The King's wardrobe account shows Garter habits first issued in the autumn of 1348. Regardless, the Order probably was not established before 1346; its original statutes required that each member already be a knight (what would now be referred to as a knight bachelor) and some of the initial members were only knighted that year.


          Various legends account for the origin of the Order. The most popular legend involves the "Countess of Salisbury" (probably either his future daughter-in-law Joan of Kent or her former mother-in-law, Catherine Montacute, Countess of Salisbury). While she was dancing with or near King Edward at Eltham Palace, her garter is said to have slipped from her leg. When the surrounding courtiers sniggered, the king picked it up and tied it to his leg, exclaiming, "Honi soit qui mal y pense," ("Shamed be the person who thinks evil of it."), the phrase that has become the motto of the Order. According to another legend, King Richard I was inspired in the 12th century by St George the Martyr while fighting in the Crusades to tie garters around the legs of his knights, who subsequently won the battle. King Edward supposedly recalled the event in the 14th century when he founded the Order. Another explanation is that the motto refers to Edward's claim to the French throne, and the Order of the Garter was created to help pursue this claim. The use of the garter as an emblem may have derived from straps used to fasten armour.


          Soon after the founding of the Order, women were appointed "Ladies of the Garter," but were not made companions. King Henry VII discontinued the practice in 1488; his mother, Margaret Beaufort, was the last Lady of the Garter before Queen Alexandra. Except for female sovereigns, the next Lady of the Garter named was Queen Alexandra, by her husband King Edward VII. King George V also made his consort, Queen Mary, a Lady of the Garter and King George VI subsequently did the same for his wife, Queen Elizabeth. Throughout the 20th century, women continued to be associated with the Order, but except for foreign female monarchs, they were not made companions. In 1987, however, it became possible to install "Ladies Companion of the Garter" under a statute of Queen Elizabeth II.


          


          The Order
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              Knights Companion in the procession to St George's Chapel for the Garter Service
            

          


          


          Members


          Membership in the Order is extremely limited and includes the monarch of the Commonwealth realms, the Prince of Wales, not more than 24 companion members, and various supernumerary members. The monarch alone can grant membership. He or she is known as the Sovereign of the Garter, and the Prince of Wales is known as a Knight Companion of the Garter.


          Male members of the Order are titled "Knights Companion," and female members are called "Ladies Companion." Formerly, the Sovereign filled vacancies upon the nomination of the members. Each member would nominate nine candidates, of whom three had to have the rank of Earl or higher, three the rank of Baron or higher, and three the rank of Knight or higher. The Sovereign would choose as many nominees as were necessary to fill any vacancies in the Order. He or she was not obliged to choose those who received the most nominations. Candidates were last nominated in 1860, and appointments have since been made by the Sovereign acting alone, with no prior nominations. The statutes prescribing the former procedure were not amended, however, until 1953.


          From the 18th century, the Sovereign made his or her choices on the advice of Government. However, King George VI believed that the Order of the Garter and the Order of the Thistle had become too linked with political patronage. In 1946, with the agreement of the Prime Minister and the Leader of the Opposition, membership in these two orders became a personal gift of the Sovereign. Thus, the Sovereign personally selects Knights and Ladies Companion of the Garter, and need not act on the advice of Government.
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              The Prince of Wales with his siblings the Princess Royal, the Earl of Wessex and the Duke of York, who are supernumerary members of the Order.
            

          


          In addition, the Order includes supernumerary members, who do not count towards the limit of 24 companions. Several supernumerary members, known as "Royal Knights and Ladies of the Garter", belong to the royal family. These titles were introduced in 1786 by King George III so that his many sons would not count towards the limit on the number of companions. He created the statute of supernumerary members in 1805 so that any descendant of King George II could be installed as such a member. In 1831, this statute was extended again to include all descendants of King George I.


          With the installation of Emperor Alexander I of Russia in 1813, supernumerary membership was extended to foreign monarchs, who are known as "Stranger Knights and Ladies of the Garter". Each such installation originally required the enactment of a statute; however, a 1954 statute authorises the regular admission of Stranger Knights or Ladies without further special enactments.


          The Sovereign may "degrade" members who have committed serious crimes, such as treason. During the First World War, several Stranger Knights who were monarchs of enemy nations had their memberships revoked. The appointments of Emperor Wilhelm II of Germany and Emperor Franz Joseph I of Austria were annulled in 1915. The membership of Emperor Hirohito of Japan was removed after Japan entered World War II, but he was reappointed after the war by Elizabeth II. (Thus, Hirohito was uniquely made a Knight of the Garter by two different Sovereigns.)


          Descendants of Knights of the Garter may join the Society of the Friends of St George's & Descendants of the Knights of the Garter as Descendant Member.


          


          Officers
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          The Order has six officers: the Prelate, the Chancellor, the Register, the Garter Principal King of Arms, the Usher, and the Secretary. The offices of Prelate, Register and Usher were created on the order's establishment; those of Garter Principal King of Arms and Chancellor, in the 15th century; and that of Secretary, in the 20th century.


          The office of Prelate is held by the Bishop of Winchester, traditionally one of the senior bishops of the Church of England. The office of Chancellor is now held by one of the companions of the order. For most of its existence, the Bishop of Salisbury has held the office, although laymen held it from 1553 to 1671. In 1837, after boundary changes made Windsor Castle fall in the diocese of Oxford, the Chancellorship was transferred to the Bishop of Oxford. A century later, the Bishop of Salisbury challenged this transfer, on the grounds that the Chancellorship had been attached to his office regardless of the diocese in which the chapel of the order lay; and that, in any event, St George's Chapel, as a Royal Peculiar, was not under diocesan jurisdiction. The office of Chancellor was removed from the Bishop of Oxford (the outgoing bishop had been outspoken in the abdication crisis), and has since been held by one of the Knights Companion. Since 1937, the following members have held the post of Chancellor:


          
            	The Duke of Portland (19371943)


            	The Earl of Halifax (19431959)


            	The Marquess of Salisbury (19601972)


            	The Viscount Cobham (19721977)


            	The Marquess of Abergavenny (19771994)


            	Lord Carrington (since 1994)

          


          The office of Register has been held by the Dean of Windsor since 1558. The Garter Principal King of Arms is ex officio the senior officer of the College of Arms (the heraldic authority of England), and is usually appointed from among the other officers of arms at the College. As the title suggests, Garter Principal King of Arms has specific duties as the Order's officer of arms, attending to the companions' crests and banners of arms, which are exhibited in the chapel. The Secretary, who acts as deputy to Garter in the ceremonial aspects of the Order, has since 1952 also been selected from the other officers of the College of Arms. The office of Usher is held by the Gentleman Usher of the Black Rod, who is also the Serjeant-at-Arms of the United Kingdom House of Lords (although his functions are more often performed there by his deputy, the Yeoman Usher).


          


          Military Knights of Windsor


          At the founding of the Order of the Garter, 26 "poor knights" were appointed and attached to the Order and its chapel. This number was not always maintained, and by the 17th century, there were only thirteen such knights. King Charles II increased the number to eighteen after his coronation in 1660. After the knights objected to being termed "poor", King William IV redesignated them in the 19th century as the Military Knights of Windsor.


          The poor knights were impoverished military veterans, required to pray daily for the Knights Companion. In return, they received a salary and lodging in Windsor Castle. The knights are no longer necessarily poor, but are still military pensioners. They participate in the Order's processions, escorting the members, and in the chapel services. However, they are not considered knights or members of the Order.


          


          Vestments and accoutrements


          


          Members
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              King Leopold I of Belgium wearing the vestments of a Knight of the Garter.
            

          


          For the Order's ceremonial occasions, such as the annual Garter Day, the members wear elaborate vestments and accoutrements (accessories):


          
            	The mantle is a vestment or robe worn by members since the 15th century. Once made of wool, by the 16th century it was made of velvet. The mantle was originally purple, but varied during the 17th and 18th centuries between celestial blue, pale blue, royal blue, dark blue, violet and ultramarine. Mantles are now dark blue and lined with white taffeta. The mantles of the Sovereign, the Prince of Wales, and Royal Knights and Ladies end in trains. The heraldic shield of St George's Cross encircled by the Garter is sewn onto the left shoulder of the mantle, but the Sovereign's mantle instead has the star of the Order. Attached to the mantle over the right shoulder are a dark red velvet hood and surcoat, which have lost all function over time and appear to the modern observer simply as a splash of colour.

          


          
            	The hat is of black velvet with a plume of white ostrich and black heron feathers.

          


          
            	The collar is an accessory worn around the neck, over the mantle. Like the mantle, it was introduced in the 15th and 16th centuries. Made of pure gold, it weighs 30 troy ounces (0.933kg). The collar is composed of gold knots alternating with enamelled medallions showing a rose encircled by the Garter. During King Henry VII's reign, each garter surrounded two rosesone red and one whitebut he changed the design such that each garter encircled only one red rose.

          


          
            	The George, which is worn suspended from the collar, is a colourfully enamelled three-dimensional figure of St George the Martyr on horseback slaying a dragon.

          


          
            	The Garter is worn on ceremonial occasions around the left calf by knights and around the left arm by ladies, and is depicted on several insignia. The Garter is a buckled dark-blue (originally light-blue) velvet strap, and bears the motto in gold letters. The garters of Stranger Knights and Ladies were once set with several jewels.

          


          On other occasions when decorations are worn, the members wear simpler insignia:


          
            	The collar is worn on designated collar days over military uniform or evening wear by members attending formal events. The collar is fastened to the shoulders with silk ribbons. Since the collar signifies the Order of the Garter, members can then wear the riband of any other order to which they belong.

          


          
            	The star, which is worn pinned to the left breast, was introduced in the 17th century by King Charles I and is a colourfully enamelled depiction of the heraldic shield of St George's Cross, encircled by the Garter, which is itself encircled by an eight-point silver badge. Each point is depicted as a cluster of rays, with the four points of the cardinal directions longer than the intermediate ones. The stars of Stranger Knights and Ladies were once set with several jewels. Since the Order of the Garter is the senior order of the United Kingdom, a member will wear its star above the others (up to three) that he or she holds.

          


          
            	The riband is a four inch (10.16cm)-wide sash worn over the left shoulder, or pinned beneath it, to the right hip, and was introduced in the 17th century by King Charles II. The riband's colour has varied over the years: it was originally light blue, but was a dark shade under the Hanoverian monarchs. In 1950, the colour was fixed as "kingfisher blue". A member will wear only one riband, even if he or she belongs to several orders.

          


          
            	The badge is worn suspended from a small gold link from the riband at the right hip, and is sometimes known as " the Lesser George". Like the George, the badge shows St George the Martyr on horseback slaying a dragon, but it is flatter and gold. In the 15th century, the badge was worn attached to a ribbon around the neck. This was not convenient when riding a horse, so the custom of wearing it with a riband under the right arm developed.

          


          On the death of a member, the badge and star are returned personally to the Sovereign by the former member's nearest male relative, and the other insignia to the Central Chancery of the Orders of Knighthood.


          


          Officers
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              The Meiji Emperor receiving the Order of the Garter from Prince Arthur of Connaught in 1906, as a consequence of the Anglo-Japanese Alliance.
            

          


          For ceremonial occasions of the Order, the officers wear the following garments and accessories:


          
            	The mantles for the prelate and chancellor are dark blue like those of the members (as a member, the chancellor wears a member's mantle), but the mantles for the other officers are dark red. All mantles are embroidered with a heraldic shield of St George's Cross. For Garter ceremonies, Garter Principal King of Arms wears this red mantle rather than the tabard of the royal arms worn for other State ceremonial occasions.

          


          
            	Officers wear badges of office suspended from a chain worn around the neck. The badge for the prelate shows the Lesser George encircled by the Garter, which is surmounted by a bishop's mitre. The badge for the chancellor is a rose encircled by the Garter. The badge for the register is two crossed quills over a book encircled by the Garter surmounted by a crown. The badge for Garter Principal King of Arms is the royal arms impaled with St George's Cross encircled by the Garter and surmounted by a crown. The badge for the usher is a knot (like those on the collars of the companions of the order) encircled by the Garter and surmounted by a crown. The badge for the secretary shows two crossed quills in front of a rose and encircled by the Garter surmounted by a crown.

          


          The chancellor carries a purse, which is embroidered with the royal arms impaled by the Cross of St. George. The purse contains the seal of the Order. Garter Principal King of Arms carries his baton of office. The usher carries his staff of office, the Black Rod.


          


          Military knights of Windsor


          
            [image: Military Knights of Windsor in the procession to the Garter Service.]

            
              Military Knights of Windsor in the procession to the Garter Service.
            

          


          The poor knights originally wore red mantles, each of which bore St George's Cross, but did not depict the Garter. Queen Elizabeth I replaced the mantles in the 16th and 17th centuries with blue and purple gowns, but the red mantles returned in the 17th century under King Charles I. When the knights were renamed, the mantles were abandoned. The military knights now wear the old military uniform of an "army officer on the unattached list": black trousers with red stripe, a red double-breasted swallow-tailed coat, gold epaulets and brushes, a cocked hat with a plume, and a sword on a white sash.


          


          Precedence and privileges


          Members are assigned positions in the order of precedence, coming before all others of knightly rank, and above baronets. The wives, sons, daughters and daughters-in-law of Knights Companion are also assigned precedence. Relatives of Ladies Companion are not, however, assigned any special positions. (Generally, individuals can derive precedence from their fathers or husbands, but not from their mothers or wives.) The Chancellor is also assigned precedence, but except for the period between 1553 and 1671 when the office was held by a layman who was not necessarily a member of the Order, this precedence has been purely theoretical. As a member of the Order, the Chancellor has a higher precedence than that attached to the office, and when the office was filled by a diocesan bishop of the Church of England, the holder again had a higher precedence by virtue of that office than any that the chancellorship could bestow.


          
            [image: These arms of John Churchill, 1st Duke of Marlborough, are encircled by both the Garter and the collar.]

            
              These arms of John Churchill, 1st Duke of Marlborough, are encircled by both the Garter and the collar.
            

          


          Knights Companion prefix "Sir" and Ladies Companion prefix "Lady" to their forenames. Wives of Knights Companion may prefix "Lady" to their surnames, but no such privilege exists for husbands of Ladies Companion. Such forms are not used by princes and peers, except when peers' names are written out in their fullest forms.


          Knights and Ladies Companion use the post-nominal letters "KG" and "LG" respectively. When an individual is entitled to use multiple post-nominal letters, those of the Order of the Garter appear before all others except "Bt" ( Baronet), "VC" (Victoria Cross) and "GC" ( George Cross).


          The members may encircle their arms with the Garter, and, if they wish, with a depiction of the collar as well. However, the Garter is normally used alone; the more elaborate version is seldom seen. Stranger Knights and Ladies do not, of course, embellish the arms they use in their countries with English decorations.


          Knights and Ladies Companion are also entitled to receive heraldic supporters, a privilege granted to few other private individuals. While some families claim supporters by ancient use, and others have been granted them as a special reward, only peers, Knights and Ladies Companion of the Garter, Knights and Ladies of the Thistle, and certain other knights and ladies are automatically entitled to them.


          


          Garter service at St George's Chapel


          
            [image: The emblem at Windsor Castle]

            
              The emblem at Windsor Castle
            

          


          The Order of the Garter once held services at St. George's Chapel, Windsor Castle, but they became rare in the 18th century. The Garter services, discontinued in 1805, was revived by King George VI in 1948, and it has become an annual event. Each June, on the Monday of Royal Ascot week, the members of the Order, wearing their ceremonial vestments and insignia, meet in the state apartments in the Upper Ward of Windsor Castle. They process on foot, led by the Military Knights of Windsor, through the castle to St George's Chapel for the service. If there are any new knights, they are installed on this occasion. After the service, the members return to the Upper Ward by carriage.


          


          Connections to "Sir Gawain and the Green Knight"


          Medieval scholars have pointed to a connection between the Order of the Garter and the Middle English poem, " Sir Gawain and the Green Knight". In "Gawain", a girdle, very similar in its sexual undertones to the garter, plays a prominent role. A rough version of the Order's motto also appears in the text. It translates from Middle English as "Accursed be a cowardly and covetous heart."


          While the author of the poem remains disputed, there seems to be a connection between two of the top candidates and the Order of the Garter. Scholar J.P. Oakden has suggested that it is someone related to John Gaunt who was the Duke of Lancaster, and, more importantly, a member of the Order. Another competing theory is that the work was written for Enguerrand de Coucy, seventh Sire de Coucy. Sire de Coucy was married to King Edward III's daughter, Isabella, and was given admittance to the Order of the Garter on their wedding day."
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        Order of the Thistle


        
          

          
            [image: Banners of Knights of the Thistle, hanging in St Giles High Kirk]

            
              Banners of Knights of the Thistle, hanging in St Giles High Kirk
            

          


          The Most Ancient and Most Noble Order of the Thistle is an order of chivalry associated with Scotland. While its original date of foundation is unknown, James VII (also King of England as James II) instituted the modern Order in 1687. The Order consists of the Sovereign and sixteen Knights and Ladies, as well as certain "extra" knights (members of the British Royal Family and foreign monarchs). The Sovereign alone grants membership of the Order; he or she is not advised by the Government, as occurs with most other Orders. The sixteen members are required to be Scottish-born, though not the "extra" knights and ladies.


          The Order's primary emblem is the thistle, the national flower of Scotland. The motto is Nemo me impune lacessit (Latin for "No one provokes me with impunity"); the same motto also appears on the Royal Coat of Arms of the United Kingdom for use in Scotland, on some pound coins and is also the motto of the Royal Regiment of Scotland, Scots Guards and Royal Scots Dragoon Guards. The patron saint of the Order is St Andrew.


          Most British orders of chivalry cover the entire kingdom, but the three most exalted ones each pertain to one constituent country only. The Order of the Thistle, which pertains to Scotland, is the second-most senior in precedence. Its equivalent in England, The Most Noble Order of the Garter, is the oldest documented order of chivalry in the United Kingdom, dating to the middle fourteenth century. In 1783 an Irish equivalent, The Most Illustrious Order of St Patrick, was founded; since the independence of the greater part of Ireland the Order has fallen dormant (its last surviving knight died in 1974).


          


          History


          
            [image: James VII ordained the modern Order]

            
              James VII ordained the modern Order
            

          


          The original date of the Order's foundation is unknown. According to legend, Achaius, King of Scots (possibly coming to the aid of engus mac Fergusa (Angus), King of the Picts), while engaged in battle at Athelstaneford with the Saxon King Aethelstan of East Anglia, saw in the heavens the cross of St Andrew. After he won the battle, Achaius is said to have established the Order of the Thistle, dedicating it to the saint, in 787. The tale is not credible, because the two individuals purported to have fought each other did not even reign during the same century. Another story states that Achaius founded the Order in 809 to commemorate an alliance with the Emperor Charlemagne, which is a little less implausible given the Scottish bodyguards employed by Charlemagne. There is, in addition, a tradition that it was instituted, or re-instituted, on the battlefield by Robert I at Bannockburn. Many credit James III, who adopted the thistle as the royal plant badge and issued coins depicting thistles, with founding the Order during the fifteenth century. Others state that James V, who had been admitted to the Order of the Golden Fleece in the Holy Roman Empire the Order of St Michael in France, and the Order of the Garter in England established the Order of the Thistle in 1540 because he was embarrassed that he had no honour to confer on foreign monarchs. He allegedly conferred membership of the "Order of the Burr or Thissil" on Francis I, King of France.


          Some Scottish order of chivalry probably existed during the sixteenth century, but had lapsed by its conclusion. James VII issued letters patent "reviving and restoring the Order of the Thistle to its full glory, lustre and magnificency" on May 29, 1687. Eight knights, out of a maximum of twelve, were appointed, but the King was deposed in 1688. His successors, the joint monarchs William and Mary, did not make any further appointments to the Order, which consequently fell into desuetude. In 1703, however, Anne once again revived the Order of the Thistle, which survives to this day.


          


          Composition


          
            [image: Prince Augustus Frederick, Duke of Sussex in the robes of a Knight of the Order of the Thistle]

            
              Prince Augustus Frederick, Duke of Sussex in the robes of a Knight of the Order of the Thistle
            

          


          The Kings of Scotlandlater the Kings of Great Britain and of the United Kingdomhave served as Sovereigns of the Order. When James VII revived the Order, the statutes stated that the Order would continue the ancient number of Knights, which was described in the preceding warrant as "the Sovereign and twelve Knights-Brethren in allusion to the Blessed Saviour and his Twelve Apostles." In 1827, George IV augmented the Order to sixteen members. Women (other than Queens regnant) were originally excluded from the Order; George VI created his wife Elizabeth Bowes-Lyon a Lady of the Thistle in 1937 via a special statute, and in 1987 Elizabeth II allowed the regular admission of women to both the Order of the Thistle and the Order of the Garter.


          From time to time, individuals may be admitted to the Order by special statutes. Such members are known as "Extra Knights" and do not count towards the sixteen-member limit. Members of the British Royal Family are normally admitted through this procedure; the first to be so admitted was Prince Albert. Olav V, King of Norway, the first foreigner to be admitted to the Order, was also admitted by special statute in 1962.


          The Sovereign has historically had the power to choose Knights of the Order. From the eighteenth century onwards, the Sovereign made his or her choices upon the advice of the Government. George VI felt that the Orders of the Garter and the Thistle had been used only for political patronage, rather than to reward actual merit. Therefore, with the agreement of the Prime Minister ( Clement Attlee) and the Leader of the Opposition (Winston Churchill) in 1946, both Orders returned to the personal gift of the Sovereign.


          Knights and Ladies of the Thistle may also be admitted to the Order of the Garter. Formerly, many, but not all, Knights elevated to the senior Order would resign from the Order of the Thistle. The first to resign from the Order of the Thistle was John Campbell, 2nd Duke of Argyll in 1710; the last to take such an action was Thomas Dundas, 2nd Earl of Zetland in 1872. Knights and Ladies of the Thistle may also be deprived of their knighthoods. The only individual to have suffered such a fate was John Erskine, 6th Earl of Mar who lost both the knighthood and the earldom after participating in the Jacobite rising of 1715.


          The Order has five officers: the Dean, the Chancellor, the Usher, the King of Arms and the Secretary. The Dean is normally a cleric of the Church of Scotland. This office was not part of the original establishment, but was created in 1763 and joined to the office of Dean of the Chapel Royal. The two offices were separated in 1969. The office of Chancellor is mentioned and given custody of the seal of the Order in the 1687 statutes, but no-one was appointed to the position until 1913. The office has subsequently been held by one of the knights, though not necessarily the most senior. The Usher of the Order is the Gentleman Usher of the Green Rod (unlike his Garter equivalent, the Gentleman Usher of the Black Rod, he does not have another function assisting the House of Lords). The Lord Lyon King of Arms, head of the Scottish heraldic establishment and whose office predates his association with the Order serves as King of Arms of the Order. The Lord Lyon oftenbut not invariablyalso serves as the Secretary.


          


          Vestments and accoutrements


          
            [image: The insignia of a Knight of The Most Ancient and Most Noble Order of the Thistle]

            
              The insignia of a Knight of The Most Ancient and Most Noble Order of the Thistle
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              Ribbon of the Order
            

          


          For the Order's great occasions, such as its annual service each June or July, as well for coronations, the Knights and Ladies wear an elaborate costume:


          
            	The mantle is a green robe worn over their suits or military uniforms. The mantle is lined with white taffeta; it is tied with green and gold tassels. On the left shoulder of the mantle, the star of the Order (see below) is depicted.


            	The hat is made of black velvet and is plumed with white feathers with a black egret or heron's top in the middle.


            	The collar is made of gold and depicts thistles and sprigs of rue. It is worn over the mantle.


            	The St Andrew, also called the badge-appendant, is worn suspended from the collar. It comprises a gold enamelled depiction of St Andrew, wearing a green gown and purple coat, holding a white saltire. Gold rays of a glory are shown emanating from St Andrew's head.

          


          Aside from these special occasions, however, much simpler insignia are used whenever a member of the Order attends an event at which decorations are worn.


          
            	The star of the Order consists of a silver St Andrew's saltire, with clusters of rays between the arms thereof. In the centre is depicted a green circle bearing the motto of the Order in gold majuscules; within the circle, there is depicted a thistle on a gold field. It is worn pinned to the left breast. (Since the Order of the Thistle is the second-most senior chivalric order in the UK, a member will wear its star above that of other orders to which he or she belongs, except that of the Order of the Garter; up to four orders' stars may be worn.)


            	The broad riband is a dark green sash worn across the body, from the left shoulder to the right hip.


            	At the right hip of the Riband, the badge of the Order is attached. The badge depicts St Andrew in the same form as the star surrounded by the Order's motto.

          


          However, on certain collar days designated by the Sovereign, members attending formal events may wear the Order's collar over their military uniform, formal wear, or other costume. They will then substitute the broad riband of another order to which they belong (if any), since the Order of the Thistle is represented by the collar.


          Upon the death of a Knight or Lady, the insignia must be returned to the Central Chancery of the Orders of Knighthood. The badge and star are returned personally to the Sovereign by the nearest relative of the deceased.


          Officers of the Order also wear green robes. The Gentleman Usher of the Green Rod also bears, as the title of his office suggests, a green rod.


          


          Chapel


          
            [image: Swords, helms and crests of Knights of the Thistle above their stalls in the Thistle Chapel. Lady Marion Fraser's helm and crest are second from the left]

            
              Swords, helms and crests of Knights of the Thistle above their stalls in the Thistle Chapel. Lady Marion Fraser's helm and crest are second from the left
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              Stall plates of Knights of the Thistle
            

          


          When James VII revived the Order in 1687, he directed that the Abbey Church at the Palace of Holyroodhouse be converted to a Chapel for the Order of the Thistle, perhaps copying the idea from the Order of the Garter (whose chapel is located in Windsor Castle). James VII, however, was deposed by 1688; the Chapel, meanwhile, had been destroyed during riots. The Order did not have a Chapel until 1911, when one was added onto St Giles High Kirk in Edinburgh. Each year, the Sovereign resides at the Palace of Holyroodhouse for a week in June or July; during the visit, a service for the Order is held. Any new Knights or Ladies are installed at annual services.


          Each member of the Order, including the Sovereign, is allotted a stall in the Chapel, above which his or her heraldic devices are displayed. Perched on the pinnacle of a knight's stall is his helm, decorated with mantling and topped by his crest. If he is a peer the coronet appropriate to his rank is placed beneath the helm. Under the laws of heraldry, women other than monarchs do not normally bear helms nor crests; instead, the coronet alone is used (if she is a peeress or princess). Lady Marion Fraser somewhat unusually had a helm and crest included when she was granted arms; these are displayed above her stall in the same manner as for the male Knights. Unlike other British Orders, the armorial banners of Knights and Ladies of the Thistle are not hung in the chapel, but instead in an adjacent part of St Giles High Kirk. The Thistle Chapel does, however, bear the arms of members living and deceased on stall plates. These enamelled plates are affixed to the back of the stall and display its occupant's name, arms, and date of admission into the Order.


          Upon the death of a Knight, helm, mantling, crest (or coronet or crown) and sword are taken down. The stall plates, however, are not removed; rather, they remain permanently affixed to the back of the stall, so that the stalls of the chapel are festooned with a colourful record of the Order's Knights (and now Ladies) since 1911. The entryway just outside the doors of the chapel have the names of the Order's Knights from before 1911 inscibed into the walls giving a complete record of the members of the order.


          


          Precedence and privileges
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              The Royal arms encircled by the collar of the Order. The badge of the Order is depicted suspended from the collar. Knights and Ladies of the Thistle may also use the circlet, collar and badge on their arms.
            

          


          Knights and Ladies of the Thistle are assigned positions in the order of precedence, ranking above all others of knightly rank, and above baronets. Wives, sons, daughters and daughters-in-law of Knights of the Thistle also feature on the order of precedence; relatives of Ladies of the Thistle, however, are not assigned any special precedence. (Generally, individuals can derive precedence from their fathers or husbands, but not from their mothers or wives.)


          Knights of the Thistle prefix "Sir," and Ladies prefix "Lady," to their forenames. Wives of Knights may prefix "Lady" to their surnames, but no equivalent privilege exists for husbands of Ladies. Such forms are not used by peers and princes, except when the names of the former are written out in their fullest forms.


          Knights and Ladies use the post-nominal letters "KT" and "LT," respectively. When an individual is entitled to use multiple post-nominal letters, "KT" or "LT" appears before all others, except "Bt" or "Btss" ( Baronet or Baronetess), "VC" (Victoria Cross), "GC" ( George Cross) and "KG" or "LG" (Knight or Lady of the Garter).


          Knights and Ladies may encircle their arms with the circlet (a green circle bearing the Order's motto) and the collar of the Order; the former is shown either outside or on top of the latter. The badge is depicted suspended from the collar. The Royal Arms depict the collar and motto of the Order of the Thistle only in Scotland; they show the circlet and motto of the Garter in England, Wales and Northern Ireland.


          Knights and Ladies are also entitled to receive heraldic supporters. This high privilege is only shared by members of the Royal Family, peers, Knights and Ladies of the Garter, and Knights and Dames Grand Cross of the junior orders of chivalry.


          


          Current members and officers


          
            	Sovereign: HM The Queen


            	
              Knights and Ladies Companion:

              
                	The Right Honourable The Earl of Wemyss and March KT DL (1966)


                	The Right Honourable The Earl of Elgin and Kincardine KT CD DL (1981)


                	The Right Honourable The Lord Thomson of Monifieth KT PC DL (1981)


                	The Right Honourable The Earl of Airlie KT GCVO PC (1985)


                	The Right Honourable The Viscount of Arbuthnott KT CBE DSC (1996)


                	The Right Honourable The Earl of Crawford and Balcarres KT GCVO PC (1996)


                	Lady Marion Fraser LT (1996)


                	The Right Honourable The Lord Macfarlane of Bearsden KT DL (1996)


                	The Right Honourable The Lord Mackay of Clashfern KT PC (1997)


                	The Right Honourable The Lord Wilson of Tillyorn KT GCMG (2000)


                	The Right Honourable The Lord Sutherland of Houndwood KT (2002)


                	Sir Eric Anderson KT (2002)


                	The Right Honourable The Lord Steel of Aikwood KT KBE PC (2004)


                	The Right Honourable The Lord Robertson of Port Ellen KT GCMG PC (2004)


                	The Right Honourable The Lord Cullen of Whitekirk KT PC (2007)


                	Sir Garth Morrison KT CBE DL (2007)

              

            


            	
              Supernumerary Knights and Ladies:

              
                	HRH The Prince Philip, Duke of Edinburgh KG KT OM GBE AC QSO PC (1952)


                	HRH The Prince Charles, Duke of Rothesay KG KT GCB OM AK QSO PC ADC (1977)


                	HRH The Princess Royal LG LT GCVO QSO (2000)

              

            


            	
              Officers:

              
                	Dean: The Very Reverend Gilleasbuig Iain MacMillan CVO


                	Chancellor: The Right Honourable The Earl of Airlie KT GCVO PC


                	Usher: Rear Admiral Christopher Hope Layman CB DSO LVO (Gentleman Usher of the Green Rod)


                	King of Arms and Secretary: David Sellar ( Lord Lyon King of Arms)

              

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Order_of_the_Thistle"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Ordinal number


        
          

          
            [image: Representation of the ordinal numbers up to ωω. Each turn of the spiral represents one power of ω]

            
              Representation of the ordinal numbers up to . Each turn of the spiral represents one power of 
            

          


          In set theory, an ordinal number, or just ordinal, is the order type of a well-ordered set. Ordinals are an extension of the natural numbers different from integers and from cardinals. Like other kinds of numbers, ordinals can be added, multiplied, and exponentiated. The finite ordinals (and the finite cardinals) are the natural numbers: 0, 1, 2, , since any two total orderings of a finite set are order isomorphic. The least infinite ordinal is  which is identified with the cardinal number [image: \aleph_0]. Beyond  however (the transfinite case) ordinals draw a finer distinction than cardinals on account of their order information. Whereas there is only one countably infinite cardinal, namely [image: \aleph_0] itself, there are uncountably many countably infinite ordinals, namely , +1, +2, , 2, 2+1, , 2, , 3, , , , , , 0, . Here addition and multiplication are not commutative: in particular 1+ is  rather than +1, while 2 is  rather than 2. The set of all countable ordinals constitutes the first uncountable ordinal 1 which is identified with the cardinal [image: \aleph_1] (next cardinal after [image: \aleph_0]). Well-ordered cardinals are identified with their initial ordinals, i.e. the smallest ordinal of that cardinality. The cardinality of an ordinal defines a many to one association from ordinals to cardinals.


          Ordinals were introduced by Georg Cantor in 1897 to accommodate infinite sequences and to classify sets with certain kinds of order structures on them.


          In general, each ordinal  is the order type of the set of ordinals strictly less than  itself. This property permits every ordinal to be represented as the set of all ordinals less than it. Ordinals may be categorized as: zero, successor ordinals, and limit ordinals (of various cofinalities). Given a class of ordinals, one can identify the -th member of that class, i.e. one can index (count) them. A class is closed and unbounded if its indexing function is continuous and never stops. The Cantor normal form uniquely represents each ordinal as a finite sum of ordinal powers of . However, this cannot form the basis of a universal ordinal notation due to such self-referential representations as [image: \epsilon_0 = \omega^{\epsilon_0}]. Larger and larger ordinals can be defined, but they become more and more difficult to describe. Any ordinal number can be made into a topological space by endowing it with the order topology; this topology is discrete if and only if the ordinal is a countable cardinal, i.e. at most . A subset of +1 is open in the order topology if and only if either it is cofinite or it does not contain  as an element.


          


          Ordinals extend the natural numbers


          A natural number (which, in this context, includes the number 0) can be used for two purposes: to describe the size of a set, or to describe the position of an element in a sequence. When restricted to finite sets these two concepts coincide; there is only one way to put a finite set into a linear sequence, up to isomorphism. When dealing with infinite sets one has to distinguish between the notion of size, which leads to cardinal numbers, and the notion of position, which is generalized by the ordinal numbers described here. This is because, while any set has only one size (its cardinality), there are many nonisomorphic well-orderings of any infinite set, as explained below.


          Whereas the notion of cardinal number is associated to a set with no particular structure on it, the ordinals are intimately linked with the special kind of sets which are called well-ordered (so intimately linked, in fact, that some mathematicians make no distinction between the two concepts). A well-ordered set is a totally ordered set (given any two elements one defines a smaller and a larger one in a coherent way) in which there is no infinite decreasing sequence (however, there may be infinite increasing sequences); equivalently, every non-empty subset of the set has a least element. Ordinals may be used to label the elements of any given well-ordered set (the smallest element being labeled 0, the one after that 1, the next one 2, "and so on") and to measure the "length" of the whole set by the least ordinal which is not a label for an element of the set. This "length" is called the order type of the set.


          Any ordinal is defined by the set of ordinals that precede it: in fact, the most common definition of ordinals identifies each ordinal as the set of ordinals that precede it. For example, the ordinal 42 is the order type of the ordinals less than it, i.e., the ordinals from 0 (the smallest of all ordinals) to 41 (the immediate predecessor of 42), and it is generally identified as the set {0,1,2,,41}. Conversely, any set of ordinals which is downward-closedmeaning that any ordinal less than an ordinal in the set is also in the setis (or can be identified with) an ordinal.


          So far we have mentioned only finite ordinals, which are the natural numbers. But there are infinite ones as well: the smallest infinite ordinal is , which is the order type of the natural numbers (finite ordinals) and which can even be identified with the set of natural numbers (indeed, the set of natural numbers is well-orderedas is any set of ordinalsand since it is downward closed it can be identified with the ordinal associated to it, which is exactly how we define ).


          
            [image: A graphical “matchstick” representation of the ordinal ω². Each stick corresponds to an ordinal of the form ω·m+n where m and n are natural numbers.]

            
              A graphical matchstick representation of the ordinal . Each stick corresponds to an ordinal of the form m+n where m and n are natural numbers.
            

          


          Perhaps a clearer intuition of ordinals can be formed by examining a first few of them: as mentioned above, they start with the natural numbers, 0, 1, 2, 3, 4, 5,  After all natural numbers comes the first infinite ordinal, , and after that come +1, +2, +3, and so on. (Exactly what addition means will be defined later on: just consider them as names.) After all of these come 2 (which is +), 2+1, 2+2, and so on, then 3, and then later on 4. Now the set of ordinals which we form in this way (the m+n, where m and n are natural numbers) must itself have an ordinal associated to it: and that is 2. Further on, there will be 3, then 4, and so on, and , then , and much later on 0 ( epsilon nought) (to give a few examples of relatively smallcountableordinals). We can go on in this way indefinitely far ("indefinitely far" is exactly what ordinals are good at: basically every time one says "and so on" when enumerating ordinals, it defines a larger ordinal). The smallest uncountable ordinal is the set of all countable ordinals, expressed as 1.


          


          Definitions


          


          Well-ordered sets


          A well-ordered set is an ordered set in which every non-empty subset has a least element: this is equivalent (at least in the presence of the axiom of dependent choice) to just saying that the set is totally ordered and there is no infinite decreasing sequence, something which is perhaps easier to visualize. In practice, the importance of well-ordering is justified by the possibility of applying transfinite induction, which says, essentially, that any property that passes on from the predecessors of an element to that element itself must be true of all elements (of the given well-ordered set). If the states of a computation (computer program or game) can be well-ordered in such a way that each step is followed by a "lower" step, then you can be sure that the computation will terminate.


          Now we don't want to distinguish between two well-ordered sets if they only differ in the "labeling of their elements", or more formally: if we can pair off the elements of the first set with the elements of the second set such that if one element is smaller than another in the first set, then the partner of the first element is smaller than the partner of the second element in the second set, and vice versa. Such a one-to-one correspondence is called an order isomorphism and the two well-ordered sets are said to be order-isomorphic, or similar (obviously this is an equivalence relation). Provided there exists an order isomorphism between two well-ordered sets, the order isomorphism is unique: this makes it quite justifiable to consider the sets as essentially identical, and to seek a "canonical" representative of the isomorphism type (class). This is exactly what the ordinals provide, and it also provides a canonical labeling of the elements of any well-ordered set.


          So we essentially wish to define an ordinal as an isomorphism class of well-ordered sets: that is, as an equivalence class for the equivalence relation of "being order-isomorphic". There is a technical difficulty involved, however, in the fact that the equivalence class is too large to be a set in the usual ZermeloFraenkel (ZF) formalization of set theory. But this is not a serious difficulty. We will say that the ordinal is the order type of any set in the class.


          


          Definition of an ordinal as an equivalence class


          The original definition of ordinal number, found for example in Principia Mathematica, defines the order type of a well-ordering as the set of all well-orderings similar (order-isomorphic) to that well-ordering: in other words, an ordinal number is genuinely an equivalence class of well-ordered sets. This definition must be abandoned in ZF and related systems of axiomatic set theory because these equivalence classes are too large to form a set. However, this definition still can be used in type theory and in Quine's set theory New Foundations and related systems (where it affords a rather surprising alternative solution to the Burali-Forti paradox of the largest ordinal).


          


          Von Neumann definition of ordinals


          Rather than defining an ordinal as an equivalence class of well-ordered sets, we will define it as a particular well-ordered set which (canonically) represents the class. Thus, an ordinal number will be a well-ordered set; and every well-ordered set will be order-isomorphic to exactly one ordinal number.


          The standard definition, suggested by John von Neumann, is: each ordinal is the well-ordered set of all smaller ordinals. In symbols,  = [0,). Formally:


          
            	A set S is an ordinal if and only if S is strictly well-ordered with respect to set membership and every element of S is also a subset of S.

          


          Note that the natural numbers are ordinals by this definition. For instance, 2 is an element of 4 = {0, 1, 2, 3}, and 2 is equal to {0, 1} and so it is a subset of {0, 1, 2, 3}.


          It can be shown by transfinite induction that every well-ordered set is order-isomorphic to exactly one of these ordinals, that is, there is an order preserving bijective function between them.


          Furthermore, the elements of every ordinal are ordinals themselves. Whenever you have two ordinals S and T, S is an element of T if and only if S is a proper subset of T. Moreover, either S is an element of T, or T is an element of S, or they are equal. So every set of ordinals is totally ordered. Further, every set of ordinals is well-ordered. This generalizes the fact that every set of natural numbers is well-ordered.


          Consequently, every ordinal S is a set having as elements precisely the ordinals smaller than S. For example, every set of ordinals has a supremum, the ordinal obtained by taking the union of all the ordinals in the set. This union exists regardless of the set's size, by the axiom of union).


          The class of all ordinals is not a set. If it were a set, one could show that it was an ordinal and thus a member of itself which would contradicts its strict ordering by membership. This is the Burali-Forti paradox. The class of all ordinals is variously called "Ord", "ON", or "".


          An ordinal is finite if and only if the opposite order is also well-ordered, which is the case if and only if each of its subsets has a maximum.


          


          Other definitions


          There are other modern formulations of the definition of ordinal. For example, assuming the axiom of regularity, the following are equivalent for a set x:


          
            	x is an ordinal,


            	x is a transitive set, and set membership is trichotomous on x,


            	x is a transitive set totally ordered by set inclusion,


            	x is a transitive set of transitive sets.

          


          These definitions cannot be used in non-well-founded set theories. In set theories with urelements, one has to further make sure that the definition excludes urelements from appearing in ordinals.


          


          Transfinite sequence


          If  is a limit ordinal and X is a set, an -indexed sequence of elements of X is a function from  to X. This concept, a transfinite sequence or ordinal-indexed sequence, is a generalization of the concept of a sequence. An ordinary sequence corresponds to the case  = .


          


          Transfinite induction


          


          What is transfinite induction?


          Transfinite induction holds in any well-ordered set, but it is so important in relation to ordinals that it is worth restating here.


          
            	Any property which passes from the set of ordinals smaller than a given ordinal  to  itself, is true of all ordinals.

          


          That is, if P() is true whenever P() is true for all <, then P() is true for all . Or, more practically: in order to prove a property P for all ordinals , one can assume that it is already known for all smaller <.


          


          Transfinite recursion


          Transfinite induction can be used not only to prove things, but also to define them. Such a definition is normally said to be by transfinite recursion  the proof that the result is well-defined uses transfinite induction. Let F denote a (class) function F to be defined on the ordinals. The idea now is that, in defining F() for an unspecified ordinal , one may assume that F() is already defined for all  <  and thus give a formula for F() in terms of these F(). It then follows by transfinite induction that there is one and only one function satisfying the recursion formula up to and including .


          Here is an example of definition by transfinite recursion on the ordinals (more will be given later): define function F by letting F() be the smallest ordinal not in the class {F() |  < }, that is, the class consisting of all F() for  < . This definition assumes the F() known in the very process of defining F; this apparent vicious circle is exactly what definition by transfinite recursion permits. In fact, F(0) makes sense since there is no ordinal  < 0, and the class {F() |  < 0} is empty. So F(0) is equal to 0 (the smallest ordinal of all). Now that F(0) is known, the definition applied to F(1) makes sense (it is the smallest ordinal not in the singleton class {F(0)} = {0}), and so on (the and so on is exactly transfinite induction). It turns out that this example is not very exciting, since provably F() =  for all ordinals , which can be shown, precisely, by transfinite induction.


          


          Successor and limit ordinals


          Any nonzero ordinal has the minimum element, zero. It may or may not have a maximum element. For example, 42 has maximum 41 and +6 has maximum +5. On the other hand,  does not have a maximum since there is no largest natural number. If an ordinal has a maximum , then it is the next ordinal after , and it is called a successor ordinal, namely the successor of , written +1. In the von Neumann definition of ordinals, the successor of  is [image: \alpha\cup\{\alpha\}] since its elements are those of  and  itself.


          A nonzero ordinal which is not a successor is called a limit ordinal. One justification for this term is that a limit ordinal is indeed the limit in a topological sense of all smaller ordinals (under the order topology).


          When [image: \langle \alpha_{\iota} | \iota < \gamma \rangle] is an ordinal-indexed sequence, indexed by a limit  and the sequence is increasing, i.e. [image: \alpha_{\iota} < \alpha_{\rho}\!] whenever [image: \iota < \rho,\!] we define its limit to be the least upper bound of the set [image: \{ \alpha_{\iota} | \iota < \gamma \},\!] that is, the smallest ordinal (it always exists) greater than any term of the sequence. In this sense, a limit ordinal is the limit of all smaller ordinals (indexed by itself). Put more directly, it is the supremum of the set of smaller ordinals.


          Another way of defining a limit ordinal is to say that  is a limit ordinal if and only if:


          
            	There is an ordinal less than  and whenever  is an ordinal less than , then there exists an ordinal  such that <<.

          


          So in the following sequence:


          
            	0, 1, 2, ... , , +1

          


           is a limit ordinal because for any ordinal (in this example, a natural number) we can find another ordinal (natural number) larger than it, but still less than .


          Thus, every ordinal is either zero, or a successor (of a well-defined predecessor), or a limit. This distinction is important, because many definitions by transfinite induction rely upon it. Very often, when defining a function F by transfinite induction on all ordinals, one defines F(0), and F(+1) assuming F() is defined, and then, for limit ordinals  one defines F() as the limit of the F() for all < (either in the sense of ordinal limits, as we have just explained, or for some other notion of limit if F does not take ordinal values). Thus, the interesting step in the definition is the successor step, not the limit ordinals. Such functions (especially for F nondecreasing and taking ordinal values) are called continuous. We will see that ordinal addition, multiplication and exponentiation are continuous as functions of their second argument.


          


          Indexing classes of ordinals


          We have mentioned that any well-ordered set is similar (order-isomorphic) to a unique ordinal number , or, in other words, that its elements can be indexed in increasing fashion by the ordinals less than . This applies, in particular, to any set of ordinals: any set of ordinals is naturally indexed by the ordinals less than some . The same holds, with a slight modification, for classes of ordinals (a collection of ordinals, possibly too large to form a set, defined by some property): any class of ordinals can be indexed by ordinals (and, when the class is unbounded in the class of all ordinals, this puts it in class-bijection with the class of all ordinals). So we can freely speak of the -th element in the class (with the convention that the 0-th is the smallest, the 1-th is the next smallest, and so on). Formally, the definition is by transfinite induction: the -th element of the class is defined (provided it has already been defined for all  < ), as the smallest element greater than the -th element for all  < .


          We can apply this, for example, to the class of limit ordinals: the -th ordinal which is either a limit or zero is [image: \omega\cdot\gamma] (see ordinal arithmetic for the definition of multiplication of ordinals). Similarly, we can consider additively indecomposable ordinals (meaning a nonzero ordinal which is not the sum of two strictly smaller ordinals): the -th additively indecomposable ordinal is indexed as . The technique of indexing classes of ordinals is often useful in the context of fixed points: for example, the -th ordinal  such that  =  is written [image: \varepsilon_\gamma]. These are called the " epsilon numbers".


          


          Closed unbounded sets and classes


          A class of ordinals is said to be unbounded, or cofinal, when given any ordinal, there is always some element of the class greater than it (then the class must be a proper class, i.e., it cannot be a set). It is said to be closed when the limit of a sequence of ordinals in the class is again in the class: or, equivalently, when the indexing (class-)function F is continuous in the sense that, for  a limit ordinal, F() (the -th ordinal in the class) is the limit of all F() for  < ; this is also the same as being closed, in the topological sense, for the order topology (to avoid talking of topology on proper classes, one can demand that the intersection of the class with any given ordinal is closed for the order topology on that ordinal, this is again equivalent).


          Of particular importance are those classes of ordinals which are closed and unbounded, sometimes called clubs. For example, the class of all limit ordinals is closed and unbounded: this translates the fact that there is always a limit ordinal greater than a given ordinal, and that a limit of limit ordinals is a limit ordinal (a fortunate fact if the terminology is to make any sense at all!). The class of additively indecomposable ordinals, or the class of [image: \varepsilon_\cdot] ordinals, or the class of cardinals, are all closed unbounded; the set of regular cardinals, however, is unbounded but not closed, and any finite set of ordinals is closed but not unbounded.


          A class is stationary if it has a nonempty intersection with every closed unbounded class. All superclasses of closed unbounded classes are stationary and stationary classes are unbounded, but there are stationary classes which are not closed and there are stationary classes which have no closed unbounded subclass (such as the class of all limit ordinals with countable cofinality). Since the intersection of two closed unbounded classes is closed and unbounded, the intersection of a stationary class and a closed unbounded class is stationary. But the intersection of two stationary classes may be empty, e.g. the class of ordinals with cofinality  with the class of ordinals with uncountable cofinality.


          Rather than formulating these definitions for (proper) classes of ordinals, we can formulate them for sets of ordinals below a given ordinal : A subset of a limit ordinal  is said to be unbounded (or cofinal) under  provided any ordinal less than  is less than some ordinal in the set. More generally, we can call a subset of any ordinal  cofinal in  provided every ordinal less than  is less than or equal to some ordinal in the set. The subset is said to be closed under  provided it is closed for the order topology in , i.e. a limit of ordinals in the set is either in the set or equal to  itself.


          


          Arithmetic of ordinals


          There are three usual operations on ordinals: addition, multiplication, and (ordinal) exponentiation. Each can be defined in essentially two different ways: either by constructing an explicit well-ordered set which represents the operation or by using transfinite recursion. Cantor normal form provides a standardized way of writing ordinals. The so-called "natural" arithmetical operations retain commutativity at the expense of continuity.


          


          Ordinals and cardinals


          


          Initial ordinal of a cardinal


          Each ordinal has an associated cardinal, its cardinality, obtained by simply forgetting the order. Any well-ordered set having that ordinal as its order-type has the same cardinality. The smallest ordinal having a given cardinal as its cardinality is called the initial ordinal of that cardinal. Every finite ordinal (natural number) is initial, but most infinite ordinals are not initial. The axiom of choice is equivalent to the statement that every set can be well-ordered, i.e. that every cardinal has an initial ordinal. In this case, it is traditional to identify the cardinal number with its initial ordinal, and we say that the initial ordinal is a cardinal.


          The -th infinite initial ordinal is written . Its cardinality is written [image: \aleph_\alpha]. For example, the cardinality of 0 =  is [image: \aleph_0], which is also the cardinality of  or 0 (all are countable ordinals). So (assuming the axiom of choice) we identify  with [image: \aleph_0], except that the notation [image: \aleph_0] is used when writing cardinals, and  when writing ordinals (this is important since [image: \aleph_0^2=\aleph_0] whereas 2 > ). Also, 1 is the smallest uncountable ordinal (to see that it exists, consider the set of equivalence classes of well-orderings of the natural numbers: each such well-ordering defines a countable ordinal, and 1 is the order type of that set), 2 is the smallest ordinal whose cardinality is greater than [image: \aleph_1], and so on, and  is the limit of the n for natural numbers n (any limit of cardinals is a cardinal, so this limit is indeed the first cardinal after all the n).


          See also Von Neumann cardinal assignment.


          


          Cofinality


          The cofinality of an ordinal  is the smallest ordinal  which is the order type of a cofinal subset of . Notice that a number of authors define confinality or use it only for limit ordinals. The cofinality of a set of ordinals or any other well ordered set is the cofinality of the order type of that set.


          Thus for a limit ordinal, there exists a -indexed strictly increasing sequence with limit . For example, the cofinality of  is , because the sequence m (where m ranges over the natural numbers) tends to ; but, more generally, any countable limit ordinal has cofinality . An uncountable limit ordinal may have either cofinality  as does  or an uncountable cofinality.


          The cofinality of 0 is 0. And the cofinality of any successor ordinal is 1. The cofinality of any limit ordinal is at least .


          An ordinal which is equal to its cofinality is called regular and it is always an initial ordinal. Any limit of regular ordinals is a limit of initial ordinals and thus is also initial even if it is not regular which it usually is not. If the Axiom of Choice, then  + 1 is regular for each . In this case, the ordinals 0, 1, , 1, and 2 are regular, whereas 2, 3, , and 2 are initial ordinals which are not regular.


          The cofinality of any ordinal  is a regular ordinal, i.e. the cofinality of the cofinality of  is the same as the cofinality of . So the cofinality operation is idempotent.


          


          Some large countable ordinals


          We have already mentioned (see Cantor normal form) the ordinal 0, which is the smallest satisfying the equation  = , so it is the limit of the sequence 0, 1, , , [image: \omega^{\omega^\omega}], etc. Many ordinals can be defined in such a manner as fixed points of certain ordinal functions (the -th ordinal such that  =  is called [image: \varepsilon_\iota], then we could go on trying to find the -th ordinal such that [image: \varepsilon_\alpha = \alpha], and so on, but all the subtlety lies in the and so on). We can try to do this systematically, but no matter what system is used to define and construct ordinals, there is always an ordinal that lies just above all the ordinals constructed by the system. Perhaps the most important ordinal which limits in this manner a system of construction is the Church- Kleene ordinal, [image: \omega_1^{\mathrm{CK}}] (despite the 1 in the name, this ordinal is countable), which is the smallest ordinal which cannot in any way be represented by a computable function (this can be made rigorous, of course). Considerably large ordinals can be defined below [image: \omega_1^{\mathrm{CK}}], however, which measure the proof-theoretic strength of certain formal systems (for example, [image: \varepsilon_0] measures the strength of Peano arithmetic). Large ordinals can also be defined above the Church-Kleene ordinal, which are of interest in various parts of logic.


          


          Topology and ordinals


          Any ordinal can be made into a topological space in a natural way by endowing it with the order topology. See the Topology and ordinals section of the "Order topology" article.


          


          Downward closed sets of ordinals


          A set is downward closed if anything less than an element of the set is also in the set. If a set of ordinals is downward closed, then that set is an ordinalthe least ordinal not in the set.


          Examples:


          
            	The set of ordinals less than 3 is 3 = { 0, 1, 2 }, the smallest ordinal not less than 3.


            	The set of finite ordinals is infinite, the smallest infinite ordinal: .


            	The set of countable ordinals is uncountable, the smallest uncountable ordinal: 1.
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        Ordinary differential equation


        
          

          In mathematics, an ordinary differential equation (or ODE) is a relation that contains functions of only one independent variable, and one or more of its derivatives with respect to that variable.


          A simple example is Newton's second law of motion, which leads to the differential equation


          
            	[image: m \frac{d^2 x(t)}{dt^2} = F(x(t)),\,]

          


          for the motion of a particle of mass m. In general, the force F depends upon the position of the particle x(t) at time t, and thus the unknown function x(t) appears on both sides of the differential equation, as is indicated in the notation F(x(t)).


          Ordinary differential equations are to be distinguished from partial differential equations where there are several independent variables involving partial derivatives.


          Ordinary differential equations arise in many different contexts including geometry, mechanics, astronomy and population modelling. Many famous mathematicians have studied differential equations and contributed to the field, including Newton, Leibniz, the Bernoulli family, Riccati, Clairaut, d'Alembert and Euler.


          Much study has been devoted to the solution of ordinary differential equations. In the case where the equation is linear, it can be solved by analytical methods. Unfortunately, most of the interesting differential equations are non-linear and, with a few exceptions, cannot be solved exactly. Approximate solutions are arrived at using computer approximations (see numerical ordinary differential equations).


          
            [image: The trajectory of a projectile launched from a cannon follows a curve determined by an ordinary differential equation that is derived from Newton's second law.]

            
              The trajectory of a projectile launched from a cannon follows a curve determined by an ordinary differential equation that is derived from Newton's second law.
            

          


          


          Definitions


          


          Ordinary differential equation


          Let y be an unknown function


          
            	[image: y: \mathbb{R} \to \mathbb{R}]

          


          in x with y(i) the i-th derivative of y, then a function


          
            	[image: F(x,y,y',\ \dots,\ y^{(n-1)})=y^{(n)}]

          


          is called an ordinary differential equation (ODE) of order n. For vector valued functions


          
            	[image: y: \mathbb{R} \to \mathbb{R}^m]

          


          F is called a system of ordinary differential equations of dimension m.


          When a differential equation of order n has the form


          
            	[image: F\left(x, y, y', y'',\ \dots,\ y^{(n)}\right) = 0]

          


          it is called an implicit differential equation whereas the form


          
            	[image: F\left(x, y, y', y'',\ \dots,\ y^{(n-1)}\right) = y^{(n)}]

          


          is called an explicit differential equation.


          A differential equation not depending on x is called autonomous.


          A differential equation is said to be linear if F can be written as a linear combination of the derivatives of y


          
            	[image: y^{(n)} = \sum_{i=1}^{n-1} a_i(x) y^{(i)} + r(x)]

          


          with ai(x) and r(x) continuous functions in x. The function r(x) is called the source term; if r(x)=0 then the linear differential equation is called homogeneous, otherwise it is called non-homogeneous or inhomogeneous.


          


          Solutions


          Given a differential equation


          
            	[image: F(x,y,y',\ \dots,\ y^{(n)})=0]

          


          a function


          
            	[image: u: I \subset \mathbb{R} \to \mathbb{R}]

          


          is called solution or integral curve for F, if u is n-times differentiable on I, F is defined for all


          
            	[image: (x,u,u',\ \dots,\ u^{(n)}) \quad x \in I]

          


          and


          
            	[image: F(x,u,u',\ \dots,\ u^{(n)})=0 \quad x \in I.]

          


          Given two solutions


          
            	[image: u: J \subset \mathbb{R} \to \mathbb{R}]

          


          and


          
            	[image: v: I \subset \mathbb{R} \to \mathbb{R}]

          


          u is called an extension of v if I  J and


          
            	[image: u(x) = v(x) \quad x \in I.\,]

          


          A solution which has no extension is called a global solution.


          A general solution of an n-th order equation is a solution containing n arbitrary variables, corresponding to n constants of integration. A particular solution is derived from the general solution by setting the constants to particular values, often chosen to fulfill set 'Initial or Boundary Conditions'. A singular solution is a solution that can't be derived from the general solution.


          


          Examples


          


          Reduction to a first order system


          Any differential equation of order n can be written as a system of n first-order differential equations. Given an explicit ordinary differential equation of order n and dimension 1,


          
            	[image: F\left(x, y, y', y'',\ \dots,\ y^{(n-1)}\right) = y^{(n)}]

          


          we define a new family of unknown functions


          
            	[image: y_n�:= y^{(n-1)}.\!]

          


          We can then rewrite the original differential equation as a system of differential equations with order 1 and dimension n.


          
            	[image: y_1^' = y_2]

          


          
            	[image: \vdots]

          


          
            	[image: y_n^' = F(y_n, \dots, y_1, x).]

          


          which can be written concisely in vector notation as


          
            	[image: \mathbf{y}^'=\mathbf{F}(\mathbf{y}, x)]

          


          with


          
            	[image: \mathbf{y}:=(y,\ldots,y_n).]

          


          


          Linear ordinary differential equations


          A well understood particular class of differential equations are linear differential equations. We can always reduce an explicit linear differential equation of any order to a system of differential equation of order 1


          
            	[image: y_i'(x) = \sum_{j=1}^n a_{i,j}(x) y_j + b_i(x) \, \mathrm{,} \quad i = 1,\ldots,n]

          


          which we can write concisely using vector notation as


          
            	[image: \mathbf{y}^'(x) = \mathbf{A}(x) \mathbf{y}(x) + \mathbf{b}(x)]

          


          with


          
            	[image: \mathbf{y}(x):=(y_1(x),\ldots,y_n(x))]


            	[image: \mathbf{b}(x):=(b_1(x),\ldots,b_n(x))]


            	[image: \mathbf{A}(x):=(a_{i,j}(x)) \, \mathrm{,} \quad i,j = 1,\ldots,n.]

          


          


          Homogeneous equations


          The set of solutions for a system of homogeneous linear differential equations of order 1 and dimension n


          
            	[image: \mathbf{y}^'(x) = \mathbf{A}(x) \mathbf{y}(x)]

          


          forms an n-dimensional vector space. Given a basis for this vector space [image: \mathbf{z}_1(x), \ldots, \mathbf{z}_n(x)], which is called a fundamental system, every solution [image: \mathbf{s}(x)] can be written as


          
            	[image: \mathbf{s}(x) = \sum_{i=1}^{n} c_i \mathbf{z}_i(x).]

          


          The n  n matrix


          
            	[image: \mathbf{Z}(x)�:= (\mathbf{z}_1(x), \ldots, \mathbf{z}_n(x))]

          


          is called fundamental matrix. In general there is no method to explicitly construct a fundamental system, but if one solution is known d'Alembert reduction can be used to reduce the dimension of the differential equation by one.


          


          Non-homogeneous equations


          The set of solutions for a system of inhomogeneous linear differential equations of order 1 and dimension n


          
            	[image: \mathbf{y}^'(x) = \mathbf{A}(x) \mathbf{y}(x) + \mathbf{b}(x)]

          


          can be constructed by finding the fundamental system [image: \mathbf{z}_1(x), \ldots, \mathbf{z}_n(x)] to the corresponding homogeneous equation and one particular solution [image: \mathbf{p}(x)] to the inhomogeneous equation. Every solution [image: \mathbf{s}(x)] to inhomogeneous equation can then be written as


          
            	[image: \mathbf{s}(x) = \sum_{i=1}^{n} c_i \mathbf{z}_i(x) + \mathbf{p}(x).]

          


          A particular solution to the inhomogeneous equation can be found by the method of undetermined coefficients or the method of variation of parameters.


          


          Fundamental systems for homogeneous equations with constant coefficients


          For a system of homogeneous linear differential equations with constant coefficients


          
            	[image: \mathbf{y}^'(x) = \mathbf{A} \mathbf{y}(x)]

          


          we can explicitly construct a fundamental system. The system can be written as a matrix differential equation


          
            	[image: \mathbf{Y}^' = \mathbf{A} \mathbf{Y}]

          


          with solution as a matrix exponential


          
            	[image: e^{x \mathbf{A}}]

          


          which is a fundamental matrix for the original differential equation. To explicitly calculate this expression we first transform A into Jordan normal form


          
            	[image: e^{x \mathbf{A}} = e^{x \mathbf{C}^{-1} \mathbf{J} \mathbf{C}^{1}} = \mathbf{C}^{-1} e^{x \mathbf{J}} \mathbf{C}^{1}]

          


          and then evaluate the Jordan blocks


          
            	[image: J_i = \begin{bmatrix} \lambda_i & 1 & \; & \; \ \; & \ddots & \ddots & \; \ \; & \; & \ddots & 1 \ \; & \; & \; & \lambda_i \end{bmatrix} ]

          


          of J separately as


          
            	[image: e^{x \mathbf{J_i}} = e^{\lambda_i x} \begin{bmatrix} 1 & x & \frac{x^2}{2} & \dots & \frac{x^{n-1}}{(n-1)!} \ \; & \ddots & \ddots & \ddots & \vdots \ \; & \; & \ddots & \ddots & \frac{x^2}{2} \ \; & \; & \; & \ddots & x \ \; & \; & \; & \; & 1 \end{bmatrix} .]

          


          


          Theories of ODEs


          


          Singular solutions


          The theory of singular solutions of ordinary and partial differential equations was a subject of research from the time of Leibniz, but only since the middle of the nineteenth century did it receive special attention. A valuable but little-known work on the subject is that of Houtain (1854). Darboux (starting in 1873) was a leader in the theory, and in the geometric interpretation of these solutions he opened a field which was worked by various writers, notably Casorati and Cayley. To the latter is due (1872) the theory of singular solutions of differential equations of the first order as accepted circa 1900.


          


          Reduction to quadratures


          The primitive attempt in dealing with differential equations had in view a reduction to quadratures. As it had been the hope of eighteenth-century algebraists to find a method for solving the general equation of the nth degree, so it was the hope of analysts to find a general method for integrating any differential equation. Gauss (1799) showed, however, that the differential equation meets its limitations very soon unless complex numbers are introduced. Hence analysts began to substitute the study of functions, thus opening a new and fertile field. Cauchy was the first to appreciate the importance of this view. Thereafter the real question was to be, not whether a solution is possible by means of known functions or their integrals, but whether a given differential equation suffices for the definition of a function of the independent variable or variables, and if so, what are the characteristic properties of this function.


          


          Fuchsian theory


          Two memoirs by Fuchs (Crelle, 1866, 1868), inspired a novel approach, subsequently elaborated by Thom and Frobenius. Collet was a prominent contributor beginning in 1869, although his method for integrating a non-linear system was communicated to Bertrand in 1868. Clebsch (1873) attacked the theory along lines parallel to those followed in his theory of Abelian integrals. As the latter can be classified according to the properties of the fundamental curve which remains unchanged under a rational transformation, so Clebsch proposed to classify the transcendent functions defined by the differential equations according to the invariant properties of the corresponding surfaces f = 0 under rational one-to-one transformations.


          


          Lie's theory


          From 1870 Lie's work put the theory of differential equations on a more satisfactory foundation. He showed that the integration theories of the older mathematicians can, by the introduction of what are now called Lie groups, be referred to a common source; and that ordinary differential equations which admit the same infinitesimal transformations present comparable difficulties of integration. He also emphasized the subject of transformations of contact (Berhrungstransformationen).


          


          Sturm-Liouville theory


          Sturm-Liouville theory is a general method for resolution of second order linear equations with variable coefficients.
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        Ordination of women


        
          

          In general religious use, ordination is the process by which a person is consecrated (set apart for the administration of various religious rites). The ordination of women is a controversial issue in religions where either the office of ordination, or the role that an ordained person fulfills, has traditionally been restricted to men because of cultural or theological prohibitions.


          


          History


          In the Old Testament Miriam, Deborah and Huldah are described as a prophetesses. Eve, Esther, Sarah, Ruth, Naomi, Rachel, Rebecca and Abigail are also important figures. In the New Testament there is evidence that women such as Phoebe took important roles in the early church, but the nature of those roles remains disputed. Mary, Martha, Elizabeth, Eunice, Dorcas and Lydia of Thyatira are also mentioned by name. In later centuries women have often been excluded from becoming office-bearers and preachers, although there are notable exceptions such as Catherine of Sienna, Julian of Norwich, Hildegard of Bingen and Teresa of Avila. This only began to change in the mid-nineteenth century (see Some beginning dates for ordination of women below).


          In Roman Catholicism, Orthodoxy and Anglicanism, ordination is distinguished from religious or consecrated life and is the means by which a person is included in one of the priestly orders: bishop, priest, or deacon. In the Roman Catholic and Orthodox Churches ordination to the priesthood is restricted to men only and some Anglican dioceses do not allow women to be ordained.


          In Protestant Christian denominations that do not have a priesthood, ordination is understood more generally as the acceptance of one for pastoral work. About half of all American Protestant denominations ordain women and about 30% of all seminary students (and in some seminaries over half) are female.


          Orthodox Judaism does not permit women to become rabbis (instead, the women in leadership positions are often Rebbetzin, wives of a rabbi), but female rabbis have begun to appear in recent years among more liberal Jewish movements, especially the Reconstructionist, Renewal, Reform, and Humanistic denominations.


          Muslims do not formally ordain religious leaders. The imam serves as a spiritual leader and religious authority. Most strands of Islam permit women to lead female-only congregations in prayer (one of the meanings of the word imam), but restrict their roles in mixed sex congregations. There is a recent movement to extend women's roles in spiritual leadership.


          Within Buddhism, the legitimacy of ordaining women as bhikkhuni (nuns) has become a significant topic of discussion in some areas in recent years. It is widely accepted that the Buddha created an order of bhikkhuni, but the tradition of ordaining women has died out in some Buddhist traditions, such as Theravada Buddhism, while remaining strong in others, such as Chinese Buddhism.


          


          Christianity


          


          Roman Catholic Church


          


          Doctrinal Position


          The official position of the Roman Catholic Church, as expressed in the current canon law and the Catechism of the Catholic Church, is that: "Only a baptized man (vir) validly receives sacred ordination." Insofar as priestly and episcopal ordination are concerned, the Church teaches that this requirement is a matter of divine law, and thus doctrinal. The requirement that only males can receive ordination to the permanent diaconate has not been promulgated as doctrinal by the Church's magisterium, though it is clearly at least a requirement according to canon law. In asserting this position, the Church cites her own doctrinal tradition, and scriptural texts. In recent years, responding to questions about the matter, the Church has issued a number of documents repeating the same position. In 1994, Pope John Paul II declared the question closed in his letter Ordinatio Sacerdotalis, stating: "Wherefore, in order that all doubt may be removed regarding a matter of great importanceI declare that the Church has no authority whatsoever to confer priestly ordination on women and that this judgment is to be definitively held by all the Church's faithful."


          In 1995, the Congregation for the Doctrine of the Faith issued a clarification, explaining that Ordinatio Sacerdotalis, though "itself not infallible, witnesses to the infallibility of the teaching of a doctrine already possessed by the Church.... This doctrine belongs to the deposit of the faith of the Church. It should be emphasized that the definitive and infallible nature of this teaching of the Church did not arise with the publication of the Letter Ordinatio Sacerdotalis." Instead, it was "founded on the written Word of God, and from the beginning constantly preserved and applied in the tradition of the Church, it has been set forth infallibly by the ordinary and universal magisterium," and for these reasons it "requires definitive assent."


          The Church teaching on the restriction of its ordination to men that masculinity was integral to the personhood of both Jesus and the men he called as apostles. The Roman Catholic Church sees maleness and femaleness as two different ways of expressing common humanity. Contrary to the common phrase " gender roles," which implies that the phenomenon of the sexes is a mere surface phenomenon, an accident, the Roman Catholic Church teaches that there is an ontological ( essential) difference between humanity expressed as male humanity and humanity expressed as female humanity. While many functions are interchangeable between men and women, some are not, because maleness and femaleness are not interchangeable. Just as water is necessary for a valid baptism, and wheaten bread and grape wine are necessary for a valid Eucharist (not because of their superiority over other materials, but because they are what Jesus used or authorized), only men can be validly ordained, regardless of any issues of equality.


          Pope John Paul II, in Ordinatio Sacerdotalis, explained the Roman Catholic understanding that the priesthood is a special role specially set out by Jesus when he chose twelve men out of his group of male and female followers. John Paul notes that Jesus chose the Twelve (cf. Mk 3:1314; Jn 6:70) after a night in prayer (cf. Lk 6:12) and that the Apostles themselves were careful in the choice of their successors. The priesthood is "specifically and intimately associated in the mission of the Incarnate Word himself (cf. Mt 10:1, 78; 28:1620; Mk 3:1316; 16:1415)."


          Pope Paul VI, quoted by Pope John Paul II in Ordinatio Sacerdotalis, wrote, "[The Church] holds that it is not admissible to ordain women to the priesthood, for very fundamental reasons. These reasons include: the example recorded in the Sacred Scriptures of Christ choosing his Apostles only from among men; the constant practice of the Church, which has imitated Christ in choosing only men; and her living teaching authority which has consistently held that the exclusion of women from the priesthood is in accordance with God's plan for his Church."


          Concerning the "constant practice of the Church," in antiquity the Church Fathers Irenaeus, Tertullian, Hippolytus, Epiphanius, John Chrysostom, and Augustine all wrote that the ordination of women was impossible. The Synod of Laodicea prohibited ordaining women to the Presbyterate.


          


          Deaconesses and Female Deacons


          The ordination of females to the diaconate is a matter of some controversy among Roman Catholic historians and theologians. At issue are two distinct but interrelated questions: whether some deaconesses in the early Church received true sacramental ordination, or whether all were merely so called for functional or honorific purposes; and, whether the prohibition against ordaining women to the diaconate is also a matter of unchangeable divine law, or potentially changeable ecclesiastical law. If some deaconesses did receive true sacramental ordination, then the current prohibition would be ecclesiastical rather than divine law. If not, then it could be either ecclesiastical or divine.


          It can be verified that the term deaconesses was employed in antiquity; the word, like "deacon," comes from the Greek word diakonos (ά), meaning "one who serves." Deaconesses mainly assisted the priest in receiving women into the Church for baptism by full immersion (which is still practiced by the Eastern Catholic Churches and by some parishes in the Western or Latin rite as well), and did not perform any of the duties associated with male deacons. In this sense "deaconess" implied a title of honour and respect. Whether or not "deaconess" in some instances implied sacramental ordination is disputed.


          The Congregation for the Doctrine of the Faith wrote in 1977 that the historical nature of deaconesses was "a question that must be taken up fully by direct study of the texts, without preconceived ideas." The position that deaconesses received true sacramental ordination (in certain times and places) is given by Roger Gryson, and the position that deaconesses never received true sacramental ordination is given by Aim Georges Martimort. Both Gryson and Martimort argued from the same historical evidence, which is mixed. For example, the ecumenical First Council of Nicaea (A.D. 325) stated that deaconesses: "do not receive any imposition of hands, so that they are in all respects to be numbered among the laity." However, 126 years later, the ecumenical Council of Chalcedon (A.D. 451) decreed: "A woman shall not receive the laying on of hands as a deaconess under forty years of age, and then only after searching examination." Martimort argues that the "laying on of hands" in the latter case referred only to a special blessing. Against this, "Gryson argues that the use of the verb cheirotonein and of the substantive cheirothesia clearly indicate that deaconesses were ordained by the laying on of hands."


          Until rather recently, the theologians and canonists who addressed the question almost unanimously considered the exclusion of women from ordination, including to the diaconate, as having a divine origin and therefore remaining absolute. Only in recent decades have any theologians or canonists entertained the theory that the prohibition of women from the ordained diaconate was a matter of merely ecclesiastical, rather than divine law. This renewed theological assessment was spurred on by the Second Vatican Council's revival of the permanent diaconate, which lifted the question from a purely theoretical matter to one with immensely practical consequences. Based on the theory that some deaconesses received the sacrament of Holy Orders, and based on the fact that some writers in the Middle Ages exhibited a certain hesitancy concerning the ordination of women stemming from knowledge that there had been deaconesses in antiquity, there have been modern-day proposals to ordain female permanent deacons, who would perform the same functions as male deacons.


          


          Ordination and Equality


          The Roman Catholic Church states that the hierarchical structure that includes the ordained ministerial priesthood is ordered to benefit the holiness of the entire body of the faithful, and not to ensure the salvation of the ordained minister. There is no additional benefit in terms of automatic holiness that comes about through ordination. Ordination is not required for salvation, nor does it effect salvation in the one ordained. In other words, a priest can go to Hell just as easily as a layperson. Likewise, sainthood is equally open to men and women, lay or ordained. For example, the Blessed Virgin Mary is venerated as the Queen of all Saints. Furthermore, there are female Doctors of the Church.


          Pope John Paul II wrote, in Mulieris Dignitatem: "In calling only men as his Apostles, Christ acted in a completely free and sovereign manner. In doing so, he exercised the same freedom with which, in all his behaviour, he emphasized the dignity and the vocation of women, without conforming to the prevailing customs and to the traditions sanctioned by the legislation of the time."


          In Ordinatio Sacerdotalis, John Paul wrote: "the fact that the Blessed Virgin Mary, Mother of God and Mother of the Church, received neither the mission proper to the Apostles nor the ministerial priesthood clearly shows that the non-admission of women to priestly ordination cannot mean that women are of lesser dignity, nor can it be construed as discrimination against them. Rather, it is to be seen as the faithful observance of a plan to be ascribed to the wisdom of the Lord of the universe."


          The Roman Catholic Church does not regard the priest as the only possible prayer leader, and prayer may be led by a woman. For example, outside the context of a Mass and in the absence of a priest or deacon, laypersons (both men and women) "are to be entrusted with the care of these [Sunday] celebrations." This includes leading the prayers, ministry of the word, and the giving of holy communion (previously consecrated by a priest). Also during these assemblies, in the absence of an ordained minister, a layperson may request God's blessing on the congregation, provided that the layperson does not use words proper to a priest or deacon, and omits rites that are too readily associated with the Mass.


          Women are also able to live the Consecrated Life as a nun or abbess, and throughout the history of the Church it has not been uncommon for an abbess to head a dual monastery, i.e., a community of men and women.


          


          Positions dissenting against the official view


          Arguments for the Catholic ordination of women are manifold. One argument is based on equality. Some sacramental theologians have argued that ordaining men but not women creates two classes of baptism, contradicting Saint Paul's statement that all are equal in Christ. This argument does not give credence to the distinction between equal dignity and different services within the Church.


          Another argument is based on the theological position that there is a fundamental unity between the different levels (deacon, priest, and bishop) of the sacrament of Holy Orders, as taught by the Second Vatican Council. So, if history shows that the deaconesses known to have existed in the Early Church had actually received the sacrament of ordination, then because of the fundamental unity of Holy Orders, women can also be ordained as priests and bishops. (This same argument is sometimes used in reverse, against the historical possibility that deaconesses received sacramental ordination.)


          Whatever argument is used in favour of the priestly ordination of women, there is the problem of reconciling this position with Ordinatio Sacerdotalis. Based on the clarifications from the Congregation for the Doctrine of the Faith, the official point of view is that Ordinatio Sacerdotalis, without itself being ex cathedra, authoritatively and bindingly teaches that: (1) the Church cannot ordain women as priests due to divine law; and that (2) this doctrine has been set forth infallibly by the ordinary and universal magisterium. The dissenting view is that, according to section 25 of the Second Council's Dogmatic Constitution on the Church, Lumen Gentium, the "ordinary and universal magisterium" is exercised by "the Pope in union with the bishops". In other words, it is an instance of the Pope 'publicising' what he and the other bishops, as the ordinary and universal magisterium' have already consistently taught through the ages.


          Since the encyclical Humani Generis, it is well known that the Roman Pontiff can, by his own authority, settle a theological question via a fallible papal teaching that is nonetheless sufficiently authoritative to end all debate on the matter, at least under Church law. This is clearly what has occurred with Ordinatio Sacerdotalis in regard to point (1). (Although, in fact, the position taken by Pius XII in Humani Generis was overturned by Vatican II.) Thus, theological debate on whether women can be ordained as priests is no longer seen as permitted for Catholics, and the arguments in favour of ordaining women to the priesthood in this section are termed a "dissenting position." However, several noted dogmatic theologians have questioned how this same debate-ending authority can apply to point (2), which is a matter not of faith or morals, but a factual matter relative to teachings promulgated by all the bishops of the Catholic Church over her two thousand year history. These dogmatic theologians find it especially problematic that, concerning this point, Ordinatio Sacerdotalis gives no indication of what historical facts are sufficient to ensure infallibility by the ordinary and universal Magisterium, nor any indication of how those historical facts were verified. Because of these issues it is argued that, if it were indeed possible for the Church to ordain women to the priesthood, this would not contradict the Church's dogma regarding infallible teachings.


          Some supporters of women's ordination have claimed that there have been ordained priests and bishops in antiquity. The official Church position on this is that "a few heretical sects in the first centuries, especially Gnostic ones, entrusted the exercise of the priestly ministry to women: this innovation was immediately noted and condemned by the Fathers who considered it as unacceptable in the Church." In response to that position, some supporters of women's ordination take the position that those sects weren't heretical, but, rather, orthodox.


          Some arguable evidence that not all ordinations in the Catholic tradition have been those of males exists. For example, the Pope Gelasius I apparently condemned the practice of women officiating at altars; inscriptions near Tropea in Calabria refer to "presbytera," which could be interpreted as a woman priest or as a wife of a male priest . Furthermore, a sarcophagus from Dalmatia is inscribed with the date 425 and records that a grave in the Salona burial-ground was bought from presbytera Flavia Vitalia: selling burial plots was at one time a duty of presbyters . There have been some 15 records so far found of women being ordained in antiquity by Christians; while the Vatican insists those are ordinations by heretical groups, the Women's Ordination Conference contends that those were orthodox Christian groups. There is also the church of Santa Praxedis, where Theodora Episcopa  Bishop Theodora, with the word for "bishop" in feminine form  appears in an image with two female saints and Mary. That church's pastor alleges that the church was built in honour of Pope Pascal I's mother by her son, who graced her with the title "Episcopa" due to her being the mother of a Pope. However, Theodora wears a coif in the image, suggesting that she is an unmarried woman.


          Setting aside these theological considerations, advocates for the ordination of women have pointed to vocations declining in Europe and North America and have made the utilitarian argument that women must be ordained in order to have enough priests to administer the Sacraments in those areas. Supporting this argument, they made public the story of a Czech woman Ludmila Javorov, who in the 1990s came forward to say that she and four or five other women had been ordained by the late Bishop Felix Maria Davdek in the 1970s, to serve as priests in the underground Catholic Church in Czechoslovakia. Javorov ceased to practice as a priest.


          There is at least one organization that calls itself "Roman Catholic" that ordains women at the present time, Roman Catholic Womenpriests even though several independent Catholic jurisidctions have been ordaining women in the United States since approximately the late 1990s. There are several others calling for the Roman Catholic Church to ordain women, such as Circles , Brothers and Sisters in Christ , Catholic Women's Ordination , and Corpus , along with others. While there have been excommunications connected to Roman Catholic Womenpriests, that has not deterred that organization from continuing to ordain women. Official Roman Catholic Church sources claim that the Roman Catholic Womenpriests organization has freely decided to separate from the Roman Catholic Church. However, the RC Womenpriests organization sources say they still associate with the Roman Catholic Church and are working to change it.


          


          Eastern Orthodox


          The Eastern Orthodox churches follows a similar line of reasoning as the Roman Catholic Church with respect to ordination of priests.


          Regarding deaconesses, Professor Evangelos Theodorou argued that female deacons were actually ordained in antiquity . Bishop Kallistos Ware wrote:


          
            The order of deaconesses seems definitely to have been considered an "ordained" ministry during early centuries in at any rate the Christian East. ... Some Orthodox writers regard deaconesses as having been a "lay" ministry. There are strong reasons for rejecting this view. In the Byzantine rite the liturgical office for the laying-on of hands for the deaconess is exactly parallel to that for the deacon; and so on the principle lex orandi, lex credendi  the Church's worshipping practice is a sure indication of its faith  it follows that the deaconesses receives, as does the deacon, a genuine sacramental ordination: not just a  but a .

          


          On October 8, 2004, the Holy Synod of the Orthodox Church of Greece voted for a restricted restoration of the female diaconate.


          There is a strong monastic tradition, pursued by both men and women in the Orthodox churches, where monks and nuns lead identical spiritual lives. Unlike Roman Catholic religious life, which has myriad traditions, both contemplative and active (see Benedictine monks, Franciscan friars, Jesuits), that of Eastern Orthodoxy has remained exclusively ascetic and monastic.


          


          Anglican Communion


          The Anglican hierarchy disagrees with the Roman Catholic hierarchy on whether women can be ordained as priests. The majority of Anglican provinces ordain women as both deacons and priests; however, only a few provinces have consecrated women as bishops (although the number of provinces where women bishops are canonically possible is much greater). U.S. Episcopal churches ordain women as both priests and bishops. The breakdown within the Anglican communion (and United Churches in full communion) as of February 2004 can be seen in the following table:


          
            
              	Bishops (consecrated)

              	Aotearoa, New Zealand and Polynesia; Canada; United States
            


            
              	Bishops (none yet consecrated)

              	Australia, Bangladesh, Brazil, Central America, Ireland, Japan, Mexico, North India, Philippines, Scotland, Southern Africa, Sudan
            


            
              	Priests

              	Burundi, England, Hong Kong, Kenya, Korea, Rwanda, South India, Uganda, Wales, West Indies, Church of the Province of West Africa,
            


            
              	Deacons

              	Indian Ocean, Southern Cone, Congo, Pakistan
            


            
              	No ordination of women

              	Central Africa, Jerusalem and the Middle East, Melanesia, Nigeria, Papua New Guinea, South East Asia, Tanzania
            

          


          Some provinces within the Anglican Communion, such as the Episcopal Church in the United States of America (ECUSA), the Anglican Church of New Zealand, and the Anglican Church of Canada, ordain women as deacons, priests and bishops. Several other provinces (such as the Church of Ireland, and the Scottish Episcopal Church) have removed canonical bars to women bishops  but have not yet consecrated any.


          Other provinces ordain women as deacons and priests but not as bishops  this has been the stance of the Church of England for some years. This also remains the position of the Anglican Church of Australia, though the Church's Appellate Tribunal ruled on 28 September 2007 that there is nothing in the Churchs Constitution that would prevent the consecration of a woman priest as a diocesan bishop in a diocese which by ordinance has adopted the Law of the Church of England Clarification Canon 1992, which paved the way for the ordination of women as priests. Some provinces ordain women to the diaconate only. Other provinces, including several African churches, ordain only men.


          The first woman ordained to the priesthood in the Anglican Communion was Florence Li Tim-Oi, who was ordained on 25 January 1944 by the bishop of Hong Kong. It was thirty years before the practice became widespread.


          In 1974, eleven women were ordained to the priesthood in Philadelphia, Pennsylvania, by three retired ECUSA bishops. Four more women were ordained in 1975 in Washington D.C. These ordinations were ruled "irregular" because they had been done without the authorization of ECUSA's General Convention. Two years later, General Convention authorized the ordination of women to the priesthood and the episcopate. The first woman bishop in the Communion was Barbara Clementine Harris, who was ordained bishop suffragan of Massachusetts in February 1989. Penelope Jamieson of the Anglican Church in New Zealand was ordained Bishop of Dunedin a few months later as the first female diocesan bishop. The first female primate (or senior bishop of a national church) is Katharine Jefferts Schori, who was elected presiding bishop of the Episcopal Church USA at its 2006 General Convention, and began her nine year term as Presiding Bishop and Primate on November 1, 2006. By late 2007 the Episcopal church had elected 14 women to serve as bishops.


          The Church of England authorized the ordination of woman priests in 1992 and began ordaining them in 1994. This was the premise of the television programme The Vicar of Dibley. The nearly simultaneous publication by the Vatican of the Encyclical Veritatis Splendor, which argued that truth was immutable however unpalatable, was a coincidence which was not lost on many traditionalist Anglicans, who converted to Catholicism. These converts included women, such as Ann Widdecombe MP. On 11 July 2005 the General Synod of the Church of England, in York, voted to "set in train" the process of removing the legal obstacles preventing women from becoming bishops; debate on formal legislation was scheduled for February 2006 the process is currently underway but is not progressing swiftly due to problems in providing appropriate mechanisms for the protection of those who cannot accept this development  it is unlikely that there will be women-bishops in the Church of England for several years.


          Ordination of women has been a controversial issue throughout the Communion. The Continuing Anglican Movement was started in 1977 after women began to be ordained in ECUSA. However, by 2007, twenty-three of the thirty eight provinces of the Anglican Communion ordained women as priests, and eleven of those had removed all bars to women serving as bishops.


          Within provinces which permit the ordination of women, there are some dioceses which do not, or which ordain women only to the diaconate (such as the Diocese of Sydney in the Anglican Church of Australia, and the dioceses of Quincy, Illinois, the diocese of San Joaquin in California, and Fort Worth, Texas, in the USA). The Church of England has instituted " flying bishops" to cater to parishes who do not wish to be under the supervision of bishops who have participated in the ordination of women.


          


          Protestant churches


          A key theological doctrine for most Protestants is the priesthood of all believers. The notion of a priesthood reserved to a select few is seen as an Old Testament concept, inappropriate for Christians. Prayer belongs equally to all believing women and men.


          However, most (although not all) Protestant denominations still ordain church leaders, who have the task of equipping all believers in their Christian service (Ephesians 4:1113). These leaders (variously styled elders, pastors or ministers) are seen to have a distinct role in teaching, pastoral leadership and the administration of sacraments. Traditionally these roles were male preserves, but over the last century, an increasing number of denominations have begun ordaining women.


          The debate over women's eligibility for such offices normally centers around interpretation of certain Biblical passages relating to teaching and leadership roles. This is because Protestant churches usually view the Bible as the primary authority in church debates, even over established traditions (the doctrine of sola scriptura). Thus the Church is free to change her stance, if the change is deemed in accordance with the Bible. The main passages in this debate include Galatians 3.28, 1st Corinthians 11.216, 14.3435 and 1st Timothy 2.1114. Increasingly, supporters of women in ministry also make appeals to evidence from the New Testament that is taken to suggest that women did exercise ministries in the apostolic Church (e.g., Acts 21:9,18:18; Romans 16:34,16:12, Romans 16:7; 1st Corinthians 16:19, and Philippians 4:23).


          


          Examples of specific churches' ordination practices


          
            	Baptist Churches

          


          
            	
              
                	
                  
                    	The Baptist Churches' in Germany and Switzerland (Bund Evangelisch-Freikirchlicher Gemeinden, Bund Schweizer Baptistengemeinden) ordain women.


                    	The Southern Baptist Convention does not support the ordination of women; however, some churches that are members of the SBC have ordained women.


                    	Baptist groups in the United States that do ordain women include American Baptist Churches USA, North American Baptist Conference, Alliance of Baptists, Cooperative Baptist Fellowship (CBF) and Progressive National Baptist Convention.

                  

                

              

            

          


          
            	The Christian Community. Women have been ordained since its inception in 1922 in Switzerland, and can also hold leadership positions.


            	Christian Connection Church. An early relative of the Christian Church (Disciples of Christ) and the United Church of Christ, this body ordained women as early as 1810. Among them were Nancy Gove Cram, who worked as a missionary with the Oneida Indians by 1812, and Abigail Roberts (a lay preacher and missionary), who helped establish many churches in New Jersey. Others included Ann Rexford, Sarah Hedges and Sally Thompson.


            	The Church of Jesus Christ of Latter-day Saints. Although Mormon women are not directly given the Priesthood, they indirectly play a role in their husbands' priesthood, and there are recorded acts of women doing priesthood ordiances in the absence of men in LDS Church history. Men must be married in order to serve as a bishop, and their wives play a crucial role in their calling. Women can hold any position in the church that does not require the priesthood.


            	The Church of Scotland

          


          
            	
              
                	
                  
                    	Women were commissioned as deacons from 1935, and allowed to preach from 1949.


                    	In 1963 Mary Levison petitioned the General Assembly for ordination.


                    	Woman elders were introduced in 1966 and women ministers in 1968.


                    	The first female Moderator of the General Assembly was Dr Alison Elliot in 2004.

                  

                

              

            

          


          
            	The Cumberland Presbyterian Church. In 1888 Louisa Woosley was licensed to preach. She was ordained in 1889. She wrote Shall Woman Preach.


            	The Evangelical Lutheran Church in America (ELCA). The church bodies that formed the ELCA in 1988 began ordaining women in 1970 when the Lutheran Church in America ordained the Rev Elizabeth Platz. The ordination of women is now non-controversial within the ELCA.


            	The Lutheran ChurchMissouri Synod (LCMS), which is the second largest Lutheran body in the United States, does not ordain women.


            	The Lutheran Evangelical Protestant Church (GCEPC) has ordained women since its inception in the year 2000. Ordination of women is not a controversial issue in the LEPC/GCEPC. Women are ordained/consecrated at all levels including deacon,priest, and bishop in the LEPC/GCEPC.


            	The Independent Old Catholic Church of America (IOCCA), ordains women.


            	The Evangelical Lutheran Church of Latvia reversed its earlier (1975) decision to ordain women as pastors. Since 1993, under the leadership of Archbishop Janis Vanags, it no longer does so.


            	The Lutheran, United and Reformed Churches in Germany ( EKD) ordain women and have women as bishops.


            	The Independent Evangelical-Lutheran Church in Germany does not ordain women.


            	The Lutheran state Churches in Denmark, Sweden, Finland, Norway and Iceland ordain women and these Lutheran churches in Europe have women as bishops already. However, while the Church of Sweden was the first Lutheran church to ordain female pastors in 1958, there is still considerable debate in this church as to the legitimacy of the ordination of women into the pastoral office. In fact, in 2003 the Missionsprovinsen (Mission Province) was formed within the Church of Sweden to support those who oppose the ordination of women and other developments seen as theologically problematic.


            	The Moravian Church


            	Many Old Catholic Churches within the Utrecht Union in Germany, Switzerland, Austria and Netherlands ordain women, but two churches have left the union because they do not do so. Other Old Catholic Churches do not ordain women, but accept this in other Old Catholic Churches of the Union. These are not to be confused with the Roman Catholic Church which does not ordain women (see above).


            	The Pentecostal church in Germany allows ordination of women.


            	The Presbyterian Church (USA). In 1893, Edith Livingston Peake was appointed Presbyterian Evangelist by First United Presbyterian of San Francisco. Between 1907 and 1920 five more women became ministers. The Presbyterian Church (USA) began ordaining women as elders in 1930, and as ministers of Word and sacrament in 1956. By 2001, the numbers of men and women holding office were almost equal.


            	The Presbyterian Church in America does not ordain women. In 1997, the PCA even broke its fraternal relationship with The Christian Reformed Church over this issue.


            	The Orthodox Presbyterian Churches do not ordain women.


            	The Reformed Churches in Switzerland and in the Netherlands ordain women.


            	The Salvation Army ordains women.


            	The Charismatic Church of God ordains women as Missionaries, Evangelists, and Pastors.


            	The United Church of Canada. Divided during the 1930s by this issue inherited from the churches it brought together, the United Church ordained its first woman minister, Lydia Gruchy, in 1936.


            	The United Church of Christ. Antoinette Brown was ordained as a minister by a Congregationalist Church in 1853, though this was not recognized by her denomination. She later became a Unitarian. Women's ordination is now non-controversial in the United Church of Christ.


            	The United Methodist Church does ordain women. In 1880, Anna Howard Shaw was ordained by the Methodist Protestant Church; Ella Niswonger was ordained in 1889 by the United Brethren Church. Both denominations later merged into the United Methodist Church. In 1956, the Methodist Church in America granted ordination and full clergy rights to women. Since that time, women have been ordained full elders (pastors) in the denomination, and 21 have been elevated to the episcopacy. The first woman elected and consecrated Bishop within the United Methodist Church (and, indeed, the first woman elected bishop of any mainline Christian church) was Marjorie Matthews in 1980. Leontine T. Kelly, in 1984, was the first African-American woman elevated to the episcopacy in any mainline denomination. In Germany Rosemarie Wenner is since 2005 leading bishop in the United Methodist Church.


            	The United Reformed Church in Great Britain ordains women.


            	The Unitarian Universalist Association. The Unitarian Universalist Association has a long history of welcoming women to the ministry, reaching back to 1963 and its predecessor, the Universalist Church. In 1999, it became the first major religion in the US with women outnumbering men in the clergy.


            	The Universalist Church. Olympia Brown became the first woman to be ordained as a minister in 1863, as an ordained Universalist minister.


            	The Seventh-day Adventist Church officially does not ordain women. Recent votes at the worldwide General Conference Sessions turned down a proposal to allow ordination of women. There was a strong polarization between nations, with Western countries generally voting in support and other countries generally voting against. A further proposal to allow local choice was also turned down. In practice, there are numerous women working as ministers and in leadership positions. The most influential co-founder of the church, Ellen G. White, was a woman.

          


          


          Women as bishops


          Some Protestant and Anglican churches have allowed women to become bishops:


          
            	1980: United Methodist Church


            	1989: Anglican Church of New Zealand


            	1989: Episcopal Church in the U.S.


            	1992: Maria Jepsen Evangelical Lutheran Church in Germany


            	1996: Lutheran Church in Sweden


            	1997: Anglican Church of Canada


            	1998: Moravian Church in America


            	1998: Presbyterian Church in Guatemala


            	1999: Czechoslovak Hussite Church


            	2000: African Methodist Episcopal Church


            	2003: Nancy K. Drew The Lutheran Evangelical Protestant Church (GCEPC)USA


            	Unknown: Evangelical Lutheran Church of Denmark


            	Unknown: Protestant Churches in German Lutheran, Reformed and United churches (EKD)


            	Unknown: Protestant Church of the Netherlands


            	Unknown:Lutheran State Church in Norway


            	Unknown:Lutheran State Church in Denmark

          


          


          Judaism


          Jewish tradition and law does not presume that women have more or less of an aptitude or moral standing required of rabbis. However, it has been the longstanding practice that only men become rabbis. This practice continues to this day within the Orthodox and Hasidic communities but has been revised within non-Orthodox organizations. Reform Judaism created its first woman rabbi in 1972, Reconstructionist Judaism in 1974, and Conservative Judaism in 1985, and women in these movements are now routinely granted semicha on an equal basis with men.


          The issue of allowing women to become rabbis is not under active debate within the Orthodox community, though there is widespread agreement that women may often be consulted on matters of Jewish religious law. There are reports that a small number of Orthodox yeshivas have unofficially granted semicha to women, but the prevailing consensus among Orthodox leaders (as well as a small number of Conservative Jewish communities) is that it is not appropriate for women to become rabbis.


          The idea that women could eventually be ordained as rabbis sparks widespread opposition among the Orthodox rabbinate. Norman Lamm, one of the leaders of Modern Orthodoxy and Rosh Yeshiva of the Rabbi Isaac Elchanan Theological Seminary, totally opposes giving semicha to women. "It shakes the boundaries of tradition, and I would never allow it." (Helmreich, 1997) Writing in an article in the Jewish Observer, Moshe Y'chiail Friedman states that Orthodox Judaism prohibits women from being given semicha and serving as rabbis. He holds that the trend towards this goal is driven by sociology, and not halakha.


          


          Some beginning dates for ordination of women


          A partial list with the approximate dates of either the approval of female ordination in principle or the ordination of their first women clergy by Christian and Jewish faith groups appears below:


          
            	Early 1800s: A fundamental belief of the [Society of Friends- http://www.religioustolerance.org/quaker.htm] (Quakers) has always been the existence of an element of God's spirit in every human soul. Thus all persons are considered to have inherent and equal worth, independent of their gender. This led naturally to an opposition to sexism, and an acceptance of female ministers. In 1660, Margaret Fell (16141702) published a famous pamphlet to justify equal roles for men and women in the denomination. It was titled: "Women's Speaking Justified, Proved and Allowed of by the Scriptures, All Such as Speak by the Spirit and Power of the Lord Jesus And How Women Were the First That Preached the Tidings of the Resurrection of Jesus, and Were Sent by Christ's Own Command Before He Ascended to the Father (John 20:17). In the U.S., in contrast with almost every other organized religion, the Society of Friends (Quakers) has allowed women to serve as ministers since the early 1800s.


            	1853: Antoinette Brown was ordained by the Congregationalist Church. However, her ordination was not recognized by the denomination. She quit the church and later became a Unitarian. The Congregationalists later merged with others to create the United Church of Christ.


            	1861: Mary A. Will was the first woman ordained in the Wesleyan Methodist Connection by the Illinois Conference. The Wesleyan Methodist Connection eventually became The Wesleyan Church.


            	1863: Olympia Brown was ordained by the Universalist denomination in 1863, in spite of a last-moment case of cold feet by her seminary which feared adverse publicity. After a decade and a half of service as a full-time minister, she became a part-time minister in order to devote more time to the fight for women's rights and universal suffrage. In 1961, the Universalists and Unitarians joined to form the [Unitarian Universalist Association- http://www.religioustolerance.org/u-u.htm] (UUA). The UUA became the first large denomination to have a majority of female ministers. In 1999, female ministers outnumbered their male counterpart 431 to 422.


            	1865: Salvation Army is founded and has always ordained both men and women. However, there were initially rules that prohibited a woman from marrying a man who had a lower rank.


            	1880: Anna Howard Shaw was the first woman ordained in the Methodist Protestant Church, which later merged with other denominations to form the United Methodist Church.


            	1888: Fidelia Gillette may have been the first ordained woman in Canada. She served the Universalist congregation in Bloomfield, Ontario, during 1888 and 1889. She was presumably ordained in 1888 or earlier.


            	1889: The Nolin Presbytery of the Cumberland Presbyterian Church ordained Louisa Woosley.


            	1889: Ella Niswonger was the first woman ordained in the United Brethren church, which later merged with other denominations to form the United Methodist Church.


            	1892: Anna Hanscombe is believed to be the first woman ordained by the parent bodies which formed the Church of the Nazarene in 1919.


            	1909: The Church of God (Cleveland TN) began ordaining women in 1909.


            	1911: Ann Allebach was the first Mennonite woman to be ordained. This occurred at the First Mennonite Church of Philadelphia.


            	1914: Assemblies of God was founded and ordained its first woman clergy


            	1917: The Congregationalist Church (England and Wales) ordained their first woman. Its successor is the United Reformed Church. They now consider it sufficient grounds for refusing ministry training if a potential candidate is not in favour of the ordination of women.


            	1920's: Some Baptist denominations.


            	1920's: United Reformed Church in the UK


            	1922: The Jewish Reform movement's Central Conference of American Rabbis stated that "Woman cannot justly be denied the privilege of ordination."


            	1922: The Annual Conference of the Church of the Brethren granted women the right to be licensed into the ministry, but not to be ordained with the same status as men.


            	1930: A predecessor church of the Presbyterian Church (USA) ordained its first female as an elder


            	1935: Regina Jonas was ordained privately by a German rabbi.


            	1936: United Church of Canada.


            	1942 or 1943?: Anglican communion, Hong Kong. Florence Li Tim Oi was ordained on an emergency basis.


            	1947: Czechoslovak Hussite Church


            	1948: Evangelical Lutheran Church of Denmark


            	1949: Old Catholic Church (in the U.S.)


            	1956: A predecessor church of the Presbyterian Church (USA) ordained its first woman minister.


            	1956: Maud K. Jensen was the first woman to receive full clergy rights and conference membership in the Methodist Church.


            	1958: Women ministers in the Church of the Brethren were given full ordination with the same status as men.


            	1960: Evangelical Lutheran Church in Sweden


            	1967: Presbyterian Church in Canada


            	1971: Anglican communion, Hong Kong. Joyce Bennett and Jane Hwang were the first regularly ordained priests.


            	1972: Reform Judaism


            	1972: Swedenborgian Church


            	1972: Sally Priesand became the first woman rabbi to be ordained by a theological seminary. She was ordained in the Reform tradition.


            	1970's: Evangelical Lutheran Church in America


            	1974: Methodist Church in the UK


            	1974: Sandy Eisenberg Sasso became the first woman rabbi to be ordained within the Jewish Reconstructionist movement.


            	1976: Episcopal Church (11 women were ordained in Philadelphia before church laws were changed to permit ordination)


            	1976: Anglican Church in Canada ordained six female priests.


            	1976: The Rev. Pamela McGee was the first female ordained to the Lutheran ministry in Canada.


            	1977: Anglican Church of New Zealand ordained five female priests.


            	1979: The Reformed Church in America. Women had been admitted to the offices of deacon and elder in 1972.


            	1983: An Anglican woman was ordained in Kenya


            	1983: Three Anglican women were ordained in Uganda.


            	1984: The Reorganized Church of Jesus Christ of Latter Day Saints authorized the ordination of women. This is the second largest Mormon denomination; it is now called The Community of Christ.


            	1985: According to the New York Times for 1985-FEB-14: "After years of debate, the worldwide governing body of Conservative Judaism has decided to admit women as rabbis. The group, the Rabbinical Assembly, plans to announce its decision at a news conference...at the Jewish Theological Seminary..." Amy Eilberg became the first female rabbi.


            	1985: The first women deacons were ordained by the Scottish Episcopal Church.


            	1988: Evangelical Lutheran Church of Finland


            	1988: Episcopal Church chooses Barbara Harris as first female bishop.


            	1990: Anglican women are ordained in Ireland.


            	1992: Church of England


            	1992: Anglican Church of South Africa


            	1994: The first women priests were ordained by the Scottish Episcopal Church.


            	1995: Seventh-day Adventists. Sligo Seventh-day Adventist Church in Takoma Park, MD ordained three women in violation of the denomination's rules.


            	1995: The Christian Reformed Church voted to allow women ministers, elders, and evangelists. In 1998-NOV, the North American Presbyterian and Reformed Council (NAPARC) suspended the CRC's membership because of this decision.


            	1998: General Assembly of the Nippon Sei Ko Kai (Anglican Church in Japan)


            	1998: Guatemalan Presbyterian Synod


            	1998: Old Catholic Church in the Netherlands


            	1998: Some Orthodox Jewish congregations started to employ female "congregational interns." Although these 'interns' do not lead worship services, they perform some tasks usually reserved for rabbis, such as preaching, teaching, and consulting on Jewish legal matters.


            	1999: Independent Presbyterian Church of Brazil (ordination as either clergy or elders)


            	2000: The Baptist Union of Scotland voted to allow their churches to either allow or prohibit the ordination of women.


            	2000: The Mombasa diocese of the Anglican Church of Kenya.


            	2000: The Church of Pakistan ordained its first women deacons. It is a united church which dates back to the 1970 local merger of Anglicans, Methodists, Presbyterians, Lutherans and other Protestants.


            	2005 The Lutheran Evangelical Protestant Church,(LEPC)(GCEPC) in the USA elects Nancy Kinard Drew first female Presiding Bishop.


            	2006: The Episcopal Church elects Katharine Jefferts Schori first woman Presiding Bishop, or Primate.

          


          


          Islam


          
            	From introduction to article Women as imams. See entire article, and Women in Islam, for more detail.

          


          Although Muslims do not formally ordain religious leaders, the imam serves as a spiritual leader and religious authority. There is a current controversy among Muslims on the circumstances in which women may act as imams  that is, lead a congregation in salat (prayer). Three of the four Sunni schools, as well as many Shia, agree that a woman may lead a congregation consisting of women alone in prayer, although the Maliki school does not allow this. According to all currently existing traditional schools of Islam, a woman cannot lead a mixed gender congregation in salat (prayer). Some schools make exceptions for Tarawih (optional Ramadan prayers) or for a congregation consisting only of close relatives. Certain medieval scholars  including Al-Tabari (838932), Abu Thawr (764854), Al-Muzani (791878), and Ibn Arabi (11651240)  considered the practice permissible at least for optional ( nafila) prayers; however, their views are not accepted by any major surviving group.


          Some Muslims in recent years have reactivated the debate, arguing that the spirit of the Qur'an and the letter of a disputed hadith indicate that women should be able to lead mixed congregations as well as single-sex ones, and that the prohibition of this developed as a result of sexism in the medieval environment, not as a part of true Islam.


          


          Buddhism


          The ordination of women is currently and historically practiced in some Buddhist regions, such East Asia and Taiwan, and not in others, such as India and Sri Lanka.


          The tradition of the ordained monastic community ( sangha) began with Buddha, who established orders of Bhikkhu (monks) and later, after an initial reluctance, of Bhikkuni (nuns). The stories, sayings and deeds of some of the distinguished Bhikkhuni of early Buddhism are recorded in many places in the Pali Canon, most notably in the Therigatha. However, not only did the Buddha lay down more rules of discipline for the bhikkhuni (311 compared to the bhikkhu's 227), he also made it more difficult for them to be ordained.


          The tradition flourished for centuries throughout South and East Asia, but appears to have died out in the Theravada traditions of India and Sri Lanka in the 11th century C.E. However, the Mahayana tradition, particularly in Taiwan and Hong Kong, has retained the practice, where nuns are called 'Bhikṣuṇī' (the Sanskrit equivalent of the Pali 'Bhikkhuni'). Nuns are also found in Korea and Vietnam.


          There have been some attempts in recent years to revive the tradition of women in the sangha within Theravada Buddhism in Thailand, India and Sri Lanka, with many women ordained in Sri Lanka since the late 1990s. The International Congress on Buddhist Women's Role in the Sangha: Bhikshuni Vinaya and Ordination Lineages, taking place in Germany, on July 1820, 2007, is a turning point in reviving the Bhikkhuni lineage.


          


          Thailand


          In 1928, the Supreme Patriarch of Thailand, responding to the attempted ordination of two women, issued an edict that monks must not ordain women. The two women were reportedly arrested and jailed briefly. In a more recent challenge to the Thai sangha's ban on women, Dhammananda Bhikkhuni, previously a professor of Buddhist philosophy known as Dr Chatsumarn Kabilsingh, was controversially ordained as a nun in Sri Lanka in 2003. Despite some support inside the religious hierarchy, the sangha remains fiercely opposed to the ordination of women.


          


          Tibetan Tradition


          The 2007 International Congress on Buddhist Women's Role in the Sangha, with the support of H. H. XIVth Dalai Lama, is expected to reinstate the Gelongma (skt. Bikshuni, tib. Gelongma) lineage, having been lost, in India and Tibet, for centuries. It is currently only possible for women to take Rabjungma ('entering') and Getshlma ('novice') ordinations in Tibetan tradition. Gelongma ordination requires the presence of ten fully ordained people keeping the exact same vows (men's and women's vows differ slightly). Because 10 Gelongmas are required in order to ordain a new Gelongma, the effort to reinstate the Gelongma tradition has taken a long time.


          It is permissible for a Tibetan nun to receive Bikshuni ordination from another living tradition, e.g., in Vietnam. Based on this, Western nuns ordained in Tibetan tradition, like Venerable Thubten Chodron, took full ordination in another tradition, in order to revive 'Gelongma' ordination. The same socio-cultural reasons that make it difficult for women to be nuns will still present challenges to the first Tibetan Gelongmas.


          


          Tenrikyo


          Tenrikyo was founded by a woman.


          


          Shinto


          While the priesthood was traditionally male in Shinto, ordination of women as Shinto priests has arisen after the abolition of State Shinto in the aftermath of WWII.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ordination_of_women"
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          The Ordovician is a geologic period, the second of six of the Paleozoic era, and covers the time between 488.31.7 to 443.71.5 million years ago ( ICS, 2004). It follows the Cambrian period and is followed by the Silurian period. The Ordovician, named after the Welsh tribe of the Ordovices, was defined by Charles Lapworth in 1879, to resolve a dispute between followers of Adam Sedgwick and Roderick Murchison, who were placing the same rock beds in northern Wales into the Cambrian and Silurian periods respectively. Lapworth, recognizing that the fossil fauna in the disputed strata were different from those of either the Cambrian or the Silurian periods, realized that they should be placed in a period of their own.


          While recognition of the distinct Ordovician period was slow in the United Kingdom, other areas of the world accepted it quickly. It received international sanction in 1906, when it was adopted as an official period of the Paleozoic era by the International Geological Congress.


          


          Ordovician dating


          The Ordovician period started at a major extinction event called the Cambrian-Ordovician extinction events some time about 488.3  1.7 million years ago ( Ma) and lasted for about 44.6 million years. It ended with another major extinction event about 443.7  1.5 Ma (ICS, 2004) that wiped out 60% of marine genera. A. Melott et al. (ref. 2006) suggested a ten-second gamma ray burst could have destroyed the ozone layer and exposed terrestrial and marine surface-dwelling life to deadly radiation, but most scientists agree that extinction events are complex with multiple causes. See below.


          The dates given are recent radiometric dates and vary slightly from those used in other sources. This second period of the Paleozoic era created abundant fossils and in some regions, major petroleum and gas reservoirs.


          


          Ordovician subdivisions


          The Ordovician Period is usually broken into Early ( Tremadoc and Arenig), Middle ( Llanvirn [subdivided into Abereiddian and Llandeilian]) and Late ( Caradoc and Ashgill) epochs. The corresponding rocks of the Ordovician System are referred to as coming from the Lower, Middle, or Upper part of the column. The faunal stages (subdivisions of epochs) from youngest to oldest are:


          
            	Hirnantian/Gamach (Late Ordovician: Ashgill)


            	Rawtheyan/Richmond (Late Ordovician: Ashgill)


            	Cautleyan/Richmond (Late Ordovician: Ashgill)


            	Pusgillian/Maysville/Richmond (Late Ordovician: Ashgill)

          


          
            	Trenton (Middle Ordovician: Caradoc)


            	Onnian/Maysville/Eden (Middle Ordovician: Caradoc)


            	Actonian/Eden (Middle Ordovician: Caradoc)


            	Marshbrookian/Sherman (Middle Ordovician: Caradoc)


            	Longvillian/Sherman (Middle Ordovician: Caradoc)


            	Soundleyan/Kirkfield (Middle Ordovician: Caradoc)


            	Harnagian/Rockland (Middle Ordovician: Caradoc)


            	Costonian/Black River (Middle Ordovician: Caradoc)


            	Chazy (Middle Ordovician: Llandeilo)


            	Llandeilo (Middle Ordovician: Llandeilo)


            	Whiterock (Middle Ordovician: Llanvirn)


            	Llanvirn (Middle Ordovician: Llanvirn)

          


          
            	Cassinian (Early Ordovician: Arenig)


            	Arenig/Jefferson/Castleman (Early Ordovician: Arenig)


            	Tremadoc/Deming/Gaconadian (Early Ordovician: Tremadoc)

          


          


          Ordovician paleogeography


          Sea levels were high during the Ordovician; in fact during the Tremadocian, marine transgressions worldwide were the greatest for which evidence is preserved in the rocks.


          During the Ordovician, the southern continents were collected into a single continent called Gondwana. Gondwana started the period in equatorial latitudes and, as the period progressed, drifted toward the South Pole. Early in the Ordovician, the continents Laurentia, Siberia, and Baltica were still independent continents (since the break-up of the supercontinent Pannotia earlier), but Baltica began to move towards Laurentia later in the period, causing the Iapetus Ocean to shrink between them. Also, Avalonia broke free from Gondwana and began to head north towards Laurentia. Rheic Ocean was formed as a result of this.


          Ordovician rocks are chiefly sedimentary. Because of the restricted area and low elevation of solid land, which set limits to erosion, marine sediments that make up a large part of the Ordovician system consist chiefly of limestone. Shale and sandstone are less conspicuous.


          A major mountain-building episode was the Taconic orogeny that was well under way in Cambrian times.


          By the end of the period, Gondwana had neared or approached the pole and was largely glaciated.


          The Ordovician was a time of calcite sea geochemistry in which low-magnesium calcite was the primary inorganic marine precipitate of calcium carbonate. Carbonate hardgrounds were thus very common, along with calcitic ooids, calcitic cements, and invertebrate faunas with dominantly calcitic skeletons (Stanley and Hardie, 1998, 1999).


          


          Climate


          The Early Ordovician climate was thought to be quite warm, at least in the tropics. As with North America and Europe, Gondwana was largely covered with shallow seas during the Ordovician. Shallow clear waters over continental shelves encouraged the growth of organisms that deposit calcium carbonates in their shells and hard parts. Panthalassic Ocean covered much of the northern hemisphere, and other minor oceans included Proto-Tethys, Paleo-Tethys, Khanty Ocean which was closed off by the Late Ordovician, Iapetus Ocean, and the new Rheic Ocean.


          As the Ordovician progressed, we see evidence of glaciers on the land we now know as Africa and South America. At the time these land masses were sitting at the South Pole, and covered by ice caps.


          


          Ordovician Life


          


          Ordovician fauna


          
            [image: Artist impression of the Ordovician Sea.]

            
              Artist impression of the Ordovician Sea.
            

          


          Though less famous than the Cambrian explosion, the Ordovician featured an adaptive radiation that was no less remarkable; marine faunal genera increased fourfold, resulting in 12% of all known Phanerozoic marine fauna. The trilobite, inarticulate brachiopod, archaeocyathid, and eocrinoid faunas of the Cambrian were succeeded by those which would dominate for the rest of the Paleozoic, such as articulate brachiopods, cephalopods, and crinoids; articulate brachiopods, in particular, largely replaced trilobites in shelf communities. Their success epitomizes the greatly increased diversity of carbonate shell-secreting organisms in the Ordovician compared to the Cambrian.


          In North America and Europe, the Ordovician was a time of shallow continental seas rich in life. Trilobites and brachiopods in particular were rich and diverse. The first bryozoa appeared in the Ordovician as did the first coral reefs. Solitary corals date back to at least the Cambrian. Molluscs, which had also appeared during the Cambrian or the Ediacaran, became common and varied, especially bivalves, gastropods, and nautiloid cephalopods. It was long thought that the first true vertebrates (fish - Ostracoderms) appeared in the Ordovician, but recent discoveries in China reveal that they probably originated in the Early Cambrian. The very first jawed fish appeared in the Late Ordovician epoch. Now-extinct marine animals called graptolites thrived in the oceans. Some cystoids and crinoids appeared.


          During the Middle Ordovician there was a large increase in the intensity and diversity of bioeroding organisms. This is known as the Ordovician Bioerosion Revolution (Wilson & Palmer, 2006). It is marked by a sudden abundance of hard substrate trace fossils such as Trypanites, Palaeosabella and Petroxestes.


          Trilobites in the Ordovician were very different than their predecessors in the Cambrian, Many trilobites developed bizarre spines and nodules to defend against predators such as primitive sharks and Nautiloid cephalopods while other trilobites such as Aeglina prisca evolved to become swimming forms. Some trilobites even developed shovel-like snouts for ploughing through muddy sea bottoms. Another unusual clade of trilobites known as the Trinucleids developed a broad pitted margin around their head shields.


          Other trilobites such as ( Asaphus kowalewski) evolved long eyestalks to assist in detecting predators while some trilobite eyes by contrast took the opposing evolutionary direction and disappeared completely.


          


          Ordovician flora


          Green algae were common in the Ordovician and Late Cambrian (perhaps earlier). Plants probably evolved from green algae. The first terrestrial plants appeared in the form of tiny non-vascular plants resembling liverworts. Fossil spores from land plants have been identified in uppermost Ordovician sediments, but among the first land fungi may have been Arbuscular mycorrhiza fungi ( Glomerales), playing a crucial role in facilitating the colonization of land by plants through mycorrhizal symbiosis, which makes mineral nutrients available to plant cells; such fossilized fungal hyphae and spores from the Ordovician of Wisconsin have been found with an age of about 460 mya, a time when the land flora most likely only consisted of plants similar to non-vascular bryophytes.


          Marine fungi were abundant in the Ordovician seas to decompose animal carcasses, and other wastes.


          


          End of the Ordovician


          The Ordovician came to a close in a series of extinction events that, taken together, comprise the second largest of the five major extinction events in Earth's history in terms of percentage of genera that went extinct. The only larger one was the Permian-Triassic extinction event.


          The extinctions occurred approximately 444-447 million years ago and mark the boundary between the Ordovician and the following Silurian Period. At that time all complex multicellular organisms lived in the sea, and about 49% of genera of fauna disappeared forever; brachiopods and bryozoans were decimated, along with many of the trilobite, conodont and graptolite families.


          The most commonly accepted theory is that these events were triggered by the onset of an ice age, in the Hirnantian faunal stage that ended the long, stable greenhouse conditions typical of the Ordovician. The ice age was probably not as long-lasting as once thought; study of oxygen isotopes in fossil brachiopods shows that it was probably no longer than 0.5 to 1.5 million years. The event was preceded by a fall in atmospheric carbon dioxide (from 7000ppm to 4400ppm) which selectively affected the shallow seas where most organisms lived. As the southern supercontinent Gondwana drifted over the South Pole, ice caps formed on it, which have been detected in Upper Ordovician rock strata of North Africa and then-adjacent northeastern South America, which were south-polar locations at the time.


          Glaciation locks up water from the world-ocean, and the interglacials free it, causing sea levels repeatedly to drop and rise; the vast shallow intra-continental Ordovician seas withdrew, which eliminated many ecological niches, then returned carrying diminished founder populations lacking many whole families of organisms, then withdrew again with the next pulse of glaciation, eliminating biological diversity at each change. Species limited to a single epicontinental sea on a given landmass were severely affected. Tropical lifeforms were hit particularly hard in the first wave of extinction, while cool-water species were hit worst in the second pulse.


          Surviving species were those that coped with the changed conditions and filled the ecological niches left by the extinctions.


          At the end of the second event, melting glaciers caused the sea level to rise and stabilise once more. The rebound of life's diversity with the permanent re-flooding of continental shelves at the onset of the Silurian saw increased biodiversity within the surviving Orders.
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                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:
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                    	Lamiaceae
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                    	Origanum

                  


                  
                    	Species:

                    	O. vulgare

                  

                

              
            


            
              	Binomial name
            


            
              	Origanum vulgare

              L.
            

          


          Oregano or pot marjoram (Origanum vulgare) is a species of Origanum, native to Europe, the Mediterranean region and southern and central Asia. It is a perennial herb, growing to 20-80 cm tall, with opposite leaves 1-4 cm long. The flowers are purple, 3-4 mm long, produced in erect spikes. Its name derives from the Greek origanon ὀί oros ὄ "mountain" + the verb ganousthai ῦ "delight in". Oregano (seed) is also known as Ajwain (اجوائن) in Urdu.


          


          Uses
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              Oregano growing in a field.
            

          


          The subspecies of oregano Origanum vulgare hirtum is an important culinary herb. It is particularly widely used in Greek and Italian-American cuisines. It is the leaves that are used in cooking, and the dried herb is often more flavourful than the fresh..


          Oregano is often used in tomato sauces, fried vegetables and grilled meat. Together with basil, it contributes much to the distinctive character of many Italian dishes.


          Oregano combines nicely with pickled olives, capers, and lovage leaves. Unlike most Italian herbs, oregano works with hot and spicy food, which is popular in southern Italy.


          Oregano is an indispensable ingredient for Greek cuisine. Oregano adds flavour to Greek salad and is usually used separately or added to the lemon-olive oil sauce that accompanies many fish or meat barbecues and some casseroles.
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              Oregano growing in a pot.
            

          


          It has an aromatic, warm and slightly bitter taste. It varies in intensity; good quality is so strong that it almost numbs the tongue, but the cultivars adapted to colder climates have often unsatisfactory flavour. The influence of climate, season and soil on the composition of the essential oil is greater than the difference between the various species.


          The related species Origanum onites (Greece, Asia Minor) and O. heracleoticum (Italy, Balkan peninsula, West Asia) have similar flavours. A closely related plant is marjoram from Asia Minor, which, however, differs significantly in taste, because phenolic compounds are missing in its essential oil. Some breeds show a flavour intermediate between oregano and marjoram.


          
            	Pizza

          


          The dish most commonly associated with oregano is pizza. Its variations have probably been eaten in Southern Italy for centuries. Oregano became popular in the US when returning WWII soldiers brought back with them a taste for the pizza herb.


          


          Health benefits
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          Oregano is high in antioxidant activity, due to a high content of phenolic acids and flavonoids. Additionally, oregano has demonstrated antimicrobial activity against food-borne pathogens such as Listeria monocytogenes. Both of these characteristics may be useful in both health and food preservation. In the Philippines, oregano (coleus aromaticus) is not commonly used for cooking but is rather considered as a primarily medicinal plant, useful for relieving children's coughs.


          Main constituents include carvacrol, thymol, limonene, pinene, ocimene, caryophyllene. The leaves and flowering stems are strongly antiseptic, antispasmodic, carminative, cholagogue, diaphoretic, emmenagogue, expectorant, stimulant, stomachic and mildly tonic. Oregano is taken by mouth for the treatment of colds, influenza, mild fevers, indigestion, stomach upsets and painful menstruation. It is strongly sedative and should not be taken in large doses, though mild teas have a soothing effect and aid restful sleep. Used topically, oregano is one of the best herbal antiseptics because of its high thymol content


          Hippocrates, the father of medicine, used oregano as an antiseptic as well as a cure for stomach and respiratory ailments. A Cretan oregano (O. dictamnus) is still used today in Greece to soothe a sore throat.


          


          Other plants called oregano


          Mexican oregano, Lippia graveolens ( Verbenaceae) is closely related to lemon verbena. It is a highly studied herb that is said to be of some medical use and is common in curandera female shamanic practices in Mexico and the Southwestern United States. Mexican oregano has a very similar flavour to oregano, but is usually stronger. It is becoming more commonly sold outside of Mexico, especially in the United States. It is sometimes used as a substitute for epazote leaves; this substitution would not work the other way round.


          Several other plants are also known as oregano in various parts of Mexico, including Poliomintha longiflora, Lippia berlandieri, and Plectranthus amboinicus (syn. Coleus aromaticus), also called Cuban oregano.
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                    	Flag of Oregon (obverse)

                    	Seal
                  


                  
                    	Nickname(s): Beaver State
                  


                  
                    	Motto(s): Alis volat propriis (She flies with her own wings)

                    The Union (de facto)
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              	Official language(s)

              	(none)
            


            
              	Demonym

              	Oregonian
            


            
              	Capital

              	Salem
            


            
              	Largest city

              	Portland
            


            
              	Largest metro area

              	Portland Metro Region
            


            
              	Area

              	Ranked 9th in the US
            


            
              	- Total

              	98,466 sqmi

              (255,026 km)
            


            
              	- Width

              	260miles(420 km)
            


            
              	- Length

              	360miles(580 km)
            


            
              	-% water

              	2.4
            


            
              	- Latitude

              	42 N to 46 18 N
            


            
              	- Longitude

              	116 28 W to 124 38 W
            


            
              	Population

              	Ranked 27th in the US
            


            
              	- Total

              	3,421,399
            


            
              	- Density

              	35.6/sqmi

              13.76/km (39th in the US)
            


            
              	Elevation

              	
            


            
              	- Highest point

              	Mount Hood

              11,239ft (3,425 m)
            


            
              	- Mean

              	3,297ft (1,005 m)
            


            
              	- Lowest point

              	Pacific Ocean

              0ft (0 m)
            


            
              	Admission to Union

              	February 14, 1859 (33rd)
            


            
              	Governor

              	Ted Kulongoski (D)
            


            
              	Lieutenant Governor

              	None
            


            
              	U.S. Senators

              	Ron Wyden (D)

              Gordon Smith (R)
            


            
              	Congressional Delegation

              	List
            


            
              	Time zones

              	
            


            
              	- most of state

              	Pacific: UTC-8/ -7
            


            
              	- Malheur County

              	Mountain: UTC-7/ -6
            


            
              	Abbreviations

              	OR Ore. US-OR
            


            
              	Website

              	www.oregon.gov
            

          


          Oregon (IPA: /ˈɔɹəgən/) is a state in the Pacific Northwest region of the United States. It joined the Union on February 14, 1859 as the 33rd state. Previously, the region was part of the Oregon Territory that was created in 1848 after American settlement began in earnest in the 1840s. The state lies on the Pacific coast between Washington on the north and California and Nevada on the south; Idaho lies to the east. The Columbia and Snake rivers form much of its northern and eastern boundaries, respectively. Salem, the state's third most populous city, is the state capital, while the most populous city is Portland.


          The valley of the Willamette River in western Oregon is the most densely populated and agriculturally productive region of the state and is home to 8 of the 10 most populous cities. Oregon's population in 2000 was about 3.5 million, a 20.3% increase over 1990; it is estimated to have reached 3.7 million by 2006. Oregon's largest private employer is Intel, located in the Silicon Forest area in Portland's west side. Nike and Precision Castparts are the only Fortune 500 companies headquartered in the state. The state has 199 public school districts, with Portland Public Schools as the largest. There are 17 community colleges, and seven publicly financed colleges in the Oregon University System. Oregon Health & Science University, the state's only medical school, is affiliated with the system. Oregon State University in Corvallis and the University of Oregon in Eugene are the two flagship universities of the state, while Portland State University has the largest enrollment. Willamette University in Salem is the oldest college in Oregon.


          Major highways include Interstate 5 which runs the entire north-south length of the state, Interstate 84 that runs east-west, U.S. Route 97 that crosses the middle of the state, U.S. Route 101 that travels the entire coastline, and U.S. Route 26 that runs east-west, among many other highways. Portland International Airport is the busiest commercial airport in the state, run by the Port of Portland, the busiest port in Oregon. Rail service includes Union Pacific Railroad and BNSF Railway freight service, Amtrak passenger service, as well as light rail and street car routes in the Portland metro area.


          Oregon has a diverse landscape with tall, dense forests that stretch a third of the way across the state in the north and halfway across the state in the south; and its accessible and scenic Pacific coastline and its rugged, glaciated Cascade volcanoes. Other areas include semi-arid scrublands, prairies, and deserts that cover approximately half the state in eastern and north-central Oregon, and sparser pine forests in the northeast. Mount Hood is the highest point in the state at 11,239 feet (3,425 m) above sea-level. Crater Lake National Park is the only National Park in Oregon.


          


          History
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          Human habitation of the Pacific Northwest began at least 15,000 years ago, with the oldest evidence of habitation in Oregon found at Fort Rock Cave in Lake County by archaeologist Luther Cressman dating to 13,200 years ago. By 8000 B.C. there were settlements throughout the state, with populations concentrated along the lower Columbia River, in the western valleys, and around coastal estuaries.


          By the 16th century Oregon was home to many Native American groups, including the Bannock, Chasta, Chinook, Kalapuya, Klamath, Molalla, Nez Perce, Takelma, and Umpqua.


          James Cook explored the coast in 1778 in search of the Northwest Passage. The Lewis and Clark Expedition traveled through the region during their expedition to explore the Louisiana Purchase. They built their winter fort at Fort Clatsop, near the mouth of the Columbia River. Exploration by Lewis and Clark (18051806) and the United Kingdom's David Thompson (1811) publicized the abundance of fur-bearing animals in the area. Also in 1811, New Yorker John Jacob Astor financed the establishment of Fort Astoria at the mouth of the Columbia River as a western outpost to his Pacific Fur Company.; this was the first permanent Caucasian settlement in Oregon.


          In the War of 1812, the British gained control of all of the Pacific Fur Company posts. By the 1820s and 1830s, the Hudson's Bay Company dominated the Pacific Northwest from its Columbia District headquarters at Fort Vancouver (built in 1825 by the District's Chief Factor John McLoughlin across the Columbia from present-day Portland).


          In 1841, the master trapper and entrepreneur Ewing Young died leaving considerable wealth and no apparent heir, and no system to probate his estate. A meeting followed Young's funeral at which a probate government was proposed. Doctor Ira Babcock of Jason Lee's Methodist Mission was elected Supreme Judge. Babcock chaired two meetings in 1842 at Champoeg (half way between Lee's mission and Oregon City) to discuss wolves and other animals of contemporary concern. These meetings were precursors to an all-citizen meeting in 1843, which instituted a provisional government headed by an executive committee made up of David Hill, Alanson Beers, and Joseph Gale. This government was the first acting public government of the Oregon Country before annexation by the government of the United States.


          The Oregon Trail brought many new settlers to the region, starting in 18421843, after the United States agreed with the United Kingdom to jointly settle the Oregon Country. For some time, it seemed that these two nations would go to war for a third time in 75 years (see Oregon boundary dispute), but the border was defined peacefully in 1846 by the Oregon Treaty. The border between the United States and British North America was set at the 49th parallel. The Oregon Territory was officially organized in 1848.


          Settlement increased because of the Donation Land Claim Act of 1850, in conjunction with the forced relocation of the native population to Indian reservations in Oregon. The state was admitted to the Union on February 14, 1859.


          At the outbreak of the American Civil War, regular U.S. troops were withdrawn and sent east. Volunteer cavalry were recruited in California and sent north to Oregon to keep peace and protect the populace. The First Oregon Cavalry served until June 1865.


          In the 1880s, the proliferation of railroads assisted in marketing of the state's lumber and wheat, as well as the more rapid growth of its cities.


          Industrial expansion began in earnest following the construction of the Bonneville Dam in 1933-1937 on the Columbia River. Hydroelectric power, food, and lumber provided by Oregon helped fuel the development of the West, although the periodic fluctuations in the U.S. building industry have hurt the state's economy on multiple occasions.


          The state has a long history of polarizing conflicts: American Indians vs. British fur trappers, British vs. U.S. settlers, ranchers vs. farmers, wealthy growing cities vs. established but poor rural areas, loggers vs. environmentalists, white supremacists vs. anti-racists, social progressivism vs. small-government conservatism, supporters of social spending vs. anti-tax activists, and native Oregonians vs. Californians (or outsiders in general). Oregonians also have a long history of secessionist ideas, with people in various regions and on all sides of the political spectrum attempting to form other states and even other countries. (See: State of Jefferson, Cascadia and Ecotopia.)


          In 1902, Oregon introduced a system of direct legislation by the states citizens by way of initiative and referendum, known as the Oregon System. Oregon state ballots often include politically conservative proposals (e.g. anti-gay, pro-religious measures) side-by-side with politically liberal ones (e.g. drug decriminalization), illustrating the wide spectrum of political thought in the state.


          


          Name


          The origin of the name "Oregon" is unknown. One account, advanced by George R. Stewart in a 1944 article in American Speech, was endorsed as the "most plausible explanation" in the book Oregon Geographic Names. According to Stewart, the name came from an engraver's error in a French map published in the early 1700s, on which the Ouisiconsink (Wisconsin) River was spelled "Ouaricon-sint", broken on two lines with the -sint below, so that there appeared to be a river flowing to the west named "Ouaricon". Other theories place the word's roots in the Spanish language, from words like Orejn ("big ear") or Aragn.


          The pronunciation of the name "Oregon" is a matter of local pride; Oregonians (pronounced /ˌɒrɨˈgoʊniɨnz/) pronounce the name [ˈɔɹəgən], [ˈɔɹɨgən], or ['ɔɹ.gɛn], and dutifully correct those from elsewhere, who often change the word's first and final syllables.


          


          Geography


          Oregon's geography may be split roughly into seven areas:


          
            	Oregon Coastwest of the Coast Range


            	Willamette Valley


            	Rogue Valley


            	Cascade Mountains


            	Klamath Mountains


            	Columbia River Plateau


            	Basin and Range Region
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              An aerial View of Crater Lake in Oregon
            

          


          The mountainous regions of western Oregon were formed by the volcanic activity of Juan de Fuca Plate, a tectonic plate that poses a continued threat of volcanic activity and earthquakes in the region. The most recent major activity was the 1700 Cascadia earthquake; Washington's Mount St. Helens erupted in 1980, an event which was visible from Portland.
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              Nearly half of Oregon's land is held by the National Forest Service or the Bureau of Land Management.
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              Mount Hood, with Trillium Lake in the foreground.
            

          


          The Columbia River, which constitutes much of the northern border of Oregon, also played a major role in the region's geological evolution, as well as its economic and cultural development. The Columbia is one of North America's largest rivers, and the only river to cut through the Cascades. About 15,000 years ago, the Columbia repeatedly flooded much of Oregon during the Missoula Floods; the modern fertility of the Willamette Valley is largely a result of those floods. Plentiful salmon made parts of the river, such as Celilo Falls, hubs of economic activity for thousands of years. In the 20th century, numerous hydroelectric dams were constructed along the Columbia, with major impacts on salmon, transportation and commerce, electric power, and flood control.
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              Southern view of the Oregon coast from Ecola State Park, with Haystack Rock in the distance.
            

          


          Today, Oregon's landscape varies from rainforest in the Coast Range to barren desert in the southeast, which still meets the technical definition of a frontier.
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          Oregon is 295 miles (475km) north to south at longest distance, and 395 miles (636km) east to west at longest distance. In terms of land and water area, Oregon is the ninth largest state, covering 98,381square miles (254,810km).


          The highest point in Oregon is the summit of Mount Hood, at 11,239 feet (3,428m), and its lowest point is sea level of the Pacific Ocean along the Oregon coast. Its mean elevation is 3,300 feet (1,006m). Crater Lake National Park is the state's only National Park, and the site of Crater Lake, the deepest lake in the U.S. at 1,943 feet (592m). Oregon claims the D River is the shortest river in the world, though the American state of Montana makes the same claim of its Roe River. Oregon is also home to Mill Ends Park (in Portland), the smallest park in the world at 452 square inches (0.29 m).


          Oregon is home to what is considered the largest single organism in the world, an Armillaria ostoyae fungus beneath the Malheur National Forest of eastern Oregon.


          


          Major cities
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              Portland
            

          


          Oregon's population is largely concentrated in the Willamette Valley, which stretches from Eugene (home of the University of Oregon, second largest city in Oregon) through Salem (the capital, third largest) and Corvallis (home of Oregon State University) to Portland (Oregon's largest city).


          Astoria, at the mouth of the Columbia River, was the first permanent English-speaking settlement west of Rockies in what is now the United States. Oregon City, at the end of the Oregon Trail, was the Oregon Territory's first incorporated city, and was its first capital from 1848 until 1852, when the capital was moved to Salem. Bend, near the geographic centre of the state, is one of the ten fastest-growing metropolitan areas in the United States. In the southern part of the state, Medford is a rapidly growing metro area, which is home to The Rogue Valley International-Medford Airport, the third-busiest airport in the state. Further to the south, near the California-Oregon border, is the community of Ashland, home of the Tony Award-winning Oregon Shakespeare Festival.


          



          


          Climate


          Oregon's climateespecially in the western part of the stateis heavily influenced by the Pacific Ocean. The climate is generally mild, but periods of extreme hot and cold can affect parts of the state. Precipitation in the state varies widely: the deserts of eastern Oregon, such as the Alvord Desert (in the rain shadow of Steens Mountain), get as little as 200 mm (8 inches) annually, while some western coastal slopes approach 5000 mm (200 inches) annually. Oregon's population centers, which lie mostly in the western part of the state, are generally wet and soggy, while the high deserts of Central and Eastern Oregon are much drier.


          
            
              Monthly Normal High and Low Temperatures(F) For Various Oregon Cities
            

            
              	City

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Astoria

              	48/37

              	51/38

              	53/39

              	56/41

              	60/45

              	64/50

              	67/53

              	68/53

              	68/50

              	61/44

              	53/40

              	48/37
            


            
              	Bend

              	40/23

              	44/25

              	51/27

              	57/30

              	65/36

              	73/41

              	81/46

              	81/46

              	72/39

              	62/32

              	46/28

              	40/23
            


            
              	Brookings

              	55/42

              	56/42

              	58/42

              	60/44

              	63/47

              	67/50

              	68/52

              	68/53

              	68/51

              	65/48

              	58/45

              	55/41
            


            
              	Burns

              	35/14

              	40/19

              	49/25

              	57/29

              	66/36

              	75/41

              	85/46

              	84/44

              	75/35

              	62/26

              	45/21

              	35/15
            


            
              	Eugene

              	46/33

              	51/35

              	56/37

              	61/39

              	67/43

              	73/47

              	82/51

              	82/51

              	77/47

              	65/40

              	52/37

              	46/33
            


            
              	Medford

              	47/31

              	54/33

              	58/36

              	64/39

              	72/44

              	81/50

              	90/55

              	90/55

              	84/48

              	70/40

              	53/35

              	45/31
            


            
              	Pendleton

              	40/27

              	46/31

              	55/35

              	62/40

              	70/46

              	79/52

              	88/58

              	87/57

              	77/50

              	64/41

              	48/34

              	40/28
            


            
              	Portland

              	46/37

              	50/39

              	56/41

              	61/44

              	67/49

              	73/53

              	79/57

              	79/58

              	74/55

              	63/48

              	51/42

              	46/37
            


            
              	Salem

              	47/34

              	51/35

              	56/37

              	61/39

              	68/44

              	74/48

              	82/52

              	82/52

              	77/48

              	64/41

              	52/38

              	46/34
            

          


          


          Law and government
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              The flags of the United States and Oregon flown side-by-side in downtown Portland.
            

          


          The Oregon Country functioned as an independent republic with a three-person executive office and a chief executive until August 13, 1848, when Oregon was annexed by the United States, at which time a territorial government was established. Oregon maintained a territorial government until February 14, 1859, when it was granted statehood.


          


          State government


          Oregon state government has a separation of powers similar to the federal government. It has three branches, called departments by the state's constitution:


          
            	a legislative department (the bicameral Oregon Legislative Assembly),


            	an executive department which includes an "administrative department" and Oregon's governor serving as chief executive, and


            	a judicial department, headed by the Chief Justice of the Oregon Supreme Court.

          


          Governors in Oregon serve four year terms and are limited to two consecutive terms, but an unlimited number of total terms. Oregon has no Lieutenant Governor; in the event that the office of Governor is vacated, Article V, Section 8a of the Oregon Constitution specifies that the Secretary of State is first in line for succession. The other statewide officers are Treasurer, Attorney General, Superintendent, and Labor Commissioner. The biennial Oregon Legislative Assembly consists of a thirty-member Senate and a sixty-member House. The state supreme court has seven elected justices, currently including the only two openly gay state supreme court justices in the nation. They choose one of their own to serve a six-year term as Chief Justice. The only court that may reverse or modify a decision of the Oregon Supreme Court is the Supreme Court of the United States.


          The debate over whether to move to annual sessions is a long-standing battle in Oregon politics, but the voters have resisted the move from citizen legislators to professional lawmakers. Because Oregon's state budget is written in two year increments and, having no sales tax, its revenue is based largely on income taxes, it is often significantly over- or under-budget. Recent legislatures have had to be called into special session repeatedly to address revenue shortfalls resulting from economic downturns, bringing to a head the need for more frequent legislative sessions.


          The state maintains formal relationships with the nine federally recognized tribal governments in Oregon:


          
            	Burns Paiute Tribe


            	Confederated Tribes of Coos, Lower Umpqua and Siuslaw Indians


            	Confederated Tribes of the Grand Ronde


            	Confederated Tribes of Siletz


            	Confederated Tribes of Warm Springs


            	Confederated Tribes of the Umatilla Indian Reservation


            	Coquille Tribe


            	Cow Creek Band of Umpqua Indians


            	Klamath Tribes

          


          Oregonians have voted for the Democratic Presidential candidate in every election since 1988. In 2004 and 2006, Democrats won control of the state Senate and then the House. Since the late 1990s, Oregon has been represented by four Democrats and one Republican in the U.S. House of Representatives, and by one U.S. Senator from each party. Democratic Governor Ted Kulongoski defeated Republicans in 2002 and 2006, defeating conservative Kevin Mannix and the more moderate Ron Saxton respectively.


          The base of Democratic support is largely concentrated in the urban centers of the Willamette Valley. In both 2000 and 2004, the Democratic Presidential candidate won Oregon, but did so with majorities in only eight of Oregon's 36 counties. The eastern two-thirds of the state beyond the Cascade Mountains often votes Republican; in 2000 and 2004, George W. Bush carried every county east of the Cascades. However, the region's sparse population means that the more populous counties in the Willamette Valley usually carry the day in statewide elections.
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              Oregon State Capitol
            

          


          Oregon's politics are largely similar to those of neighboring Washington, for instance in the contrast between urban and rural issues.


          In the 2004 general election, Oregon voters passed ballot measures banning gay marriage, and restricting land use regulation. In the 2006 general election, voters restricted the use of eminent domain and extended the state's discount prescription drug coverage.


          The distribution, sales and consumption of alcoholic beverages are regulated in the state by the Oregon Liquor Control Commission. Thus, Oregon is an Alcoholic beverage control state. While wine and beer are available in most grocery stores, comparatively few stores sell hard liquor.


          


          Racial discrimination


          Entering the Union at a time when the status of " Negroes" was very much in question, and wishing to stay out of the looming conflict between the Union and Confederate States, Oregon banned African Americans from moving into the state in the vote to adopt its Constitution (1858). This ban was not officially lifted until 1925; in 2002, additional language now considered racist was struck from the Oregon Constitution by the voters of Oregon.


          The historical policies of racial discrimination have had longterm effects on Oregon's population. A 1994 report from an Oregon Supreme Court task force found minorities more likely to be arrested, charged, convicted, incarcerated and on probation than "similarly situated nonminorities." The report does not place blame on individuals, but instead points out the problems of institutional racism. The report recommends multicultural training of the existing justice system personnel and also recommends diversifying the perspectives, backgrounds and demographics of future hires.


          


          Federal government


          Like all U.S. states, Oregon is represented by two U.S. Senators. Since the 1980 census Oregon has had five Congressional districts.


          After Oregon was admitted to the Union, it began with a single member in the House of Representatives ( La Fayette Grover, who served in the 35th United States Congress for less than a month). Congressional apportionment led to the addition of new members following the censuses of 1890, 1910, 1940, and 1980. A detailed list of the past and present Congressional delegations from Oregon is available.


          The United States District Court for the District of Oregon hears Federal cases in the state. Oregon (among other western states and territories) is in the 9th judicial circuit.


          


          Politics
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              Oregon voter registration by party, 19502006
            

          


          During Oregon's history it has adopted many electoral reforms proposed during the Progressive Era, through the efforts of William S. U'Ren and his Direct Legislation League. Under his leadership, the state overwhelmingly approved a ballot measure in 1902 that created the initiative and referendum processes for citizens to directly introduce or approve proposed laws or amendments to the state constitution, making Oregon the first state to adopt such a system. Today, roughly half of U.S. states do so. In following years, the primary election to select party candidates was adopted in 1904, and in 1908 the Oregon Constitution was amended to include recall of public officials. More recent amendments include the nation's only doctor-assisted suicide law, called the Death with Dignity law (which was challenged, unsuccessfully, in 2005 by the Bush administration in a case heard by the U.S. Supreme Court), legalization of medical marijuana, and among the nation's strongest anti-sprawl and pro-environment laws. More recently, 2004's Measure 37 reflects a backlash against such land use laws. However, a further ballot measure in 2007, Measure 49, curtailed many of the provisions of 37.


          Of the measures placed on the ballot since 1902, the people have passed 99 of the 288 initiatives and 25 of the 61 referendums on the ballot, though not all of them survived challenges in courts (see Pierce v. Society of Sisters, for an example). During the same period, the legislature has referred 363 measures to the people, of which 206 have passed.


          Oregon pioneered the American use of postal voting, beginning with experimentation authorized by the Oregon Legislative Assembly in 1981 and culminating with a 1998 ballot measure mandating that all counties conduct elections by mail.


          In the U.S. Electoral College, Oregon casts seven votes. Oregon has supported Democratic candidates in the last five elections. Democratic presidential candidate John Kerry won the state in 2004 by a margin of four percentage points, with 51.4% of the popular vote.


          


          Economy
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              The Oregon State version of the U.S. Quarter features Crater Lake.
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          Land in the Willamette Valley owes its fertility to the Missoula Floods, which deposited lake sediment from Lake Missoula in western Montana onto the valley floor. This soil is the source of a wealth of agricultural products, including potatoes, peppermint, hops, apples and other fruits.


          Oregon is also one of four major world hazelnut growing regions, and produces 95% of the domestic hazelnuts in the United States. While the history of the wine production in Oregon can be traced to before Prohibition, it became a significant industry beginning in the 1970s. In 2005, Oregon ranked third among U.S. states with 303 wineries. Due to regional similarities in climate and soil, the grapes planted in Oregon are often the same varieties found in the French regions of Alsace and Burgundy. In the northeastern region of the state, particularly around Pendleton, both irrigated and dryland wheat is grown. Oregon farmers and ranchers also produce cattle, sheep, dairy products, eggs and poultry.


          Vast forests have historically made Oregon one of the nation's major timber production and logging states, but forest fires (such as the Tillamook Burn), over-harvesting, and lawsuits over the proper management of the extensive federal forest holdings have reduced the amount of timber produced. According to the Oregon Forest Resources Institute, between 1989 and 2001 the amount of timber harvested from federal lands dropped some 96%, from 4,333million to 173million board feet (10,000,000 to 408,000m), although harvest levels on private land have remained relatively constant. Even the shift in recent years towards finished goods such as paper and building materials has not slowed the decline of the timber industry in the state. The effects of this decline have included Weyerhaeuser's acquisition of Portland-based Willamette Industries in January 2002, the relocation of Louisiana Pacific's corporate headquarters from Portland to Nashville, and the decline of former lumber company towns such as Gilchrist. Despite these changes, Oregon still leads the United States in softwood lumber production; in 2001, 6,056millionboard feet (14,000,000 m) was produced in Oregon, compared to 4,257million board feet (10,050,000 m). in Washington, 2,731 million board feet (6,444,000 m) in California, 2,413 million board feet (5,694,000 m) in Georgia, and 2,327 million board feet (5,491,000 m) in Mississippi. The effect of the forest industry crunch is still extensive unemployment in rural Oregon and is a bone of contention between rural and urban Oregon.


          Oregon occasionally hosts film shoots. Movies wholly or partially filmed in Oregon include Rooster Cogburn, The Goonies, National Lampoon's Animal House, Stand By Me, Kindergarten Cop, One Flew Over the Cuckoo's Nest, Paint Your Wagon, The Hunted, Sometimes a Great Notion, Elephant, Bandits, The Ring, The Ring 2, Quarterback Princess, Mr. Brooks, Teenage Mutant Ninja Turtles 3, Short Circuit, Come See The Paradise, The Shining, Drugstore Cowboy, My Own Private Idaho, The Postman, Homeward Bound, Free Willy, Free Willy 2, 1941, Swordfish, and Untraceable. Oregon native Matt Groening, creator of The Simpsons, has incorporated many references from his hometown of Portland into the TV series. Oregon's scenic coastal and mountain highways are frequently seen in automobile commercials.


          High technology industries and services have been a major employer since the 1970s. Tektronix was the largest private employer in Oregon until the late 1980s. Intel's creation and expansion of several facilities in eastern Washington County continued the growth that Tektronix had started. Intel, the state's largest private employer, operates four large facilities, with Ronler Acres, Jones Farm and Hawthorn Farm all located in Hillsboro. The spinoffs and startups that were produced by these two companies led to the establishment in that area of the so-called Silicon Forest. The recession and dot-com bust of 2001 hit the region hard; many high technology employers reduced the number of their employees or went out of business. OSDL made news in 2004 when they hired Linus Torvalds, developer of the Linux kernel. Recently, biotechnology giant Genentech purchased several acres of land in Hillsboro in an effort to expand its production capabilities.


          Oregon is also the home of large corporations in other industries. The world headquarters of Nike, Inc. are located near Beaverton. Medford is home to two of the largest mail order companies in the country: Harry and David Operations Corp. which sells gift items under several brands, and Musician's Friend, an international catalog and Internet retailer of musical instruments and related products. Medford is also home to the national headquarters of the Fortune 1000 company, Lithia Motors. Portland is home to one of the West's largest trade book publishing houses, Graphic Arts Centre Publishing.


          Oregon has one of the largest salmon-fishing industries in the world, although ocean fisheries have reduced the river fisheries in recent years. Tourism is also strong in the state; Oregon's evergreen mountain forests, waterfalls, pristine lakes (including Crater Lake National Park), and scenic beaches draw visitors year round. The Oregon Shakespeare Festival, held in Ashland, is a tourist draw which complements the southern region of the state's scenic beauty and opportunity for outdoor activities.


          Oregon is home to a number of smaller breweries and Portland has the largest number of breweries of any city in the world.


          Portland reportedly has more strip clubs per capita than both Las Vegas and San Francisco.


          Oregon's gross state product is $132.66 billion as of 2006, making it the 27th largest GSP in the nation.


          


          Taxes and budgets


          Oregon's biennial state budget, $42.4 billion as of 2007, comprises General Funds, Federal Funds, Lottery Funds, and Other Funds. Personal income taxes account for 88% of the General Fund's projected funds. The Lottery Fund, which has grown steadily since the lottery was approved in 1984, exceeded expectations in the 2007 fiscal years, at $604 million.


          Oregon is one of only five states that have no sales tax. Oregon voters have been resolute in their opposition to a sales tax, voting proposals down each of the nine times they have been presented. The last vote, for 1993's Measure 1, was defeated by a 7224% margin.


          The state also has a minimum corporate tax of only $10 per year, amounting to 5.6% of the General Fund in the 20052007 biennium; data about what businesses pay the minimum is not available to the public. As a result, the state relies almost entirely on property and income taxes for its revenue. Oregon has the fifth highest personal income tax per person in the nation. According to the U.S. Census Bureau, Oregon ranked 41st out of the 50 states in taxes per person in 2005. The average paid of $1,791.45 is higher than only nine other states.


          Some local governments levy sales taxes on services: the city of Ashland, for example, collects a 5% sales tax on prepared food.


          Oregon is one of six states with a revenue limit. The " kicker law" stipulates that when income tax collections exceed state economists' estimates by 2 percent or more, all of the excess must be returned to taxpayers. Since the inception of the law in 1979, refunds have been issued for seven of the eleven biennia. In 2000, Ballot Measure 86 converted the "kicker" law from statute to the Oregon Constitution, and changed some of its provisions.


          Federal payments to county governments, which were granted to replace timber revenue when logging in National Forests was restricted in the 1990s, have been under threat of suspension for several years. This issue dominates the future revenue of rural counties, which have come to rely on the payments in providing essential services.


          55% of state revenues are spent on public education, 23% on human services ( child protective services, Medicaid, and senior services), 17% on public safety, and 5% on other services.


          


          Demographics
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          As of 2005, Oregon has an estimated population of 3,641,056, which is an increase of 49,693, or 1.4%, from the prior year and an increase of 219,620, or 6.4%, since the year 2000. This includes a natural increase since the last census of 75,196 people (that is 236,557 births minus 161,361 deaths) and an increase due to net migration of 150,084 people into the state. Immigration from outside the United States resulted in a net increase of 72,263 people, and migration within the country produced a net increase of 77,821 people.


          The centre of population of Oregon is located in Linn County, in the city of Lyons.


          As of 2004, Oregon's population included 309,700 foreign-born residents (accounting for 8.7% of the state population) and an estimated 90,000 illegal immigrants (2.5% of the state population).
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              	Demographics of Oregon (csv)
            


            
              	By race

              	White

              	Black

              	AIAN*

              	Asian

              	NHPI*
            


            
              	2000 (total population)

              	93.45%

              	2.17%

              	2.54%

              	3.75%

              	0.48%
            


            
              	2000 (Hispanic only)

              	7.63%

              	0.17%

              	0.32%

              	0.10%

              	0.05%
            


            
              	2005 (total population)

              	92.95%

              	2.38%

              	2.44%

              	4.25%

              	0.50%
            


            
              	2005 (Hispanic only)

              	9.38%

              	0.24%

              	0.34%

              	0.11%

              	0.05%
            


            
              	Growth 200005 (total population)

              	5.85%

              	16.64%

              	2.45%

              	20.78%

              	10.87%
            


            
              	Growth 200005 (non-Hispanic only)

              	3.63%

              	13.63%

              	0.62%

              	20.75%

              	10.26%
            


            
              	Growth 200005 (Hispanic only)

              	30.84%

              	52.63%

              	15.25%

              	21.84%

              	16.42%
            


            
              	* AIAN is American Indian or Alaskan Native; NHPI is Native Hawaiian or Pacific Islander
            

          


          The largest reported ancestry groups in Oregon are: German (20.5%), English (13.2%), Irish (11.9%), American (6.2%), and Mexican (5.5%). Most Oregon counties are inhabited principally by residents of European ancestry. Concentrations of Mexican-Americans are highest in Malheur and Jefferson counties.


          Oregon ranks 16th highest for population that is "white alone," with 86.1% in 2006.


          6.5% of Oregon's population were reported as less than 5 years old, 24.7% under 18, and 12.8% were 65 or older. Females made up approximately 50.4% of the population.


          


          Religion


          Of the U.S. states, Oregon has the third largest percentage of people identifying themselves as "non-religious" (tied with Colorado at 21 percent), after Washington and Vermont. However, 75-79% of Oregonians identify themselves as being Christian , and some hold deeply conservative convictions. During much of the 1990s a group of conservative Christians formed the Oregon Citizens Alliance, and unsuccessfully tried to pass legislation limiting the civil rights of gays and lesbians.


          Oregon also contains the largest community of Russian Old Believers to be found in the United States. Additionally, Oregon, particularly the Portland metropolitan area, has become known as a centre of non-mainstream spirituality. The Northwest Tibetan Cultural Association, reported to be the largest such institution of its kind, is headquartered in Portland, and the popular New Age film What the Bleep Do We Know? was filmed and had its premiere in Portland.


          [bookmark: 2000.E2.80.932003_population_trends]


          20002003 population trends


          Estimates released September 2004 show double-digit growth in Latino and Asian American populations since the 2000 Census. About 60% of the 138,197 new residents come from ethnic and racial minorities. Asian growth is located mostly in the metropolitan areas of Portland, Salem, Medford and Eugene; Hispanic population growth is across the state.


          


          Education


          


          Primary and secondary


          As of 2005, the state had 559,215 students in public primary and secondary schools. There were 199 public school districts at that time, served by 20 education service districts. The five largest school districts as of 2007 were: Portland Public Schools (46,262 students), Salem-Keizer School District (40,106), Beaverton School District (37,821), Hillsboro School District (20,401), and Eugene School District (18,025).


          


          Colleges and universities
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          Public


          The Oregon University System supports seven public universities and one affiliate in the state. The University of Oregon in Eugene is Oregon's flagship liberal arts institution, and was the state's only nationally ranked university by US News & World Reports. Oregon State University is located in Corvallis and holds the distinction of being the state's flagship in science, engineering and agricultural research and academics. The university is also the state's highest ranking university/college in a world survey of academic merit.


          The State has three regional universities: Western Oregon University in Monmouth, Southern Oregon University in Ashland, and Eastern Oregon University in La Grande. Portland State University is Oregon's largest. The Oregon Institute of Technology has its campus in Klamath Falls. The affiliate Oregon Health and Science University (OHSU) comprises a medical, dental, and nursing school in Portland and a science and engineering school in Hillsboro.


          Oregon has historically struggled to fund higher education. Recently, Oregon has cut its higher education budget over 20022006 and now Oregon ranks 46th in the country in state spending per student. However, 2007 legislation forced tuition increases to cap at 3% per year, and funded the OUS far beyond the requested governor's budget.


          The state also supports 17 community colleges.


          


          Private


          Oregon is home to a wide variety of private colleges. The University of Portland and Marylhurst University are Catholic institutions in the Portland area. Concordia University, Lewis & Clark College, Multnomah Bible College, Portland Bible College, Reed College, Warner Pacific College, Cascade College, and the National College of Natural Medicine are also in Portland. Pacific University is in the Portland suburb of Forest Grove.


          There are also private colleges further south in the Willamette Valley. McMinnville has Linfield College, while nearby Newberg is home to George Fox University. Salem is home to two private schools, Willamette University (the state's oldest, established during the provisional period) and Corban College. Eugene is home to three private colleges: Northwest Christian College, Eugene Bible College, and Gutenberg College.


          


          Sports
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          The only major professional sports team in Oregon is the Portland Trail Blazers of the National Basketball Association. From the 1970s to the 1990s, the team was one of the most successful teams in the NBA in terms of both win-loss record and attendance. In the early 2000s, the team's popularity declined due to personnel and financial issues, but revived after the departure of controversial players and the acquisition of new players such as Brandon Roy and Greg Oden.


          The Blazers play in the Rose Garden in Portland's Lloyd District, which is also home to the Portland LumberJax of the National Lacrosse League and the Portland Winter Hawks of the minor-league Western Hockey League.


          Portland has two minor-league sports teams who play at PGE Park: The Portland Timbers of the USL First Division are a very popular soccer team, and the Portland Beavers of the Pacific Coast League are the Triple-A affiliate of the San Diego Padres. Portland has actively pursued a Major League Baseball team.


          Eugene and Salem also have minor-league baseball teams. The Eugene Emeralds and the Salem-Keizer Volcanoes both play in the Single-A Northwest League. Oregon also has four teams in the fledgling International Basketball League: the Portland Chinooks, Central Oregon Hotshots, Salem Stampede, and the Eugene Chargers.


          The Oregon State Beavers and the University of Oregon Ducks football teams of the Pacific-10 Conference meet annually in the Civil War, one of the oldest college football rivalries in the United States, dating back to 1894. Both schools have had recent success in other sports as well: Oregon State won back-to-back college baseball championships in 2006 and 2007, and the University of Oregon won the NCAA men's cross country championship in 2007.


          


          State symbols
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          Oregon has 23 official state symbols. They are:


          
            	State flower: Oregon-grape (since 1899)


            	State song: " Oregon, My Oregon" (written in 1920 and adopted in 1927)


            	State bird: Western Meadowlark (chosen by the state's children in 1927)


            	State tree: Douglas-fir (since 1939)


            	State fish: Chinook salmon (since 1961)


            	State rock: Thunderegg (like a geode but formed in a rhyolitic lava flow; since 1965)


            	State animal: American Beaver (since 1969)


            	State dance: Square dance (Adopted in 1977)


            	State insect: Oregon Swallowtail (Papilio oregonius; since 1979)


            	State fossil: Metasequoia (since 2005)


            	State gemstone: Oregon sunstone, a type of feldspar (since 1987)


            	State nut: Hazelnut (sometimes called the Filbert) (since 1989)


            	State seashell: Oregon hairy triton (Fusitriton oregonensis, a gastropod in the ranellidae family; since 1991)


            	State mushroom: Pacific Golden Chanterelle (since 1999)


            	State beverage: Milk (since 1997)


            	State fruit: Pear (since 2005)


            	State motto: Alis Volat Propriis, Latin for "She Flies With Her Own Wings" (since 1987; This was the original motto of Oregon, but had been changed to "The Union" in 1957.)


            	State hostess: Miss Oregon (since 1969)


            	State team: Portland Trail Blazers of 19901991 (since 1991)


            	State father: Dr. John McLoughlin (since 1957)


            	State mother: Tabitha Brown (since 1987)


            	Statehood pageant: Champoeg Historical Pageant (since 1987)


            	State nickname: Beaver State

          


          


          Sister states
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        Organic chemistry


        
          

          Organic chemistry is a specific discipline within chemistry which involves the scientific study of the structure, properties, composition, reactions, and preparation (by synthesis or by other means) of chemical compounds consisting primarily of carbon and hydrogen, which may contain any number of other elements, including nitrogen, oxygen, the halogens as well as phosphorus, silicon and sulfur.


          The original definition of "organic" chemistry came from the misconception that organic compounds were always related to life processes. Not only organic compounds support life on Earth, as life as we know it also depends on inorganic chemistry; for example, many enzymes rely on transition metals such as iron and copper; and materials such as shells, teeth and bones are part organic, part inorganic in composition. Apart from elemental carbon, only certain classes of carbon compounds (such as oxides, carbonates, and carbides) are conventionally considered inorganic. Biochemistry deals mainly with the natural chemistry of biomolecules such as proteins, nucleic acids, and sugars.


          Because of their unique properties, multi-carbon compounds exhibit extremely large variety and the range of application of organic compounds is enormous. They form the basis of, or are important constituents of many products ( paints, plastics, food, explosives, drugs, petrochemicals, to name but a few) and (apart from a very few exceptions) they form the basis of all earthly life processes.


          The different shapes and chemical reactivities of organic molecules provide an astonishing variety of functions, like those of enzyme catalysts in biochemical reactions of live systems. The autopropagating nature of these organic chemicals is what life is all about.


          Trends in organic chemistry include chiral synthesis, green chemistry, microwave chemistry, fullerenes and microwave spectroscopy.


          


          Historical highlights
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            	See also: History of chemistry

          


          At the beginning of the nineteenth century chemists generally thought that compounds from living organisms were too complicated in structure to be capable of artificial synthesis from non-living things, and that a 'vital force' or vitalism conferred the characteristics of living beings on this form of matter. They named these compounds 'organic', and preferred to direct their investigations toward inorganic materials that seemed more promising.


          Organic chemistry received a boost when it was realized that these compounds could be treated in ways similar to inorganic compounds and could be created in the laboratory by means other than 'vital force'. Around 1816 Michel Chevreul started a study of soaps made from various fats and alkali. He separated the different acids that, in combination with the alkali, produced the soap. Since these were all individual compounds, he demonstrated that it was possible to make a chemical change in various fats (which traditionally come from organic sources), producing new compounds, without 'vital force'. In 1828 Friedrich Whler first manufactured the organic chemical urea (carbamide), a constituent of urine, from the inorganic ammonium cyanate NH4OCN, in what is now called the Whler synthesis. Although Whler was, at this time as well as afterwards, cautious about claiming that he had thereby destroyed the theory of vital force, most have looked to this event as the turning point.


          A great next step was when in 1856 William Henry Perkin, while trying to manufacture quinine, again accidentally came to manufacture the organic dye now called Perkin's mauve, which by generating a huge amount of money greatly increased interest in organic chemistry. Another step was the laboratory preparation of DDT by Othmer Zeidler in 1874, but the insecticide properties of this compound were not discovered until much later.


          The crucial breakthrough for the theory of organic chemistry was the concept of chemical structure, developed independently and simultaneously by Friedrich August Kekule and Archibald Scott Couper in 1858. Both men suggested that tetravalent carbon atoms could link to each other to form a carbon lattice, and that the detailed patterns of atomic bonding could be discerned by skillful interpretations of appropriate chemical reactions.


          The history of organic chemistry continues with the discovery of petroleum and its separation into fractions according to boiling ranges. The conversion of different compound types or individual compounds by various chemical processes created the petroleum chemistry leading to the birth of the petrochemical industry, which successfully manufactured artificial rubbers, the various organic adhesives, the property-modifying petroleum additives, and plastics.


          The pharmaceutical industry began in the last decade of the 19th century when acetylsalicylic acid (more commonly referred to as aspirin) manufacture was started in Germany by Bayer. The first time a drug was systematically improved was with arsphenamine (Salvarsan). Numerous derivatives of the dangerously toxic atoxyl were systematically synthesized and tested by Paul Ehrlich and his group, and the compound with best effectiveness and toxicity characteristics was selected for production.


          Early examples of organic reactions and applications were serendipitous, such as Perkin's accidental discovery of Perkin's mauve. However, from the 20th century, the progress of organic chemistry allowed for synthesis of specifically selected compounds or even molecules designed with specific properties, as in drug design. The process of finding new synthesis routes for a given compounds is called total synthesis. Total synthesis of complex natural compounds started with urea, increased in complexity to glucose and terpineol, and in 1907, total synthesis was commercialized the first time by Gustaf Komppa with camphor. Pharmaceutical benefits have been substantial, for example cholesterol-related compounds have opened ways to synthesis of complex human hormones and their modified derivatives. Since the start of the 20th century, complexity of total syntheses has been increasing, with examples such as lysergic acid and vitamin B12. Today's targets feature tens of stereogenic centers that must be synthesized correctly with asymmetric synthesis.


          Biochemistry, the chemistry of living organisms, their structure and interactions in vitro and inside living systems, has only started in the 20th century, opening up a brand new chapter of organic chemistry with enormous scope.


          


          Classification of organic substances


          


          Description and nomenclature


          Classification is not possible without having a full description of the individual compounds. In contrast with inorganic chemistry, in which describing a chemical compound can be achieved by simply enumerating the chemical symbols of the elements present in the compound together with the number of these elements in the molecule, in organic chemistry the relative arrangement of the atoms within a molecule must be added for a full description.


          One way of describing the molecule is by drawing its structural formula. Because of molecular complexity, simplified systems of chemical notation have been developed. The latest version is the line-angle formula, which achieves simplicity without introducing ambiguity. In this system, the endpoints and intersections of each line represent one carbon, and hydrogens can either be notated or assumed to be present by implication. Some disadvantages of chemical notation are that they are not easily described by words and they are not easily printable. These problems have been addressed by describing molecular structures using organic nomenclature .


          Because of the difficulties arising from the very large number and variety of organic compounds, chemists realized early on that the establishment of an internationally accepted system of naming organic compounds was of paramount importance. The Geneva Nomenclature was born in 1892 as a result of a number of international meetings on the subject.


          It was also realized that as the family of organic compounds grew, the system would have to be expanded and modified. This task was ultimately taken on by the International Union on Pure and Applied Chemistry ( IUPAC). Recognizing the fact that in the branch of biochemistry the complexity of organic structures increases, the IUPAC organization joined forces with the International Union of Biochemistry and Molecular Biology, IUBMB, to produce a list of joint recommendations on nomenclature.


          Later, as the numbers and complexities of organic molecules grew, new recommendations were made within IUPAC for simplification. The first such recommendation was presented in 1951 when a cyclic benzene structure was named a cyclophane. Later recommendations extended the method to the simplification of other complex cyclic structures, including heterocyclics, and named such structures phanes.


          For ordinary communication, to spare a tedious description, the official IUPAC naming recommendations are not always followed in practice except when it is necessary to give a concise definition to a compound, or when the IUPAC name is simpler (viz. ethanol versus ethyl alcohol). Otherwise the common or trivial name may be used, often derived from the source of the compound.


          In summary, organic substances are classified by their molecular structural arrangement and by what other atoms are present along with the chief (carbon) constituent in their makeup, whilst in a structural formula, hydrogen is implicitly assumed to occupy all free valences of an appropriate carbon atom which remain after accounting for branching, other element(s) and/or multiple bonding.


          


          Hydrocarbons and functional groups
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          Classification normally starts with the hydrocarbons: compounds which contain only carbon and hydrogen. For sub-classes see below. Other elements present themselves in atomic configurations called functional groups which have decisive influence on the chemical and physical characteristics of the compound; thus those containing the same atomic formations have similar characteristics, which may be: miscibility with water, acidity/ alkalinity, chemical reactivity, oxidation resistance, and others. Some functional groups are also radicals, similar to those in inorganic chemistry, defined as polar atomic configurations which pass during chemical reactions from one chemical compound into another without change.


          Some of the elements of the functional groups (O, S, N, halogens) may stand alone and the group name is not strictly appropriate, but because of their decisive effect on the way they modify the characteristics of the hydrocarbons in which they are present they are classed with the functional groups, and their specific effect on the properties lends excellent means for characterisation and classification.


          Referring to the hydrocarbon types below, many, if not all of the functional groups which are typically present within aliphatic compounds are also represented within the aromatic and alicyclic group of compounds, unless they are dehydrated, which would lead to non-reacting co-optional groups.


          Reference is made here again to the organic nomenclature, which shows an extensive (if not comprehensive) number of classes of compounds according to the presence of various functional groups, based on the IUPAC recommendations, but also some based on trivial names. Putting compounds in sub-classes becomes more difficult when more than one functional group is present.


          Two overarching chain type categories exist: Open Chain aliphatic compounds and Closed Chain cyclic compounds. Those in which both open chain and cyclic parts are present are normally classed with the latter.


          


          Aliphatic compounds


          The aliphatic hydrocarbons are subdivided into three groups, homologous series according to their state of saturation: paraffins alkanes without any double or triple bonds, olefins alkenes with double bonds, which can be mono-olefins with a single double bond, di-olefins, or di-enes with two, or poly-olefins with more. The third group with a triple bond is named after the name of the shortest member of the homologue series as the acetylenes alkynes. The rest of the group is classed according to the functional groups present.


          From another aspect aliphatics can be straight chain or branched chain compounds, and the degree of branching also affects characteristics, like octane number or cetane number in petroleum chemistry.


          


          Aromatic and alicyclic compounds
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          Cyclic compounds can, again, be saturated or unsaturated. Because of the bonding angle of carbon, the most stable configurations contain six carbon atoms, but while rings with five carbon atoms are also frequent, others are rarer. The cyclic hydrocarbons divide into alicyclics and aromatics (also called arenes).


          Of the alicyclic compounds the cycloalkanes do not contain multiple bonds, whilst the cycloalkenes and the cycloalkynes do. Typically this latter type only exists in the form of large rings, called macrocycles. The simplest member of the cycloalkane family is the three-membered cyclopropane.


          

          Aromatic hydrocarbons contain conjugated double bonds. One of the simplest examples of these is benzene, the structure of which was formulated by Kekul who first proposed the delocalization or resonance principle for explaining its structure. For "conventional" cyclic compounds, aromaticity is conferred by the presence of 4n + 2 delocalized pi electrons, where n is an integer. Particular instability (antiaromaticity) is conferred by the presence of 4n conjugated pi electrons.


          The characteristics of the cyclic hydrocarbons are again altered if heteroatoms are present, which can exist as either substituents attached externally to the ring (exocyclic) or as a member of the ring itself (endocyclic). In the case of the latter, the ring is termed a heterocycle. Pyridine and furan are examples of aromatic heterocycles while piperidine and tetrahydrofuran are the corresponding alicyclic heterocycles. The heteroatom of heterocyclic molecules is generally oxygen, sulfur, or nitrogen, with the latter being particularly common in biochemical systems.


          Rings can fuse with other rings on an edge to give polycyclic compounds. The purine nucleoside bases are notable polycyclic aromatic heterocycles. Rings can also fuse on a "corner" such that one atom (almost always carbon) has two bonds going to one ring and two to another. Such compounds are termed spiro and are important in a number of natural products.


          


          Polymers
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          One important property of carbon in organic chemistry is that it can form certain compounds, the individual molecules of which are capable of attaching themselves to one another, thereby forming a chain or a network. The process is called polymerization and the chains or networks polymers, while the source compound is a monomer. Two main groups of polymers exist: those artificially manufactured are referred to as industrial polymers or synthetic polymers and those naturally occurring as biopolymers.


          Since the invention of the first artificial polymer, bakelite, the family has quickly grown with the invention of others. Common synthetic organic polymers are polyethylene or polythene, polypropylene, nylon, teflon or PTFE, polystyrene, polyesters, polymethylmethacrylate (commonly known as perspex or plexiglas) polyvinylchloride or PVC, and polyisobutylene important artificial or synthetic rubber also the polymerised butadiene, a rubber component.


          The examples are generic terms, and many varieties of each of these may exist, with their physical characteristics fine tuned for a specific use. Changing the conditions of polymerisation changes the chemical composition of the product by altering chain length, or branching, or the tacticity. With a single monomer as a start the product is a homopolymer. Further, secondary component(s) may be added to create a heteropolymer (co-polymer) and the degree of clustering of the different components can also be controlled. Physical characteristics, such as hardness, density, mechanical or tensile strength, abrasion resistance, heat resistance, transparency, colour, etc. will depend on the final composition.


          


          Biomolecules
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          Biomolecular chemistry is a major category within organic chemistry which is frequently studied by biochemists. Many complex multi-functional group molecules are important in living organisms. Some are long-chain biopolymers, and these include proteins, DNA, RNA and the polysaccharides such as starches in animals and celluloses in plants. The other main classes are amino acids (monomer building blocks of proteins), carbohydrates (which includes the polysaccharides), the nucleic acids (which include DNA and RNA as polymers), and the lipids. In addition, animal biochemistry contains many small molecule intermediates which assist in energy production through the Krebs cycle, and produces isoprene, the most common hydrocarbon in animals. Isoprenes in animals form the important steroid structural ( cholesterol) and steroid hormone compounds; and in plants form terpenes, terpenoids, some alkaloids, and a unique set of structural hydrocarbons called biopolymer polyisoprenoids present in latex sap which is the basis for making rubber.


          


          Buckyballs


          Buckminsterfullerenes, also known as Buckyballs, are amongst the most fascinating molecules engineered by organic chemists to date. Their spherical structure manifests many electronic properties and new research in the synonymous carbon nanotubes is fascinating.


          


          Others


          Organic compounds containing bonds of carbon to nitrogen, oxygen and the halogens are not normally grouped separately. Others are sometimes put into major groups within organic chemistry and discussed under titles such as organosulfur chemistry, organometallic chemistry, organophosphorus chemistry and organosilicon chemistry.


          


          Characteristics of organic substances
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          Organic compounds are generally covalently bonded. This allows for unique structures such as long carbon chains and rings. The reason carbon is excellent at forming unique structures and that there are so many carbon compounds is that carbon atoms form very stable covalent bonds with one another ( catenation). In contrast to inorganic materials, organic compounds typically melt, boil, sublimate, or decompose below 300 C. Neutral organic compounds tend to be less soluble in water compared to many inorganic salts, with the exception of certain compounds such as ionic organic compounds and low molecular weight alcohols and carboxylic acids where hydrogen bonding occurs.


          Organic compounds tend to dissolve in organic solvents which are either pure substances like ether or ethyl alcohol, or mixtures, such as the paraffinic solvents such as the various petroleum ethers and white spirits, or the range of pure or mixed aromatic solvents obtained from petroleum or tar fractions by physical separation or by chemical conversion. Solubility in the different solvents depends upon the solvent type and on the functional groups if present. Solutions are studied by the science of physical chemistry. Like inorganic salts, organic compounds may also form crystals. A unique property of carbon in organic compounds is that its valency does not always have to be taken up by atoms of other elements, and when it is not, a condition termed unsaturation results. In such cases we talk about carbon carbon double bonds or triple bonds. Double bonds alternating with single in a chain are called conjugated double bonds. An aromatic structure is a special case in which the conjugated chain is a closed ring.


          


          Molecular structure elucidation
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          Organic compounds consist of carbon atoms, hydrogen atoms, and functional groups. The valence of carbon is 4, and hydrogen is 1, functional groups are generally 1. From the number of carbon atoms and hydrogen atoms in a molecule the degree of unsaturation can be obtained. Many, but not all structures can be envisioned by the simple valence rule that there will be one bond for each valence number. The knowledge of the chemical formula for an organic compound is not sufficient information because many isomers can exist. Organic compounds often exist as mixtures. Because many organic compounds have relatively low boiling points and/or dissolve easily in organic solvents there exist many methods for separating mixtures into pure constituents that are specific to organic chemistry such as distillation, crystallization and chromatography techniques. There exist several methods for deducing the structure an organic compound. In general usage are (in alphabetical order):


          
            	Crystallography: This is the most precise method for determining molecular geometry; however, it is very difficult to grow crystals of sufficient size and high quality to get a clear picture, so it remains a secondary form of analysis. Crystallography has seen especially extensive use in biochemistry (for protein structure determination) and in the characterization of organometallic catalysts, which often possess significant symmetry.


            	Elemental analysis: A destructive method used to determine the elemental composition of a molecule. See also mass spectrometry, below.


            	Infrared spectroscopy: Chiefly used to determine the presence (or absence) of certain functional groups.


            	Mass spectrometry: Used to determine the molecular weight of a compound and from the fragmentation pattern its structure. High resolution mass spectrometry can often identify the precise formula of a compound through knowledge of isotopic masses and abundances; it is thus sometimes used in lieu of elemental analysis.


            	Nuclear magnetic resonance (NMR) spectrometry identifies different nuclei based on their chemical environment. This is the most important and commonly used spectroscopic technique for organic chemists, often permitting complete assignment of atom connectivity and even stereochemistry given the proper set of spectroscopy experiments (e.g. correlation spectroscopy).


            	Optical rotation: Distinguishes between two enantiomers of a chiral compound based on the sign of rotation of plane polarized light. If the specific rotation of an enantiomer is known, the magnitude of rotation also gives the ratio of enantiomers in a mixed sample, though HPLC with a chiral column also can supply this information.


            	UV/VIS spectroscopy: Used to determine degree of conjugation in the system. While still sometimes used to characterize molecules, UV/VIS is more commonly used to quantitate how much of a known compound is present in a (typically liquid) sample.

          


          Additional methods are provided by analytical chemistry.


          


          Organic reactions


          Organic reactions are chemical reactions involving organic compounds. While pure hydrocarbons undergo certain limited classes of reactions, many more reactions which organic compounds undergo are largely determined by functional groups. The general theory of these reactions involves careful analysis of such properties as the electron affinity of key atoms, bond strengths and steric hindrance. These issues can determine the relative stability of short-lived reactive intermediates, which usually directly determine the path of the reaction. An example of a common reaction is a substitution reaction written as:


          
            	Nu + C-X  C-Nu + X

          


          where X is some functional group and Nu is a nucleophile.


          There are many important aspects of a specific reaction. Whether it will occur spontaneously or not is determined by the Gibbs free energy change of the reaction. The heat that is either produced or needed by the reaction is found from the total enthalpy change. Other concerns include whether side reactions occur from the same reaction conditions. Any side reactions which occur typically produce undesired compounds which may be anywhere from very easy or very difficult to separate from the desired compound.


          


          Synthetic organic chemistry
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          Synthetic organic chemistry is an applied science as it borders engineering, the "design, analysis, and/or construction of works for practical purposes". Organic synthesis of a novel compound is a problem solving task, where a synthesis is designed for a target molecule by selecting optimal reactions from optimal starting materials. Complex compounds can have tens of reaction steps that sequentially build the desired molecule. The synthesis proceeds by utilizing the reactivity of the functional groups in the molecule. For example, a carbonyl compound can be used as a nucleophile by converting it into an enolate, or as an electrophile; the combination of the two is called the aldol reaction. Designing practically useful syntheses always requires conducting the actual synthesis in the laboratory. The scientific practice of creating novel synthetic routes for complex molecules is called total synthesis.


          There are several strategies to design a synthesis. The modern method of retrosynthesis, developed by E.J. Corey, starts with the target molecule and splices it to pieces according to known reactions. The pieces, or the proposed precursors, receive the same treatment, until available and ideally inexpensive starting materials are reached. Then, the retrosynthesis is written in the opposite direction to give the synthesis. A "synthetic tree" can be constructed, because each compound and also each precursor has multiple syntheses.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Organic_chemistry"
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          Organic farming is a form of agriculture that relies on crop rotation, green manure, compost, biological pest control, and mechanical cultivation to maintain soil productivity and control pests, excluding or strictly limiting the use of synthetic fertilizers and synthetic pesticides, plant growth regulators, livestock feed additives, and genetically modified organisms. Since 1990 the market for organic products has grown at a rapid pace, averaging 20-25 percent per year to reach $33 billion in 2005. This demand has driven a similar increase in organically managed farmland. Approximately 306,000 square kilometres (30.6 million hectares) worldwide are now farmed organically, representing approximately 2% of total world farmland. In addition, as of 2005 organic wild products are farmed on approximately 62 million hectares (IFOAM 2007:10).


          Organic agricultural methods are internationally regulated and legally enforced by many nations, based in large part on the standards set by the International Federation of Organic Agriculture Movements, an international umbrella organization for organic organizations established in 1972. The overarching goal of organic farming is defined as follows:


          
            
              "The role of organic agriculture, whether in farming, processing, distribution, or consumption, is to sustain and enhance the health of ecosystems and organisms from the smallest in the soil to human beings."

            


            
               International Federation of Organic Agriculture Movement (IFOAM) - The Principles of Organic Agriculture - Principle of health
            

          


          


          Geography


          


          Distribution


          The markets for organic products are strongest in North America and Europe, which as of 2001 are estimated to have $6 and $8 billion respectively of the $20 billion market (2003:6). However, as of 2007 organic farmland is distributed across the globe. Australasia has 39% of the total organic farmland with Australia's 11.8 million hectares, but 97 percent of this land is sprawling rangeland (2007:35), which results in total sales of approximately 5% of US sales (2003:7). Europe has 23 percent of total organic farmland (6.9 million hectares), followed by Latin America with 19 percent (5.8 million hectares). Asia has 9.5 percent while North America has 7.2 percent. Africa has a mere 3 percent.


          Besides Australia, the countries with the most organic area are Argentina (3.1 million hectares), China (2.3 million hectares), and the United States (1.6 million hectares). Much of Argentina's organic farmland is pasture, like that of Australia (2007:42). Italy, Spain, Germany, Brazil, Uruguay, and the UK follow the United States by the amount of land managed organically (2007:26).


          


          Growth


          As of 2001, the estimated total market value of certified organic products was estimated to be $20 billion. By 2002 this was $23 billion and by 2005 $33 billion, with Organic Monitor projecting sales of $40 billion in 2006 (IFOAM 2007:11). The change from 2001 to 2005 represents a compound growth of 10.6 percent.


          In recent years both Europe and North America have experienced strong growth in organic farmland. Each added half a million hectares from 2004 to 2007 -- for the US this is a 29 percent change (IFOAM 2007:11,27). However, this growth has occurred under different conditions. While the European Union has shifted agricultural subsidies to organic farmers in recognition of its environmental benefits, the United States has taken a free market approach. As a result, as of 2001 3 percent of European farmland was organically managed compared to just .3 percent of United States farmland (Lotter 2003:7). By 2005 Europe's organic land was 3.9 percent while the United States' had risen to 0.6 percent (IFOAM 2007:14-15).


          IFOAM's The World of Organic Agriculture: Statistics and Emerging Trends 2007 lists the countries which added the most hectares and had the highest percentage growth in 2007 (IFOAM 2007:27-28). Among these, China is listed third in adding the most hectares behind the United States and Argentina. China jumped from approximately 300,000 hectares of organic land in 2005 to approximately 3.5 million hectares in 2006 -- an increase of over a thousand percent. This rise can be attributed to the certification of China's Organic Food Development Centre in 2002 by IFOAM. The end of 2005 marks the end of the three-year transition period begun in 2002..


          


          History


          The organic movement began in the 1930s and 1940s as a reaction to agriculture's growing reliance on synthetic fertilizers. Artificial fertilizers had been created during the 18th century, initially with superphosphates and then ammonia derived fertilizers mass-produced using the Haber-Bosch process developed during World War I. These early fertilizers were cheap, powerful, and easy to transport in bulk. The 1940s has been referred to as the 'pesticide era'. Sir Albert Howard is widely considered to be the father of organic farming. Rudolf Steiner , an Austrian philosopher, made important strides in the earliest organic theory with his biodynamic agriculture. More work was done by J.I. Rodale in the United States, Lady Eve Balfour in the United Kingdom, and many others across the world.


          As a percentage of total agricultural output, organic farming has remained tiny since its beginning. As environmental awareness and concern increased, the originally supply-driven movement became demand-driven. Standardized certification brought premium prices, and in some cases government subsidies attracted many farmers into converting. In the developing world, many farmers farm according to traditional methods but are not certified. In other cases, farmers in the developing world have converted out of necessity. As a proportion of total global agricultural output, organic output remains small, but it has been growing rapidly in many countries, notably in Europe.


          


          Methods
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              "An organic farm, properly speaking, is not one that uses certain methods and substances and avoids others; it is a farm whose structure is formed in imitation of the structure of a natural system that has the integrity, the independence and the benign dependence of an organism"

            


            
               Wendell Berry, "The Gift of Good Land"
            

          


          The term holistic is often used to describe organic farming , Enhancing soil health is the cornerstone of organic farming . A variety of methods are employed, including crop rotation, green manure, cover cropping, application of compost, and mulching. Organic farmers also use certain processed fertilizers such as seed meal, and various mineral powders such as rock phosphate and greensand, a naturally occurring form of potash. These methods help to control erosion, promote biodiversity, and enhance the health of the soil.


          Pest control targets animal pests (including insects), fungi, weeds and disease. Organic pest control involves the cumulative effect of many techniques, including, allowing for an acceptable level of pest damage, encouraging or even introducing beneficial organisms, careful crop selection and crop rotation, and mechanical controls such as row covers and traps. These techniques generally provide benefits in addition to pest controlsoil protection and improvement, fertilization, pollination, water conservation, season extension, etc.and these benefits are both complementary and cumulative in overall effect on farm health . Effective organic pest control requires a thorough understanding of pest life cycles and interactions.


          Weeds are controlled mechanically, thermically and through the use of covercrops and mulches.


          


          Standards


          Organic farming is distinguished by formal standards regulating production methods, and in some cases, final output. Standards may be voluntary or legislated. As early as the 1970s, private associations created standards, against which organic producers could voluntarily have themselves certified. In the 1980s, governments began to produce organic production guidelines. Beginning in the 1990s, a trend toward legislation of standards began, most notably the EU-Eco-regulation developed in the European Union. As of 2007 over 60 countries have regulations on organic farming (IFOAM 2007:11).


          Organic Agriculture also is the only government enforced humane laws, such as limited to de-beaking on chickens, guarantee to pasture time to cows, and more humane ways to deal with bees.


          In 1991, the European Commission formulated the first government system to regulate organic labeling, setting the rules for 12 countries. Organic certification became mandatory and was also required for organic imports. The mandatory certification solidified consumer trust in organic products.


          The international framework for organic farming is provided by IFOAM. For IFOAM members, organic agriculture is based upon the Principles of Organic Agriculture and the IFOAM Norms. The IFOAM Norms consist of the IFOAM Basic Standards and IFOAM Accreditation Criteria.


          The IFOAM Basic Standards are a set of "standards for standards." They are established through a democratic and international process and reflect the current state of the art for organic production and processing. They are best seen as a work in progress to lead the continued development of organic practices worldwide. They provide a framework for national and regional standard-setting and certification bodies to develop detailed certification standards that are responsive to local conditions.


          Legislated standards are established at the national level, and vary from country to country. In recent years, many countries have legislated organic production, including the EU nations (1990s), Japan (2001), and the US (2002). Non-governmental national and international associations also have their own production standards. In countries where production is regulated, these agencies must be accredited by the government.


          Since 1993 when EU Council Regulation 2092/91 became effective, organic food production has been strictly regulated in the UK.


          In India, standards for organic agriculture were announced in May 2001, and the National Programme on Organic Production (NPOP) is administered under the Ministry of Commerce.


          In 2002, the United States Department of Agriculture (USDA) established production standards, under the National Organic Program (NOP), which regulate the commercial use of the term organic. Farmers and food processors must comply with the NOP in order to use the word.


          The materials used are tested independently by the Organic Materials Review Institute.


          


          Composting


          Under USDA organic standards, manure must be composted and allowed to reach a sterilizing temperature. If raw animal manure is used, 120 days must pass before the crop is harvested.


          


          Economics


          The economics of organic farming, a subfield of agricultural economics, encompasses the entire process and effects of organic farming in terms of human society, including social costs, opportunity costs, unintended consequences, information asymmetries, and economies of scale. Although the scope of economics is broad, agricultural economics tends to focus on maximizing yields and efficiency at the farm level. Mainstream economics takes an anthropocentric approach to the value of the natural world: biodiversity, for example, is considered beneficial only to the extent that it is valued by people and increases profits. Some governments such as the European Union subsidize organic farming, in large part because these countries believe in the external benefits of reduced water use, reduced water contamination by pesticides and nutrients of organic farming, reduced soil erosion, reduced carbon emissions, increased biodiversity, and assorted other benefits.


          Organic farming is labor and knowledge-intensive whereas conventional farming is capital-intensive, requiring more energy and manufactured inputs. Organic farmers in California have cited marketing as their greatest obstacle.


          


          Productivity and Profitability


          A 2006 study suggests that converted organic farms have lower pre-harvest yields than their conventional counterparts in developed countries (92%) and that organic farms have higher pre-harvest yields than their low-intensity counterparts in developing countries (132%). The researcher attributes this to a relative lack of expensive fertilizers and pesticides in the developing world compared to the intensive, subsidy-driven farming of the developed world. Nonetheless, the researcher purposely avoids making the claim that organic methods routinely outperform green-revolution (conventional) methods. This study incorporated a 1990 review of 205 crop comparisons which found that organic crops had 91% of conventional yields. A major US survey published in 2001, analyzed results from 150 growing seasons for various crops and concluded that organic yields were 95-100% of conventional yields.


          Lotter (2003:10) reports that repeated studies have found that organic farms withstand severe weather conditions better than conventional farms, sometimes yielding 70-90% more than conventional farms during droughts. A 22-year farm trial study by Cornell University published in 2005 concluded that organic farming produces the same corn and soybean yields as conventional methods over the long-term averages, but consumed less energy and used zero pesticides. The results were attributed to lower yields in general but higher yields during drought years. A study of 1,804 organic farms in Central American hit by Hurricane Mitch in 1998 found that the organic farms sustained the damage much better, retaining 20 to 40% more topsoil and smaller economic losses at highly significant levels than their neighbors.


          On the other hand, a prominent 21-year Swiss study found an average of 20% lower organic yields over conventional, along with 50% lower expenditure on fertilizer and energy, and 97% less pesticides. A long-term study by U.S Department of Agriculture Agricultural Research Service (ARS) scientists concluded that, contrary to widespread belief, organic farming can build up soil organic matter better than conventional no-till farming, which suggests long-term yield benefits from organic farming. An 18-year study of organic methods on nutrient-depleted soil concluded that conventional methods were superior for soil fertility and yield in a cold-temperate climate, arguing that much of the benefits from organic farming are derived from imported materials which could not be regarded as "self-sustaining".


          While organic farms have lower yields, organic methods require no synthetic fertilizer and pesticides. The decreased cost on those inputs, along with the premiums which consumers pay for organic produce, create higher profits for organic farmers. Organic farms have been consistently found to be as or more profitable than conventional farms with premiums included, but without premiums profitability is mixed (Lotter 2003:11). Welsh (1999) reports that organic farmers are more profitable in the drier states of the United States, likely due to their superior drought performance.


          


          Macroeconomic Impact


          Organic methods often require more labor, providing rural jobs but increasing costs to urban consumers.


          


          Externalities


          Agriculture in general imposes external costs upon society through pesticides, nutrient runoff, excessive water usage, and assorted other problems. As organic methods minimize some of these factors, organic farming is believed to impose fewer external costs upon society.


          


          Pesticides


          Due to the increased concern for the risk to human health, as well as the recent and ongoing development of pesticide resistance, need to reduce use of pesticides is well recognised but implementation for reduction and elimination of pesticide is technologically very difficult. Most organic farm products use reduced pesticide claim but very few manage to eliminate the use of pesticide entirely.


          While organic farming can, with extra cost, easily substitute chemical fertilizer with organic one, finding an alternative method for eliminating weeds as well as insects which feast on crops is difficult. Pest resistant GM crops are an alternative to pesticide use, but one which is unacceptable to many in the organic farming movement.


          One natural method to control pests is to introduce a natural predator in place of the pesticide, though this approach has various control issues. Another method is crop rotation, which restricts expansion of the insect population. For weed elimination, the traditional method is to remove weeds by hand, which is still practiced in developing countries by small scale farmers. However, this has proven too costly in developed countries where labor is more expensive. One recent innovation in rice farming is to introduce ducks and fish to wet paddy fields, which eat both weeds and insects.


          


          Health Risks


          Organic farms use few pesticides, although they are allowed to use some natural ones. The main three are Bt, pyrethrum and rotenone. However, surveys have found that fewer than 10% of organic farmers use these pesticides regularly; one survey found that only 5.3% of vegetable growers in California use rotenone while 1.7% use pyrethrum (Lotter 2003:26). Nevertheless, rotenone has been linked to Parkinson's in rats and can be considered toxic to humans (Lotter 2003:26).


          On the other hand, conventional farming uses large quantities of pesticides through techniques such as crop dusting. Studies have shown that people who work with pesticides have an increased risk of developing Parkinson's disease. The pesticides examined in these two long-term studies, paraquat and dieldrin, are not allowed on organic farms. The herbicide paraquat and fungicide maneb together, but not alone, have been shown to cause brain damage in mice.


          Around 31,000 tonnes of pesticides are used in the UK every year, and 40% of fruit, vegetables, and bread sampled in the UK were found to have pesticide residues in 2004.


          


          Children's health


          Some parents are concerned about the potential neurological health risks posed to children by trace pesticide residues in food. A 2001 study demonstrated that children fed organic diets experienced significantly lower organophosphorus pesticide exposure than children fed conventional diets. A similar study in 2006 measured the levels of organophosphorus pesticide exposure in 23 preschool children before and after replacing their diet with organic food: levels of organophosphorus pesticide exposure dropped dramatically and immediately when the children switched to an organic diet. Although the researchers did not collect health outcome data in this study, they concluded "it is intuitive to assume that children whose diets consist of organic food items would have a lower probability of neurologic health risks."


          


          Runoff


          Pesticide runoff is one of the most significant effects of pesticide use. The USDA Natural Resources Conservation Service tracks the environmental risk posed by pesticide water contamination from farms, and its conclusion has been that "the Nation's pesticide policies during the last twenty six years have succeeded in reducing overall environmental risk, in spite of slight increases in area planted and weight of pesticides applied. Nevertheless, there are still areas of the country where there is no evidence of progress, and areas where risk levels for protection of drinking water, fish, algae and crustaceans remain high".


          


          Genetically modified organisms


          A key characteristic of organic farming is rejection of genetically engineered products, including plants and animals. On 19 October 1998, participants at IFOAM's 12th Scientific Conference of IFOAM) issued the Mar del Plata Declaration, where more than 600 delegates from over 60 countries voted unanimously to exclude the use of genetically modified organisms in food production and agriculture. From this point, it became widely recognized that GMOs are categorically excluded from organic farming.


          Despite this vehement opposition to use of any transgenic technologies in organic farming, agricultural researchers such as Luis Herrera-Estrella & Ariel Alvarez-Morales continue to advocate integration of transgenic technologies into organic farming as the optimal means to sustainable agriculture, particularly in the developing world. Similarly, some organic farmers question the rationale behind the ban on the use of genetically engineered seed because they see it a biological technology consistent with organic principles


          Although GMOs are excluded from use in organic farming, there is concern that the pollen from genetically modified crops is increasingly contaminating organic and heirloom genetics making it difficult, if not impossible, to keep these genetics from entering the organic food supply. International trade restrictions limit the availability GMOs to certain countries.


          The actual dangers that genetic modification could pose to the environment or, supposedly, individual health, are hotly contended. See GM food controversy.


          


          Food quality


          Healthy soils equals healthy food equals healthy people is a basic tenet of many organic farming systems.


          There is extensive scientific research being carried out in Switzerland at over 200 farms to determine differences in the quality of organic food products compared to conventional in addition to other tests. The FiBL Institute states that "organic products stand out as having higher levels of secondary plant compounds and vitamin C. In the case of milk and meat, the fatty acid profile is often better from a nutritional point of view. As far as carbohydrates and minerals, organic products are no different from conventional products. However, in regard to undesirables such as nitrate and pesticide residues, organic products have a clear advantage. A 12m EU-funded investigation into the difference between organic and ordinary farming has shown that organic foods have far more nutritional value. A recent study found that organically grown produce has double the flavonoids, an important antioxidant.. A 2007 study found that organically grown kiwi fruits had more antioxidants than conventional kiwi.


          A 2007 study found that consumption of organic milk is associated with a decrease in risk for eczema, although no comparable benefit was found for organic fruits, vegetables, or meat.


          


          Soil conservation


          In Dirt: The Erosion of Civilizations, geomorphologist David Montgomery outlines a coming crisis from soil erosion. Agriculture relies on roughly one meter of topsoil, and that is being depleted ten times faster than it is being replaced. No-till farming, which some claim depends upon pesticides, is regarded as one way to minimize erosion. However, a recent study by the USDA's Agricultural Research Service has found that organic farming is even better at building up the soil than no-till.


          


          Soil carbon and Climate Change


          Agricultural production in most parts of the world will face less predictable weather conditions to those which were experienced during the intensification of agriculture over the last century. Intensive agriculture was, and remains, a short-sighted option. Organic agriculture is fast emerging as the only sustainable long-term approach to food production. Its emphasis on recycling techniques, biodiversity, low external input and high level output strategies make it an ideal replacement for the petroleum intensive agricultural methods that are currently contributing to global warming. In The Organic Answer to Climate Change, Anthony Meleca explains that organic agriculture - with its emphasis on closed nutrient cycles, biodiversity, and effective soil management - has the capacity to mitigate and even reverse the effects of climate change.


          


          Nutrient Leaching


          Excess nutrients in lakes, rivers, and groundwater can cause algal blooms, eutrophication, and subsequent dead zones. In addition, nitrates are harmful to aquatic organisms by themselves. The main contributor to this pollution is nitrate fertilizers whose use is expected to "double or almost triple by 2050". Researchers at the United States National Academy of Sciences found that that organically fertilizing fields "significantly [reduces] harmful nitrate leaching" over conventionally fertilized fields: "annual nitrate leaching was 4.4-5.6 times higher in conventional plots than organic plots".


          Scientists believe that the large dead zone in the Gulf of Mexico is caused in large part by agricultural pollution: a combination of fertilizer runoff and livestock manure runoff. A study by the United States Geological Survey (USGS) found that over half of the nitrogen released into the Gulf comes from agriculture. The economic cost of this for fishermen may be large, as they must travel far from the coast to find fish.


          At the 2000 IFOAM Conference, researchers presented a study of nitrogen leaching into the Danube River. They found that nitrogen runoff was substantially lower among organic farms and suggested that the external cost could be internalized by charging 1 euro per kg of nitrogen released.


          A 2005 study published in Nature found a strong link between agricultural runoff and algae blooms in California.


          


          Sales and Marketing


          Organic farmers report that marketing and distribution are difficult obstacles. Most of organic sales are concentrated in developed nations. These products are what economists call credence goods in that they rely on uncertain certification. As food prices rise, organic products may experience falling demand. A 2008 survey by WSL Strategic Retail found that interest in organic products had dropped since 2006, and that 42% of Americans polled don't trust organic produce. and The Hartman Group reports that 69% of Americans claim to occasionally buy organic products, down from 73% in 2005. The Hartman Group says that people may be substituting local produce for organic produce.


          


          Distributors


          In the United States, 75% of organic farms are smaller than 2.5 hectares and in California 2% of the farms account for over half of the sales (Lotter 2003:4). Groups of small farms join together in cooperatives such as Organic Valley, Inc. to market their goods more effectively.


          Over the past twenty years, however, most of these cooperative distributors have merged or been bought out. Rural sociologist Philip H. Howard has researched the structure and transformation of the organic industry in the United States. He claims that in 1982 there were 28 consumer cooperative distributors but as of 2007 there are only 3, and he has created a graphic displaying the consolidation. His research shows that most of these small cooperatives have been absorbed into large multinational corporations such as General Mills, Heinz, ConAgra, Kellog, and assorted other brands. This consolidation has raised concerns among consumers and journalists of potential fraud and degradation in standards. Most of these large corporations sell their organic products through subsidiaries, allowing them to keep their names off the labels.


          


          Farmers' Markets


          Price premiums are important for the profitability of small organic farmers, and so many sell directly to consumers in farmers' markets. In the United States the number of farmers' markets has grown from 1,755 in 1994 to 4,385 in 2006.


          


          Capacity building


          Organic agriculture can contribute to meaningful socio-economic and ecologically sustainable development, especially in poorer countries . On one hand, this is due to the application of organic principles, which means efficient management of local resources (e.g. local seed varieties, manure, etc.) and therefore cost-effectiveness. On the other hand, the market for organic products  at local and international level  has tremendous growth prospects and offers creative producers and exporters in the South excellent opportunities to improve their income and living conditions.


          Organic Agriculture is a very knowledge intensive production system . Therefore capacity building efforts play a central role in this regard. There are many efforts all around the world regarding the development of training material and the organization of training courses related to Organic Agriculture. Big parts of existing knowledge is still scattered and not easy accessible. Especially in Developing Countries this situation remains an important constraint for the growth of the organic sector.


          For that reason, the International Federation of Organic Agriculture Movements created an Internet Training Platform whose objective is to become the global reference point for Organic Agriculture training through free access to high quality training materials and training programs on Organic Agriculture. In November 2007, the Training Platform hosted more than 170 free manuals and 75 training opportunities.


          


          Organic farming and associated biodiversity


          



          


          Benefits to biodiversity


          Nearly all non-crop, naturally-occurring species observed in comparative farm land practice studies show a preference in organic farming both by population and richness. Spanning all associated species, there is an average of 30% more on organic farms versus conventional farming methods. Birds, butterflies, soil microbes, beetles, earthworms, spiders, vegetation, and mammals are particularly affected. Organic crops use little or no herbicides and pesticides and thus biodiversity fitness and population density benefit. Many weed species attract beneficial insects that improve soil qualities and forage on weed pests. Soil-bound organisms often benefit because of increased bacteria populations due to natural fertilizer spread such as manure, while experiencing reduced intake of herbicides and pesticides commonly associated with conventional farming methods. Increased biodiversity, especially from soil microbes such as mycorhizzae, have been proposed as an explanation for the high yields experienced by some organic plots, especially in light of the differences seen in a 21-year comparison of organic and control fields.


          



          


          Impact of increased biodiversity


          The level of biodiversity that can be yielded from organic farming provides a natural capital to humans. Species found in most organic farms provides a means of agricultural sustainability by reducing amount of human input (e.g. fertilizers, pesticides) . Farmers that produce with organic methods reduce risk of poor yields by promoting biodiversity. Common game birds such as the ring-necked pheasant and the northern bobwhite often reside in agriculture landscapes, and are a natural capital yielded from high demands of recreational hunting. Because bird species richness and population are typically higher on organic farm systems, promoting biodiversity can be seen as logical and economical.


          


          Farmers Benefits from Increased Biodiversity


          Biological research on soil and soil organisms has proven beneficial to the system of organic farming. Varieties of bacteria and fungi break down chemicals, plant matter and animal waste into productive soil nutrients. In turn, the producer benefits by healthier yields and more arable soil for future crops. Furthermore, a 21-year study was conducted testing the effects of organic soil matter and its relationship to soil quality and yield. Controls included actively managed soil with varying levels of manure, compared to a plot with no manure input. After the study commenced, there was significantly lower yields on the on the control plot when compared to the fields with manure. The concluded reason was an increased soil microbe community in the manure fields, providing a healthier, more arable soil system.


          


          Controversy


          There are contentions that organic farming is unsustainable. One study from the Danish Environmental Protection Agency found that, area-for-area, organic farms of potatoes, sugar beet and seed grass produce as little as half the output of conventional farming. Findings like these, and the dependence of organic food on manure from low-yield cattle, has prompted criticism that organic farming is environmentally unsound and incapable of feeding the world population. Among these critics are Norman Borlaug, father of the "green revolution," and winner of the Nobel Peace Prize, who asserts that organic farming practices can at most feed 4 billion people, after expanding cropland dramatically and destroying ecosystems in the process. Yet, organic agriculture can reduce the level of negative externalities from (conventional) agriculture. Whether this is seen as private or public benefits depends upon the initial specification of property rights.


          One study published in Renewable Agriculture and Food Systems argues that organic farming could produce enough food per capita to sustain the current human population; the difference in yields between organic and non-organic methods were small, with non-organic methods resulting in slightly higher yields in developed areas and organic methods resulting in slightly higher yields in developing areas.


          Urs Niggli, director of the FiBL Institute contents that the wave of newpaper articles like 'Organic food exposed' or 'The hypocrisy of organic farmers' are a part of a global campaign against organic farming that take their arguments mostly from the book 'The truth about organic farming', by Alex Avery of the Hudson Institute.


          

          In 1998, Dennis Avery of the Hudson Institute claimed the risk of E. coli infection was eight times higher when eating organic food rather than non-organic food, using the Centre for Disease Control (CDC) as a source. When the CDC was contacted, it stated that there was no evidence for the claim. The New York Times commented on Avery's attacks: "The attack on organic food by a well-financed research organization suggests that, though organic food accounts for only 1 percent of food sales in the United States, the conventional food industry is worried."


          In the UK, some of the debate has been summarized in an exchange between Prof A. Trewavas and Lord P. Melchett, and published by a major supermarket, concerned about examining the issues. Trewavas contests the notion that organic agricultural systems are more friendly to the environment and more sustainable than high-yielding farming systems.
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          In biology and ecology, an organism (from Greek ό - organismos, from Ancient Greek ό - organon "organ, instrument, tool") is an individual living system (such as animal, plant, fungus or micro-organism). In at least some form, all organisms are capable of reacting to stimuli, reproduction, growth and maintenance as a stable whole (after FAO). An organism may be unicellular or made up, like humans, of many billions of cells divided into specialized tissues and organs.


          Based on cell type, organisms may be divided into the prokaryotic and eukaryotic groups. The prokaryotes are generally considered to represent two separate domains, called the Bacteria and Archaea, which are not closer to one another than to the eukaryotes. The gap between prokaryotes and eukaryotes is widely considered a major missing link in evolutionary history. Eukaryotic organisms, with a membrane-bounded cell nucleus, also contain organelles, namely mitochondria and (in plants) plastids, generally considered to be derived from endosymbiotic bacteria. A similar symbiogenesis hypothesis has been proposed involving the origins of the cell nucleus, it is described as viral eukaryogenesis. Fungi, animals and plants are examples of species that are eukaryotes.

          More recently a clade, Neomura, has been proposed, by Thomas Cavalier-Smith, which groups together the Archaea and Eukarya. Cavalier-Smith also proposed that the Neomura evolved from Bacteria, more precisely from Actinobacteria.


          The phrase complex organism describes any organism with more than one cell.


          


          Semantics


          The word "organism" may broadly be defined as an assembly of molecules that influence each other in such a way that they function as a more or less stable whole and have properties of life. However, many sources, lexical and scientific, add conditions that are problematic to defining the word.


          The Oxford English Dictionary defines an organism as "[an] individual animal, plant, or single-celled life form" This definition problematically excludes non-animal and plant multi-cellular life forms such as some fungi and protista. Less controversially, perhaps, it excludes viruses and theoretically-possible man-made non-organic life forms.


          Chambers Online Reference provides a much broader definition: "any living structure, such as a plant, animal, fungus or bacterium, capable of growth and reproduction". The definition emphasizes life; it allows for any life form, organic or otherwise, to be considered an organism. This does encompass all cellular life, as well as possible synthetic life. This definition does lack anything approximating to the word "individual" which would exclude viruses. Some may use a definition not including cells. For example its definition might be; a structure that has a DNA. This allows different things by definition to be counted as an organism.


          The word "organism" usually describes an independent collections of systems (for example circulatory, digestive, or reproductive) themselves collections of organs; these are, in turn, collections of tissues, which are themselves made of cells.
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          Viruses


          Viruses are not typically considered to be organisms because they are incapable of "independent" reproduction or metabolism. This controversy is problematic, though, since some parasites and endosymbionts are also incapable of independent life. Although viruses have enzymes and molecules characteristic of living organisms, they are incapable of reproducing outside a host cell and most of their metabolic processes require a host and its 'genetic machinery.'


          


          Superorganism


          A superorganism is an organism consisting of many organisms. This is usually meant to be a social unit of eusocial animals, where division of labour is highly specialized and where individuals are not able to survive by themselves for extended periods of time. Ants are the most well known example of such a superorganism. Thermoregulation, a feature usually exhibited by individual organisms, does not occur in individuals or small groups of honeybees of the species Apis mellifera. When these bees pack together in clusters of between 5000 and 40000, the colony can thermoregulate. James Lovelock, with his " Gaia Theory" has paralleled the work of Vladimir Vernadsky, who suggested the whole of the biosphere in some respects can be considered as a superorganism.
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          The concept of superorganism is under dispute, as many biologists maintain that in order for a social unit to be considered an organism by itself, the individuals should be in permanent physical connection to each other, and its evolution should be governed by selection to the whole society instead of individuals. While it's generally accepted that the society of eusocial animals is a unit of natural selection to at least some extent, most evolutionists claim that the individuals are still the primary units of selection.


          The question remains "What is to be considered the individual?". Darwinians like Richard Dawkins suggest that the individual selected is the " Selfish Gene". Others believe it is the whole genome of an organism. E.O. Wilson has shown that with ant-colonies and other social insects it is the breeding entity of the colony that is selected, and not its individual members. This could apply to the bacterial members of a stromatolite, which, because of genetic sharing, in some way comprise a single gene pool. Gaian theorists like Lynn Margulis would argue this applies equally to the symbiogenesis of the bacterial underpinnings of the whole of the Earth.


          It would appear, from computer simulations like Daisyworld that biological selection occurs at multiple levels simultaneously.


          It is also argued that humans are actually a superorganism that includes microorganisms such as bacteria. It is estimated that "the human intestinal microbiota is composed of 1013 to 1014 microorganisms whose collective genome (" microbiome") contains at least 100 times as many genes as our own[...] Our microbiome has significantly enriched metabolism of glycans, amino acids, and xenobiotics; methanogenesis; and 2-methyl-D-erythritol 4-phosphate pathwaymediated biosynthesis of vitamins and isoprenoids. Thus, humans are superorganisms whose metabolism represents an amalgamation of microbial and human attributes." .


          


          Organizational terminology


          All organisms are classified by the science of alpha taxonomy into either taxa or clades.


          Taxa are ranked groups of organisms which run from the general ( domain) to the specific ( species). A broad scheme of ranks in hierarchical order is:


          
            	Domain


            	Kingdom


            	Phylum


            	Class


            	Order


            	Family


            	Genus


            	Species

          


          To give an example, Homo sapiens is the Latin binomial equating to modern humans. All members of the species sapiens are, at least in theory, genetically able to interbreed. Several species may belong to a genus, but the members of different species within a genus are unable to interbreed to produce fertile offspring. Homo, however, only has one surviving species (sapiens); Homo erectus, Homo neanderthalensis, &c. having become extinct thousands of years ago. Several genera belong to the same family and so on up the hierarchy. Eventually, the relevant kingdom (Animalia, in the case of humans) is placed into one of the three domains depending upon certain genetic and structural characteristics.


          All living organisms known to science are given classification by this system such that the species within a particular family are more closely related and genetically similar than the species within a particular phylum.
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          Chemistry


          Organisms are complex chemical systems, organized in ways that promote reproduction and some measure of sustainability or survival. The molecular phenomena of chemistry are fundamental in understanding organisms, but it is a philosophical error (reductionism) to reduce organismal biology to mere chemistry. It is generally the phenomena of entire organisms that determine their fitness to an environment and therefore the survivability of their DNA based genes.


          Organisms clearly owe their origin, metabolism, and many other internal functions to chemical phenomena, especially the chemistry of large organic molecules. Organisms are complex systems of chemical compounds which, through interaction with each other and the environment, play a wide variety of roles.


          Organisms are semi-closed chemical systems. Although they are individual units of life (as the definition requires) they are not closed to the environment around them. To operate they constantly take in and release energy. Autotrophs produce usable energy (in the form of organic compounds) using light from the sun or inorganic compounds while heterotrophs take in organic compounds from the environment.


          The primary chemical element in these compounds is carbon. The physical properties of this element such as its great affinity for bonding with other small atoms, including other carbon atoms, and its small size makes it capable of forming multiple bonds, make it ideal as the basis of organic life. It is able to form small compounds containing three atoms (such as carbon dioxide) as well as large chains of many thousands of atoms which are able to store data ( nucleic acids), hold cells together and transmit information (protein).


          


          Macromolecules


          The compounds which make up organisms may be divided into macromolecules and other, smaller molecules. The four groups of macromolecule are nucleic acids, proteins, carbohydrates and lipids. Nucleic acids (specifically deoxyribonucleic acid, or DNA) store genetic data as a sequence of nucleotides. The particular sequence of the four different types of nucleotides ( adenine, cytosine, guanine, and thymine) dictate the many characteristics which constitute the organism. The sequence is divided up into codons, each of which is a particular sequence of three nucleotides and corresponds to a particular amino acid. Thus a sequence of DNA codes for a particular protein which, due to the chemical properties of the amino acids of which it is made, folds in a particular manner and so performs a particular function.


          The following functions of protein have been recognized:


          
            	Enzymes, which catalyze all of the reactions of metabolism;


            	Structural proteins, such as tubulin, or collagen;


            	Regulatory proteins, such as transcription factors or cyclins that regulate the cell cycle;


            	Signaling molecules or their receptors such as some hormones and their receptors;


            	Defensive proteins, which can include everything from antibodies of the immune system, to toxins (e.g., dendrotoxins of snakes), to proteins that include unusual amino acids like canavanine.

          


          Lipids make up the membrane of cells which constitutes a barrier, containing everything within the cell and preventing compounds from freely passing into, and out of, the cell. In some multi-cellular organisms they serve to store energy and mediate communication between cells. Carbohydrates also store and transport energy in some organisms, but are more easily broken down than lipids.


          


          Structure


          All organisms consist of monomeric units called cells; some contain a single cell ( unicellular) and others contain many units ( multicellular). Multicellular organisms are able to specialize cells to perform specific functions, a group of such cells is tissue the four basic types of which are epithelium, nervous tissue, muscle tissue and connective tissue. Several types of tissue work together in the form of an organ to produce a particular function (such as the pumping of the blood by the heart, or as a barrier to the environment as the skin). This pattern continues to a higher level with several organs functioning as an organ system to allow for reproduction, digestion, &c. Many multicelled organisms comprise of several organ systems which coordinate to allow for life.


          


          The cell


          The cell theory, first developed in 1839 by Schleiden and Schwann, states that all organisms are composed of one or more cells; all cells come from preexisting cells; all vital functions of an organism occur within cells, and cells contain the hereditary information necessary for regulating cell functions and for transmitting information to the next generation of cells.


          There are two types of cells, eukaryotic and prokaryotic. Prokaryotic cells are usually singletons, while eukaryotic cells are usually found in multi-cellular organisms. Prokaryotic cells lack a nuclear membrane so DNA is unbound within the cell, eukaryotic cells have nuclear membranes.


          All cells, whether prokaryotic or eukaryotic, have a membrane, which envelopes the cell, separates its interior from its environment, regulates what moves in and out, and maintains the electric potential of the cell. Inside the membrane, a salty cytoplasm takes up most of the cell volume. All cells possess DNA, the hereditary material of genes, and RNA, containing the information necessary to build various proteins such as enzymes, the cell's primary machinery. There are also other kinds of biomolecules in cells.


          All cells share several abilities:


          
            	Reproduction by cell division ( binary fission, mitosis or meiosis).


            	Use of enzymes and other proteins coded for by DNA genes and made via messenger RNA intermediates and ribosomes.


            	Metabolism, including taking in raw materials, building cell components, converting energy, molecules and releasing by-products. The functioning of a cell depends upon its ability to extract and use chemical energy stored in organic molecules. This energy is derived from metabolic pathways.


            	Response to external and internal stimuli such as changes in temperature, pH or nutrient levels.


            	Cell contents are contained within a cell surface membrane that contains proteins and a lipid bilayer.

          


          


          Life span


          One of the basic parameters of organism is its life span. Some animals live as short as one day, while some plants can live thousands of years. Aging is important when determining life span of most organisms, bacterium, a virus or even a prion.


          


          Evolution
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          In biology, the theory of universal common descent proposes that all organisms on Earth are descended from a common ancestor or ancestral gene pool.


          Evidence for common descent may be found in traits shared between all living organisms. In Darwin's day, the evidence of shared traits was based solely on visible observation of morphologic similarities, such as the fact that all birds have wings, even those which do not fly. Today, there is strong evidence from genetics that all organisms have a common ancestor. For example, every living cell makes use of nucleic acids as its genetic material, and uses the same twenty amino acids as the building blocks for proteins. The universality of these traits strongly suggests common ancestry.


          The "Last Universal Ancestor" is the name given to the hypothetical single cellular organism or single cell that gave rise to all life on Earth 3.9 to 4.1 billion years ago; however, this hypothesis has since been refuted on many grounds. For example, it was once thought that the genetic code was universal (see: universal genetic code), but differences in the genetic code and differences in how each organism translates nucleic acid sequences into proteins, provide support that there never was any "last universal common ancestor." Back in the early 1970s, evolutionary biologists thought that a given piece of DNA specified the same protein subunit in every living thing, and that the genetic code was thus universal. Since this is something unlikely to happen by chance, it was interpreted as evidence that every organism had inherited its genetic code from a single common ancestor, aka., the "Last Universal Ancestor." In 1979, however, exceptions to the code were found in mitochondria, the tiny energy factories inside cells. Biologists subsequently found exceptions in bacteria and in the nuclei of algae and single-celled animals. It is now clear that the genetic code is not the same in all living things, and that it does not provide powerful evidence that all living things evolved on a single tree of life. Further support that there is no "Last Universal Ancestor" has been provided over the years by Lateral gene transfer in both prokaryote and eukaryote single cell organisms. This is why phylogenetic trees cannot be rooted, why almost all phylogenetic trees have different branching structures, particularly near the base of the tree, and why many organisms have been found with codons and sections of their DNA sequence that are unrelated to any other species.


          Information about the early development of life includes input from the fields of geology and planetary science. These sciences provide information about the history of the Earth and the changes produced by life. However, a great deal of information about the early Earth has been destroyed by geological processes over the course of time.



          


          History of life


          The chemical evolution from self-catalytic chemical reactions to life (see Origin of life) is not a part of biological evolution, but it is unclear at which point such increasingly complex sets of reactions became what we would consider, today, to be living organisms.
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          Not much is known about the earliest developments in life. However, all existing organisms share certain traits, including cellular structure and genetic code. Most scientists interpret this to mean all existing organisms share a common ancestor, which had already developed the most fundamental cellular processes, but there is no scientific consensus on the relationship of the three domains of life ( Archaea, Bacteria, Eukaryota) or the origin of life. Attempts to shed light on the earliest history of life generally focus on the behaviour of macromolecules, particularly RNA, and the behaviour of complex systems.


          The emergence of oxygenic photosynthesis (around 3 billion years ago) and the subsequent emergence of an oxygen-rich, non-reducing atmosphere can be traced through the formation of banded iron deposits, and later red beds of iron oxides. This was a necessary prerequisite for the development of aerobic cellular respiration, believed to have emerged around 2 billion years ago.


          In the last billion years, simple multicellular plants and animals began to appear in the oceans. Soon after the emergence of the first animals, the Cambrian explosion (a period of unrivaled and remarkable, but brief, organismal diversity documented in the fossils found at the Burgess Shale) saw the creation of all the major body plans, or phyla, of modern animals. This event is now believed to have been triggered by the development of the Hox genes. About 500 million years ago, plants and fungi colonized the land, and were soon followed by arthropods and other animals, leading to the development of land ecosystems with which we are familiar.


          The evolutionary process may be exceedingly slow. Fossil evidence indicates that the diversity and complexity of modern life has developed over much of the history of the earth. Geological evidence indicates that the Earth is approximately 4.6 billion years old. Studies on guppies by David Reznick at the University of California, Riverside, however, have shown that the rate of evolution through natural selection can proceed 10 thousand to 10 million times faster than what is indicated in the fossil record.. Such comparative studies however are invariably biased by disparities in the time scales over which evolutionary change is measured in the laboratory, field experiments, and the fossil record.


          


          Horizontal gene transfer, and the history of life


          The ancestry of living organisms has traditionally been reconstructed from morphology, but is increasingly supplemented with phylogenetics - the reconstruction of phylogenies by the comparison of genetic (DNA) sequence.


          "Sequence comparisons suggest recent horizontal transfer of many genes among diverse species including across the boundaries of phylogenetic 'domains'. Thus determining the phylogenetic history of a species can not be done conclusively by determining evolutionary trees for single genes."


          Biologist Gogarten suggests "the original metaphor of a tree no longer fits the data from recent genome research", therefore "biologists [should] use the metaphor of a mosaic to describe the different histories combined in individual genomes and use [the] metaphor of a net to visualize the rich exchange and cooperative effects of HGT among microbes."
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          An organization (or organisation  see spelling differences) is a social arrangement which pursues collective goals, which controls its own performance, and which has a boundary separating it from its environment. The word itself is derived from the Greek word ὄ (organon) meaning tool. The term is used in both daily and scientific English in multiple ways.


          In the social sciences, organizations are studied by researchers from several disciplines, the most common of which are sociology, economics, political science, psychology, management, and organizational communication. The broad area is commonly referred to as organizational studies, organizational behaviour or organization analysis. Therefore, a number of different theories and perspectives exist, some of which are compatible, and others that are competing.


          
            	Organization  process-related: an entity is being (re-)organized (organization as task or action).


            	Organization  functional: organization as a function of how entities like businesses or state authorities are used (organization as a permanent structure).


            	Organization  institutional: an entity is an organization (organization as an actual purposeful structure within a social context)

          


          


          Organization in sociology


          In sociology "organization" is understood as planned, coordinated and purposeful action of human beings to construct or compile a common tangible or intangible product. This action is usually framed by formal membership and form (institutional rules). Sociology distinguishes the term organization into planned formal and unplanned informal (i.e. spontaneously formed) organizations. Sociology analyzes organizations in the first line from an institutional perspective. In this sense, organization is a permanent arrangement of elements. These elements and their actions are determined by rules so that a certain task can be fulfilled through a system of coordinated division of labor.


          An organization is defined by the elements that are part of it (who belongs to the organization and who does not?), its communication (which elements communicate and how do they communicate?), its autonomy (Max Weber termed autonomy in this context: Autocephaly)(which changes are executed autonomously by the organization or its elements?) and its rules of action compared to outside events (what causes an organization to act as a collective actor?).


          By coordinated and planned cooperation of the elements, the organization is able to solve tasks that lie beyond the abilities of the single elements. The price paid by the elements is the limitation of the degrees of freedom of the elements. Advantages of organizations are enhancement (more of the same), addition (combination of different features), and extension. Disadvantages can be inertness (through co-ordination) and loss of interaction.


          


          Organization in management and organizational studies


          Management is interested in organization mainly from an instrumental point of view. For a company organization is a means to an end to achieve its goals.


          


          Organization theories


          Among the theories that are or have been most influential are:


          
            	Weberian organization theory (refer to Max Weber's chapter on Bureaucracy in his book ' Economy and Society')


            	Marxist organization analysis


            	Scientific management (mainly following Frederick W. Taylor)


            	Human Relations Studies (going back to the Hawthorne studies, Maslow and Hertzberg)


            	Administrative theories (with work by e.g. Henri Fayol and Chester Barnard)


            	Contingency theory


            	New institutionalism and new institutional economics


            	Network analysis


            	Economic sociology


            	Organization ecology (or demography of organizations)


            	Transaction cost economics


            	Agency theory (sometimes called principal - agent theory)


            	Studies of organization culture


            	Postmodern organization studies


            	Labour Process Theory


            	Critical Management Studies


            	Complexity Theory and Organizations


            	Transaction cost theory/Transaction cost Economics (TCE)


            	Garbage can model


            	Actor-Network Theory and the ' Montreal School'


            	social entrepreneurship

          


          


          Organizational structures


          The study of organizations includes a focus on optimizing organizational structure. According to management science, most human organizations fall roughly into four types:


          
            	Pyramids or hierarchies


            	Committees or juries


            	Matrix organizations


            	Ecologies

          


          


          Pyramids or hierarchies


          A hierarchy exemplifies an arrangement with a leader who leads leaders. This arrangement is often associated with bureaucracy. Hierarchies were satirized in The Peter Principle (1969), a book that introduced hierarchiology and the saying that "in a hierarchy every employee tends to rise to his level of incompetence".


          An extremely rigid, in terms of responsibilities, type of organization is exemplified by Fhrerprinzip.


          


          Committees or juries


          These consist of a group of peers who decide as a group, perhaps by voting. The difference between a jury and a committee is that the members of the committee are usually assigned to perform or lead further actions after the group comes to a decision, whereas members of a jury come to a decision. In common law countries legal juries render decisions of guilt, liability and quantify damages; juries are also used in athletic contests, book awards and similar activities. Sometimes a selection committee functions like a jury. In the Middle Ages juries in continental Europe were used to determine the law according to consensus amongst local notables.


          Committees are often the most reliable way to make decisions. Condorcet's jury theorem proved that if the average member votes better than a roll of dice, then adding more members increases the number of majorities that can come to a correct vote (however correctness is defined). The problem is that if the average member is worse than a roll of dice, the committee's decisions grow worse, not better: Staffing is crucial.


          Parliamentary procedure, such as Robert's Rules of Order, helps prevent committees from engaging in lengthy discussions without reaching decisions.


          


          Staff organization or cross-functional team


          A staff helps an expert get all his work done. To this end, a "chief of staff" decides whether an assignment is routine or not. If it's routine, he assigns it to a staff member, who is a sort of junior expert. The chief of staff schedules the routine problems, and checks that they are completed.


          If a problem is not routine, the chief of staff notices. He passes it to the expert, who solves the problem, and educates the staff  converting the problem into a routine problem.


          In a "cross functional team", like an executive committee, the boss has to be a non-expert, because so many kinds of expertise are required.


          


          Organization: Cyclical structure


          A theory put forth by renowned scholar Stephen John has asserted that throughout the cyclical nature of ones life organizational patterns are key to success. Through various social and political constraints within society one must realize that organizational skills are paramount to success. Stephen John suggests that emphasis needs to be put on areas such as individual/ group processes, functionality, and overall structures of institutions in order to maintain a proper organization. Furthermore, the individual's overall organizational skills are pre-determined by the processes undertaken.:


          


          Matrix organization


          This organizational type assigns each worker two bosses in two different hierarchies. One hierarchy is "functional" and assures that each type of expert in the organization is well-trained, and measured by a boss who is super-expert in the same field. The other direction is "executive" and tries to get projects completed using the experts. Projects might be organized by regions, customer types, or some other schema. matrix management


          


          Ecologies


          This organization has intense competition. Bad parts of the organization starve. Good ones get more work. Everybody is paid for what they actually do, and runs a tiny business that has to show a profit, or they are fired.


          Companies who utilize this organization type reflect a rather one-sided view of what goes on in ecology. It is also the case that a natural ecosystem has a natural border - ecoregions do not in general compete with one another in any way, but are very autonomous.


          The pharmaceutical company GlaxoSmithKline talks about functioning as this type of organization in this external article from The Guardian.


          [bookmark: .22Chaordic.22_organizations]


          "Chaordic" organizations


          The chaordic model of organizing human endeavors emerged in the 1990s, based on a blending of chaos and order (hence "chaordic"), comes out of the work of Dee Hock and the creation of the VISA financial network. Blending democracy, complex system, consensus decision making, co-operation and competition, the chaordic approach attempts to encourage organizations to evolve from the increasingly nonviable hierarchical, command-and-control models.


          Similarly, emergent organizations, and the principle of self-organization. See also group entity for an anarchist perspective on human organizations.


          Organizations that are legal entities: government, international organization, non-governmental organization, armed forces, corporation, partnership, charity, not-for-profit corporation, cooperative, university.


          


          The organization of the artist


          The organization of the artist is a term first used by architect Frank Gehry to denote the organizational set-up he enforces in order to ensure that the architect/artist is in control of design through construction. The organization of the artist deliberately eliminates the influence of politicians and business people on design. The purpose of the organization of the artist is to ensure that it is the design of the architect/artist that is actually implemented and not some compromise decided by political and business interests.


          Gehry initially developed the concept of the organization of the artist as a reaction against what he calls the "marginalization of the architect/artist." Gehry explains:


          
            "There's a tendency to marginalize and treat the creative people like women are treated, 'sweetie, us big business guys know how to do this, just give us the design and we'll take it from there.' That is the worst thing that can happen. It requires the organization of the artist to prevail so that the end product is as close as possible to the object of desire [the design] that both the client and architect have come to agree on." (Flyvbjerg 2005, 53).

          


          Gehry argues that the organization of the artist, in addition to making possible artistic integrity, also helps keep his buildings on time and budget, which is rare for the type of innovative and complex designs that Gehry is known for. The organization of the artist thus serves the dual purpose of artistic freedom and economic prudence.


          


          Leadership in organizations


          


          Leadership in formal organizations


          An organization that is established as an instrument or means for achieving defined objectives has been referred to as a formal organization. Its design specifies how goals are subdivided and reflected in subdivisions of the organization. Divisions, departments, sections, positions, jobs, and tasks make up this work structure. Thus, the formal organization is expected to behave impersonally in regard to relationships with clients or with its members. According to Weber's definition, entry and subsequent advancement is by merit or seniority. Each employee receives a salary and enjoys a degree of tenure that safeguards him from the arbitrary influence of superiors or of powerful clients. The higher his position in the hierarchy, the greater his presumed expertise in adjudicating problems that may arise in the course of the work carried out at lower levels of the organization. It is this bureaucratic structure that forms the basis for the appointment of heads or chiefs of administrative subdivisions in the organization and endows them with the authority attached to their position.


          


          Leadership in informal organizations


          In contrast to the appointed head or chief of an administrative unit, a leader emerges within the context of the informal organization that underlies the formal structure. The informal organization expresses the personal objectives and goals of the individual membership. Their objectives and goals may or may not coincide with those of the formal organization. The informal organization represents an extension of the social structures that generally characterize human life  the spontaneous emergence of groups and organizations as ends in themselves.


          In prehistoric times, man was preoccupied with his personal security, maintenance, protection, and survival. Now man spends a major portion of his waking hours working for organizations. His need to identify with a community that provides security, protection, maintenance, and a feeling of belonging continues unchanged from prehistoric times. This need is met by the informal organization and its emergent, or unofficial, leaders.


          Leaders emerge from within the structure of the informal organization. Their personal qualities, the demands of the situation, or a combination of these and other factors attract followers who accept their leadership within one or several overlay structures. Instead of the authority of position held by an appointed head or chief, the emergent leader wields influence or power. Influence is the ability of a person to gain cooperation from others by means of persuasion or control over rewards. Power is a stronger form of influence because it reflects a person's ability to enforce action through the control of a means of punishment.


          


          Leader in organizations


          An individual who is appointed to a managerial position has the right to command and enforce obedience by virtue of the authority of his position. However, he must possess adequate personal attributes to match his authority, because authority is only potentially available to him. In the absence of sufficient personal competence, a manager may be confronted by an emergent leader who can challenge his role in the organization and reduce it to that of a figurehead. However, only authority of position has the backing of formal sanctions. It follows that whoever wields personal influence and power can legitimize this only by gaining a formal position in the hierarchy, with commensurate authority.


          


          Hybrid organizations


          A hybrid organization is a body that operates in both the public sector and the private sector, simultaneously fulfilling public duties and developing commercial market activities. As a result the hybrid organization becomes a mixture of both a part of government and a private corporation. gjfj
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          The organ (from Greek ό - organon, "organ, instrument, tool") is a keyboard instrument played using one or more manuals and a pedalboard. It uses wind moving through metal or wood pipes and/or it uses sampled organ sounds or oscillators to produce sound, which remains constant while a key is depressed. Its sounds, which vary widely in timbre and volume, are divided according to ranks and controlled by the use of stops. The keyboard is not expressive and does not affect dynamics. Organs vary greatly in size, ranging from a cubic yard to a height reaching five floors , and are located primarily in churches, concert halls, and homes. The organ is one of the oldest musical instruments in the Western musical tradition, and carries a rich history connected with Christian liturgy and civic ceremony.


          The term "organ" may be applied to a variety of instruments which do not have all of the traits listed above. The most well-known type of organ is the pipe organ and is used in many church services and classical music concerts. Another prevalent type is the electronic organ, which does not have pipes and generates its electronically-produced sound through one or more loudspeakers; these are often intended to be replacements for pipe organs but are also performed in genres ranging from rock to jazz. There are combinations of pipe and electronics used together to create electronic-pipe organs. In addition there are many other instruments that also may be considered organs, and these are used in many different ways. Organs are performed upon by organists and are built and maintained by organ builders.


          


          Pipe organs
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          The pipe organ is the grandest musical instrument in size and scope, and has been around in its current form since the 14th century (though other designs, such as the hydraulic organ, were already used in Antiquity). Along with the clock, it was considered one of the most complex man-made creations before the Industrial Revolution. Organs (the "pipe" designation is generally assumed) range in size from a single short keyboard to huge instruments which can have over 10,000 pipes. A large modern organ typically has three or four manuals with five octaves (61 notes) each, with a two-and-a-half octave (32-note) pedalboard.


          Often, it is referred as the "King of instruments". Indeed, the pipe organ has the most extense frequency response and widest dynamic range of all musical instruments conceived by man. Some of the biggest instruments have 64-feet pipes (a foot here means "sonic-foot", a measure quite close to the English measurement unit), and it sounds to an 8 Hz frequency fundamental tone. Perhaps the most distinctive feature is the ability to range from the slightest sound to the most powerful, "pleine-jeu" impressive sonic discharge, which can be sustained in time indefinitely by the organist. For instance, the Wanamaker organ, located in Philadelphia, USA, has sonic resources comparable with three simultaneous symphonic orchestras. Another interesting feature lies in its intrinsic " polyphony" approach: each set of tubes can be played simultaneously with others, and the sound gets truly mixed and interspersed only when they reached the environment, not in the instrument itself (this is the main difference with digital organs, where the sound comes from loudspeakers which plays the resultant electric waveform of several tones being played - all in all, the best modern digital organs have the closest sound to a real pipe organ).


          


          Church organs


          The principal purpose of most organs in North America, Europe, Australia and New Zealand is to play in Christian and Reform Jewish religious services. An organ used for this purpose is generally called a church organ. The introduction of church organs is traditionally attributed to Pope Vitalian in the seventh century. Due to its ability to simultaneously provide a musical foundation below the vocal register, support in the vocal register, and increased brightness above the vocal register, the organ is ideally suited to accompany human voices, whether a congregation, a choir or a cantor or soloist. Most services also include solo organ repertoire for independent performance rather than by way of accompaniment, often as a prelude at the beginning the service and a postlude at the conclusion of the service.


          Today this organ may be a pipe organ (see above), an electronic organ which synthesizes the sound with computer chips or a combination of pipes and electronics. It may be called a church organ or classical organ to differentiate it from the theatre organ, which is a distinctly different instrument. However, as classical organ repertoire was developed for the pipe organ and in turn influenced its development, the line between a church and a concert organ is hard to draw.


          Organs are also used to give recital concerts, called organ recitals. In the early twentieth century, symphonic organs flourished in secular venues in the U.S. and UK, designed to replace symphony orchestras by playing transcriptions of orchestral pieces.


          A french monk and encyclopedist, Dom Bedos de Celles, was the "L'art du Facteur d'Orgue" author, on 1765. He describes, with a great accuracy, all the organ sections, required tools, pipes art. Today a modern rebuild of a real Dom-Bedos organ is performed in Italy, Rieti (San Domenico Church). The instrument is builded now with total respect of eighteenth century ancent Dom Bedos rules.


          The instrument could have been lost in oblivion, but in the midst of 19th century, French organ builder Aristide Cavaill-Coll designed and built some of the finest representatives of the pipe organ, giving a whole new "life" to the instrument. Mr. Cavaill Coll solved several issues, like augmenting air pressure in order to increase sound-pressure level (volume), and adding several new "voices" to the traditional church organ, creating the first "symphonic organs". These can replace an entire orchestra, and the music composed for this kind of instruments must be written in quite a different manner than for another instrument. Mr. Cavaill-Coll's biggest organ is located in Saint Sulpice Church (Paris, France) which has 101 different voices and five keyboards (manuals).


          


          Chamber organs


          A chamber organ is a small pipe organ, often with only one manual, and sometimes without separate pedal pipes, that is placed in a small room, that this diminutive organ can fill with sound. It is often confined to chamber organ repertoire, as often, the organs have too little voice capabilities to rival the grand pipe organs in the performance of the classics. The sound and touch are unique unto the instrument, sounding nothing like a large organ with few stops drawn out, but rather much more intimate. They are usually tracker instruments, although the modern builders are often building electropneumatic chamber organs.


          


          Theatre organs


          The theatre organ or cinema organ was designed to accompany silent movies. Like a symphonic organ, it is made to replace an orchestra. However, it includes many more gadgets, such as percussions and special effects, to provide a more complete array of options to the theatre organist. Theatre organs tend not to take nearly as much space as standard organs, relying on extension and higher wind pressures to produce a greater variety of tone and larger volume of sound from fewer pipes. This extension is called "unification", meaning that instead of one pipe for each key at all pitches, the higher octaves of pitch (and in some cases, lower octaves) are achieved by merely adding 12 pipes (one octave) to the top and/or bottom of a given division. Since there are sixty-one keys on an organ manual, a classical or concert organ will have, for diapason stops at 8', 4' and 2' pitch, a total of 183 pipes (61 times 3). The same chorus of diapasons on a theatre organ will have only 85 pipes, or 61 plus 12, plus 12. Some ranks, such as the Tibia Clausa, with up to 97 pipes, allow the organist to draw stops at 16', 8', 4', 2', and mutations from a single rank of pipes.


          Unification gives a smaller instrument the capability of a much larger one, and works well for monophonic styles of playing (chordal, or chords with solo voice). The sound is, however, thicker and more homogenous than a classically-designed organ, and is very often reliant on the use of tremulant, which has a depth greater than that usually found on a classical organ. Unification also allows pipe ranks to be played from more than one manual and the pedals.


          


          Electronic organs


          Since the 1930s, pipeless electric instruments have been available to produce similar sounds and perform similar roles to pipe organs. Many of these have been bought both by houses of worship and other potential pipe organ customers, and also by many musicians both professional and amateur for whom a pipe organ would not be a possibility. Far smaller and cheaper to buy than a corresponding pipe instrument, and in many cases portable, they have taken organ music into private homes and into dance bands and other new environments, and have almost completely replaced the reed organ.


          


          Hammond organs


          The Hammond organ was the first successful electric organ, released in the 1930s. It used mechanical, rotating tonewheels to produce the sound waveforms. Its system of drawbars allowed for setting volumes for specific sounds, and provided vibrato-like effects. The drawbars allow the player to choose volume levels of 1-8 for each of the members of the harmonic series starting from 16'. By emphasizing certain harmonics from the overtone series, desired sounds (such as 'brass' or 'string') can be imitated. Generally, the older Hammond drawbar organs had only preamplifiers and were connected to an externalty amplified speaker. The Leslie speaker became the most popular, which is a rotating type speaker. The three most popular models of Hammond organs were the B-3, the C-3, and A-100. Inside all three models, the tone generators, drawbars, & keyboards were identical. The B-3 cabinet stood on 4 legs, the C-3 was an enclosed "church" model and the A100 series had built in amplifiers & speakers.


          Though originally produced to replace organs in the church, the Hammond organ, more specifically the B-3, became popular in jazz, particularly soul jazz, and in gospel music. Since these were the roots of rock and roll, the Hammond organ became a part of the rock and roll sound. It was widely used in rock and popular music during the 1960s and 1970s by bands like Pink Floyd and Deep Purple. Its popularity resurged in pop music around 2000, in part due to the availability of clonewheel organs that were light enough for one person to carry.


          


          Other organs


          Frequency divider organs used oscillators instead of mechanical parts to make sound. These were even cheaper and more portable than the Hammond. They featured an ability to bend pitches.


          In the 1940s until the 1970s, small organs were sold that simplified traditional organ stops. These instruments can be considered the predecessor to modern portable keyboards, as they included one-touch chords, rhythm and accompaniment devices, and other electronically assisted gadgets. Lowrey was the leading manufacturer of this type of organs in the smaller (spinet) instruments, with Conn-Selmer and Rodgers dominating the larger instrument market, although the larger models were movable but were not considered portable.


          Conn and others also made electronic organs that used separate oscillators for each note, giving them a richer sound, closer to a pipe organ, due to the slight imperfections in tuning, by not using precise division.


          In the '60s and '70s, a type of simple, portable electronic organ called the combo organ was popular, especially with pop and rock bands, and was a signature sound in the pop music of the period, such as The Doors, Led Zeppelin, and Iron Butterfly. The most popular combo organs were manufactured by Farfisa and Vox.


          The bamboo organ called Bambuso sonoro is an experimental custom-made instrument designed by Hans van Koolwijk. The instrument has 100 flutes made of bamboo.


          


          Digital organs


          The development of the integrated circuit enabled another revolution in electronic keyboard instruments. Electronic organs sold since the 1980s utilize sampling to produce the sound.


          Also available are hybrids, incorporating a few ranks of pipes to produce some sounds, and using digital samples for other sounds and to resolve borrowing collisions. Major manufacturers include Allen (who built the first digital organs), Walker, Marshall & Ogletree, Makin Organs, Wyvern Organs, Phoenix, and Rodgers who built the first successful hybrid instruments starting in 1972 and for decades has built more organs with pipes than any other manufacturer.


          


          Reed organs
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              An electrically blown reed chord organ.
            

          


          The reed organ was the other main type of organ before the development of electronic organs. It generated its sounds using reeds similar to those of a piano accordion. Smaller, cheaper and more portable than the corresponding pipe instrument, these were widely used in smaller churches and in private homes, but their volume and tonal range was extremely limited, and they were generally limited to one or two manuals, pedalboards being extremely rare.


          A development of the reed organ was the chord organ, which provided chord buttons for the left hand, again similar to a piano accordion in concept. A few chord organs were later built using frequency divider technology.


          


          Hydraulophone
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          A newly invented instrument, the hydraulophone, is a pipe organ that uses incompressible fluid (water) rather than compressible fluid (air). The organ console resembles a flute, and is played by insertion of fingers into one or more "mouths" of the instrument. This allows for very subtle changes in sound pitch, volume, texture, and timbre, giving rise to an ability to play the organ very expressively. In this way the hydraulophone combines the expressivity of the tin flute (where you can cover up the finger holes halfway, or change the sound in other subtle ways) with the polyphony of the organ.


          Because these organs run on water, they are, in a sense, self-cleaning, and are thus useful as outdoor pipe organs. The largest such pipe organ is the main architectural centerpiece out in front of the Ontario Science Centre, and is open to the public 24 hours a day.


          


          Organ music


          


          Classical music


          The organ has had an important place in classical music throughout its history. Antonio de Cabezn, Jan Pieterszoon Sweelinck, and Girolamo Frescobaldi were three of the most important composers and teachers before 1650. Influenced by these composers, the North German school then rose to prominence with notable composers including Dieterich Buxtehude and especially Johann Sebastian Bach, considered by many to have achieved the height of organ composition. During this time, the French Classical school also flourished.


          After Bach, the organ's prominence gradually lost ground to the piano. Felix Mendelssohn, A.P.F. Boly, and Csar Franck led a resurgence in the mid-1800s, leading a Romantic movement that would be carried further by Max Reger, Charles-Marie Widor, Louis Vierne, and others. In the 20th century, composers such as Marcel Dupr and Olivier Messiaen added significant contributions to the organ repertoire. Organ music continues to be composed.


          Because the organ has both manuals and pedals, most organ music is notated on three staves. The music played on the manuals is laid out like music for other keyboard instruments on the top two staves, and the music for the pedals is notated on the third stave or sometimes added to the bottom of the second stave to save room. To aid the eye in reading so many staves at once, the bar lines are broken between the lowest two staves. For convenience sake, the larger number of staves often contributes to the music being often published in landscape format rather than the more commonly used portrait format.


          


          Soap operas


          From their creation on radio in the 1930s to the times of television in the early 1970s, soap operas were perhaps the biggest users of organ music. Day in and day out, the melodramatic serials utilized the instrument in the background of scenes and in their opening and closing theme songs. Some of the best-known soap organists included Charles Paul, John Gart, and Paul Barranco. In the early 1970s, the organ was phased out in favour of more dramatic, full-blown orchestras, which in turn were replaced with more modern pop-style compositions.


          


          Popular music


          Church-style pipe organs are very rarely used in popular music. In some cases, groups have sought out the sound of the pipe organ, such as Tangerine Dream,and Arrogant Worms which used combined the distinctive sounds of electronic synthesizers and pipe organs when it recorded both music albums and videos in several cathedrals in Europe. Rick Wakeman of British progressive rock group Yes also used pipe organ to excellent effect in a number of the group's albums (including " Close to the Edge" and " Going for the One"). Wakeman has also used pipe organ in his solo pieces such as "Jane Seymour" from The Six Wives Of Henry VIII and "Judas Iscariot" from Criminal Record. Even more recently, he has recorded an entire album of organ pieces - "Rick Wakeman at Lincoln Cathedral". George Duke employed the pipe organ in a flamboyant manner in the piece "50/50" on the Frank Zappa album Over-Nite Sensation. Dennis DeYoung of American rock group Styx used the pipe organ at Chicago's St. James Cathedral on the song "I'm O.K." on the group's 1978 album Pieces of Eight. More recently, Arcade Fire have used a church organ on the songs "Intervention" and "My Body Is a Cage" on their newest album Neon Bible.


          On the other hand, electronic organs and electromechanical organs such as the Hammond organ have an established role in a number of non-"Classical" genres, such as blues, jazz, gospel, and 1960s and 1970s rock music. Electronic and electromechanical organs were originally designed as lower-cost substitutes for pipe organs. Despite this intended role as a sacred music instrument, electronic and electromechanical organs' distinctive tone-often modified with electronic effects such as vibrato, rotating Leslie speakers, and overdrive-became an important part of the sound of popular music. Billy Preston and Iron Butterfly's Doug Ingle have featured organ on popular recordings such as " Let it Be" and " In-A-Gadda-Da-Vida", respectively. Well-known rock bands using the Hammond organ include Pink Floyd and Deep Purple.


          Recent performers of Popular organ music include William Rowland of Broken Arrow, Oklahoma who is noted for his compositions of "Piano Rags" which he plays on a Wurlitzer theatre organ in Miami, Oklahoma; George Wright (1920-1998) whose "Jealousie" and "Puttin on the Ritz" are some of the finest performances of this genre and Virgil Fox (1912-1980), who bridged both the classical and religious areas of music with pop and so-called Heavy Organ concerts that he played on an electronic organ accompanied by a light show similar to those created in the 1960s for rock concerts. Jimmy Smith was a famous jazz organist of the twentieth century.


          The American Theatre Organ Society ATOS has been instrumental in programs to preserve the instruments originally installed in theatres for accompaniment of silent movies. In addition to local chapter events they hold an annual convention each year, highlighting performers and instruments in a specific locale. These instruments feature the Tibia pipe family as their foundation stops and regular use of tremulants. They were usually equipped with mechanical percussion accessories, pianos, and other imitative sounds useful in creating movie sound accompaniments such as auto horns, doorbells, and bird whistles.


          


          Jazz


          The electronic organ, especially the Hammond B-3, has occupied a significant role in jazz ever since Jimmy Smith made it popular in the 1950s. It can function as a replacement for both piano and bass in the standard jazz combo.


          


          Similar instruments


          
            [image: A harmonium. Operation of the two large pedals at the bottom of the case supplies wind to the reeds.]

            
              A harmonium. Operation of the two large pedals at the bottom of the case supplies wind to the reeds.
            

          


          
            	Early instruments

              
                	the Hydraulos, ancient Greek water-powered instrument (see water organ)


                	the Magrepha, ancient Hebrew organ


                	the portative organ, a small portable medieval instrument


                	the positive organ, a somewhat larger though still portable medieval instrument

              

            


            	Hand- or foot-powered instruments

              
                	the accordion and concertina, in which the bellows is operated by the squeezing action of the instrumentalist;


                	the Harmonium or parlor organ, a reed instrument usually with many stops and two foot-operated bellows which the instrumentalist operates alternately;


                	the American Reed Organ is another foot bellow reed keyboard very similar to the Harmonium but it works on negative pressure rather than positive so it sucks air through the reeds;


                	the melodeon, a reed instrument with an air reservoir and a foot operated bellows, popular in the USA in the mid-19th century;

              

            


            	Entertainment instruments

              
                	the barrel organ, made famous by the organ grinder in its portable form, and relatively invisible in its larger form because it was then often fitted out with keyboards to give the option for an entirely human performance


                	the steam calliope, a pipe organ operated on steam rather than air;


                	the fairground organ, a pipe organ which uses mechanical means instead of a keyboard to play a prepared song.


                	various sorts of novelty instruments operating on the same principles

              

            


            	Mouth-played instruments

              
                	the harmonica, where the musician effectively blows directly onto the reeds is also known as a mouth organ;


                	the pan-pipes


                	bagpipes

              

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Organ_%28music%29"
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              	Orion Nebula
            


            
              	[image: ]

              The entire Orion Nebula in visible light. Credit: NASA/ESA
            


            
              	Observation data: J2000 epoch
            


            
              	Type

              	Reflection and Emission
            


            
              	Right ascension

              	05h35m17.3s
            


            
              	Declination

              	-052328
            


            
              	Distance

              	1,27076 ly (389 pc)
            


            
              	Apparent magnitude (V)

              	+3.0
            


            
              	Apparent dimensions (V)

              	6560 arcmins
            


            
              	Constellation

              	Orion
            


            
              	Physical characteristics
            


            
              	Radius

              	12 ly
            


            
              	Absolute magnitude (V)

              	
            


            
              	Notable features

              	Trapezium cluster
            


            
              	Other designations

              	NGC 1976, M42,

              LBN 974, Sharpless 281
            


            
              	See also: Diffuse nebula, Lists of nebulae
            


            
              	
            

          


          The Orion Nebula (also known as Messier 42, M42, or NGC 1976) is a diffuse nebula situated south of Orion's Belt. It is one of the brightest nebulae, and is visible to the naked eye in the night sky. M42 is located at a distance of 1,27076 light years and is the closest region of massive star formation to Earth. The M42 nebula is estimated to be 24light years across. Older texts frequently referred to the Orion Nebula as the Great Nebula in Orion or the Great Orion Nebula. Yet older, astrological texts refer to it as Ensis (Latin for "sword"), which was also the name given to the star Eta Orionis, which can be seen close to the nebula from Earth.


          The Orion Nebula is one of the most scrutinized and photographed objects in the night sky, and is among the most intensely studied celestial features. The nebula has revealed much about the process of how stars and planetary systems are formed from collapsing clouds of gas and dust. Astronomers have directly observed protoplanetary disks, brown dwarfs, intense and turbulent motions of the gas, and the photo-ionizing effects of massive nearby stars in the nebula.


          


          General information


          The Nebula is in fact part of a much larger nebula that is known as the Orion Molecular Cloud Complex. The Orion Molecular Cloud Complex extends throughout the constellation of Orion and includes Barnard's Loop, the Horsehead Nebula, M43, M78 and the Flame Nebula. Stars are forming throughout the Orion Nebula, and due to this heat-intensive process the region is particularly prominent in the infrared.


          The nebula is visible with the naked eye even from areas affected by some light pollution. It is seen as the middle "star" in the sword of Orion, which are the three stars located south of Orion's Belt. The star appears fuzzy to sharp-eyed observers, and the nebulosity is obvious through binoculars or a small telescope.


          The Orion Nebula contains a very young open cluster, known as the Trapezium due to the asterism of its primary four stars. Two of these can be resolved into their component binary systems on nights with good seeing, giving a total of six stars. The stars of the Trapezium, along with many other stars, are still in their early years. The Trapezium may be a component of the much-larger Orion Nebula Cluster, an association of about 2,000 stars within a diameter of 20 light years. Two million years ago this cluster may have been the home of the runaway stars AE Aurigae, 53 Arietis, and Mu Columbae, which are currently moving away from the nebula at velocities greater than 100 km/s.


          Observers have long noted a distinctive greenish tint to the nebula, in addition to regions of red and areas of blue-violet. The red hue is well-understood to be caused by H recombination line radiation at a wavelength of 656.3 nm. The blue-violet coloration is the reflected radiation from the massive O-class stars at the core of the nebula.


          The green hue was a puzzle for astronomers in the early part of the 20th century because none of the known spectral lines at that time could explain it. There was some speculation that the lines were caused by a new element, and the name "nebulium" was coined for this mysterious material. With better understanding of atomic physics, however, it was later determined that the green spectra was caused by a low-probability electron transition in doubly ionized oxygen, a so-called " forbidden transition". This radiation was all but impossible to reproduce in the laboratory because it depended on the quiescent and nearly collision-free environment found in deep space.


          


          History


          
            [image: Messier's drawing of the Orion Nebula in his 1771 memoir, M�moires de l'Acad�mie Royale.]

            
              Messier's drawing of the Orion Nebula in his 1771 memoir, Mmoires de l'Acadmie Royale.
            

          


          The Maya of Central America had a folk tale which dealt with the Orion constellation's part of the sky, known as Xibalba. Their traditional hearths included in their middle a smudge of glowing fire that corresponded with the Orion nebula. This is clear pre-telescope evidence that the Maya detected a diffuse area of the sky contrary to the pin points of stars.


          This nebula is currently visible to the unaided eye, yet oddly there is no mention of the nebulosity in the written astronomical records prior to the 17th century. In particular, neither Ptolemy in the Almagest nor Al Sufi in his Book of Fixed Stars noted this nebula, even though they both listed patches of nebulosity elsewhere in the night sky. Curiously this nebula was also not mentioned by Galileo, even though he made telescope observations of this part of the Orion constellation in 1610 and 1617. This has led to some speculation that a flare-up of the illuminating stars may have increased the brightness of the nebula.


          The Orion Nebula is generally credited as being first discovered in 1610 by Nicolas-Claude Fabri de Peiresc as noted in Peiresc's own records. Cysatus of Lucerne, a Jesuit astronomer, was the first to publish note of it (albeit somewhat ambiguously) in a book about a bright comet in 1618. It was independently discovered by several prominent astronomers in the following years, including Christiaan Huygens in 1656 (whose sketch was the first published in 1659). Charles Messier first noted the nebula on March 4, 1769, and he also noted three of the stars in Trapezium. (The first detection of these three stars is now credited to Galileo in 1617, but he did not notice the surrounding nebulapossibly due to the narrow field of vision of his early telescope.) Charles Messier published the first edition of his catalog of deep sky objects in 1774 (completed in 1771). As the Orion Nebula was the 42nd object in his list, it became identified as M42.


          Spectroscopy done by William Huggins showed the gaseous nature of the nebula in 1865. Henry Draper took the first astrophoto of the Orion Nebula on September 30, 1880, which is credited with being the first instance of deep-sky astrophotography in history.


          In 1902, Vogel and Eberhard discovered differing velocities within the nebula and by 1914 astronomers at Marseilles had used the interferometer to detect rotation and irregular motions. Campbell and Moore confirmed these results using the spectrograph, demonstrating turbulence within the nebula.


          In 1931, Robert J. Trumpler noted that the fainter stars near the Trapezium formed a cluster, and he was the first to name them the Trapezium cluster. Based on their magnitudes and spectral types, he derived a distance estimate of 1,800 light years. This was three times further than the commonly accepted distance estimate of the period but was much closer to the modern value.


          In 1993, the Hubble Space Telescope first observed the Orion Nebula. Since then, the nebula has been a frequent target for HST studies. The images have been used to build a detailed model of the nebula in three dimensions. Protoplanetary disks have been observed around most of the newly formed stars in the nebula, and the destructive effects of high levels of ultraviolet energy from the most massive stars have been studied.


          In 2005, the Advanced Camera for Surveys instrument of the Hubble Space Telescope finished capturing the most detailed image of the nebula yet taken. The image was taken through 104 orbits of the telescope, capturing over 3,000 stars down to the 23rd magnitude, including infant brown dwarfs and possible brown dwarf binary stars. A year later, scientists working with the HST announced the first ever masses of a pair of eclipsing binary brown dwarfs, 2MASS J053521840546085. The pair are located in the Orion Nebula and have approximate masses of 0.054 M☉ and 0.034 M☉ respectively, with an orbital period of 9.8 days. Surprisingly, the more massive of the two also turned out to be the less luminous.


          


          Structure


          
            [image: Optical images reveal clouds of gas and dust in the Orion Nebula; an infrared image (right) reveals the new stars shining within. Credit: C. R. O'Dell-Vanderbilt University, NASA, and ESA.]

            
              Optical images reveal clouds of gas and dust in the Orion Nebula; an infrared image (right) reveals the new stars shining within. Credit: C. R. O'Dell-Vanderbilt University, NASA, and ESA.
            

          


          The entirety of the Orion Nebula extends across a 10 region of the sky, and includes neutral clouds of gas and dust, associations of stars, ionized volumes of gas and reflection nebulae.


          The nebula forms a roughly spherical cloud that peaks in density near the core. The cloud has a temperature ranging up to 10,000 K, but this temperature falls dramatically near the edge of the nebula. Unlike the density distribution, the cloud displays a range of velocities and turbulence, particularly around the core region. Relative movements are up to 10 km/s (22,000 mi/h), with local variations of up to 50 km/s and possibly higher.


          The current astronomical model for the nebula consists of an ionized region roughly centered on Theta1 Orionis C, the star responsible for most of the ultraviolet ionizing radiation. (It emits 3-4 times as much photoionizing light as the next brightest star, Theta2 Orionis A.) This is surrounded by an irregular, concave bay of more neutral, high-density cloud, with clumps of neutral gas lying outside the bay area. This in turn lies on the perimeter of the Orion Molecular Cloud.


          Observers have given names to various features in the Orion Nebula. The dark lane that extends from the north toward the bright region is called the "Fish's Mouth". The illuminated regions to both sides are called the "Wings". Other features include "The Sword", "The Thrust" and "The Sail".


          


          Stellar formation


          
            [image: View of several proplyds within the Orion Nebula taken by the Hubble Space Telescope. Credit:NASA.]

            
              View of several proplyds within the Orion Nebula taken by the Hubble Space Telescope. Credit:NASA.
            

          


          The Orion Nebula is an example of a stellar nursery where new stars are being born. Observations of the nebula have revealed approximately 700 stars in various stages of formation within the nebula.


          Recent observations with the Hubble Space Telescope have yielded the major discovery of protoplanetary disks within the Orion Nebula, which have been dubbed proplyds. HST has revealed more than 150 of these within the nebula, and they are considered to be systems in the earliest stages of solar system formation. The sheer numbers of them have been used as evidence that the formation of solar systems is fairly common in our universe.


          Stars form when clumps of hydrogen and other gases in an H II region contract under their own gravity. As the gas collapses, the central clump grows stronger and the gas heats to extreme temperatures by converting gravitational potential energy to thermal energy. If the temperature gets high enough, nuclear fusion will ignite and form a protostar. The protostar is 'born' when it begins to emit enough radiative energy to balance out its gravity and halt gravitational collapse.


          Typically, a cloud of material remains a substantial distance from the star before the fusion reaction ignites. This remnant cloud is the protostar's protoplanetary disk, where planets may form. Recent infrared observations show that dust grains in these protoplanetary disks are growing, beginning on the path towards forming planetesimals.


          Once the protostar enters into its main sequence phase, it is classified as a star. Even though most planetary disks can form planets, observations show that intense stellar radiation should have destroyed any proplyds that formed near the Trapezium group, if the group is as old as the low mass stars in the cluster. Since proplyds are found very close to the Trapezium group, it can be argued that those stars are much younger than the rest of the cluster members.


          


          Stellar wind and effects


          Once formed, the stars within the nebula emit a stream of charged particles known as a stellar wind. Massive stars and young stars have much stronger stellar winds than the Sun. The wind forms shock waves when it encounters the gas in the nebula, which then shapes the gas clouds. The shock waves from stellar wind also play a large part in stellar formation by compacting the gas clouds, creating density inhomogeneities that lead to gravitational collapse of the cloud.


          


          There are three different kinds of shocks in the Orion Nebula. Many are featured in Herbig-Haro objects:


          
            	Bow shocks are stationary and are formed when two particle streams collide with each other. They are present near the hottest stars in the nebula where the stellar wind speed is estimated to be thousands of kilometers per second and in the outer parts of the nebula where the speeds are tens of kilometers per second. Bow shocks can also form at the front end of stellar jets when the jet hits interstellar particles.

          


          
            	Jet-driven shocks are formed from jets of material sprouting off newborn T Tauri stars. These narrow streams are traveling at hundreds of kilometers per second, and become shocks when they encounter relatively stationary gases.

          


          
            	Warped shocks appear bow-like to an observer. They are produced when a jet-driven shock encounters gas moving in a cross-current.

          


          The dynamic gas motions in M42 are complex, but are trending out through the opening in the bay and toward the Earth. The large neutral area behind the ionized region is currently contracting under its own gravity.


          


          Evolution


          
            [image: Panoramic image of the center of the nebula, taken by the Hubble Telescope. This view is about 2.5 light years across. The Trapezium is at center left. Credit:NASA/ESA.]

            
              Panoramic image of the center of the nebula, taken by the Hubble Telescope. This view is about 2.5 light years across. The Trapezium is at centre left. Credit:NASA/ESA.
            

          


          Interstellar clouds like the Orion Nebula are found throughout galaxies such as the Milky Way. They begin as gravitationally bound blobs of cold, neutral hydrogen, intermixed with traces of other elements. The cloud can contain hundreds of thousands of solar masses and extend for hundreds of light years. The tiny force of gravity that could compel the cloud to collapse is counter-balanced by the very faint pressure of the gas in the cloud.


          Whether due to collisions with a spiral arm, or through the shock wave emitted from supernovae, the atoms are precipitated into heavier molecules and the result is a molecular cloud. This presages the formation of stars within the cloud, usually thought to be within a period of 10-30 million years, as regions pass the Jeans mass and the destabilized volumes collapse into disks. The disk concentrates at the core to form a star, which may be surrounded by a protoplanetary disk. This is the current stage of evolution of the nebula, with additional stars still forming from the collapsing molecular cloud. The youngest and brightest stars we now see in the Orion Nebula are thought to be less than 300,000 years old, and the brightest may be only 10,000 years in age.


          Some of these collapsing stars can be particularly massive, and can emit large quantities of ionizing ultraviolet radiation. An example of this is seen with the Trapezium cluster. Over time the ultraviolet light from the massive stars at the centre of the nebula will push away the surrounding gas and dust in a process called photo evaporation. This process is responsible for creating the interior cavity of the nebula, allowing the stars at the core to be viewed from Earth. The largest of these stars have short life spans and will evolve to become supernovae.


          Within about 100,000 years, most of the gas and dust will be ejected. The remains will form a young open cluster, a cluster of bright, young stars surrounded by wispy filaments from the former cloud. The Pleiades is a famous example of such a cluster.


          
            Retrieved from " http://en.wikipedia.org/wiki/Orion_Nebula"
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              	Geography
            


            
              	Area

              	Ranked 16th
            


            
              	-Total

              	382 sqmi ( 990 km)
            


            
              	-% Water

              	?
            


            
              	Admin HQ

              	Kirkwall
            


            
              	ISO 3166-2

              	GB-ORK
            


            
              	ONS code

              	00RA
            


            
              	Demographics
            


            
              	Population

              	Ranked 32nd
            


            
              	
                -Total (2006

                )

              

              	
                19,800

              
            


            
              	- Density

              	
                20/km (52/sqmi)

              
            


            
              	Politics
            


            
              	Orkney Islands Council

              http://www.orkney.gov.uk/
            


            
              	Control

              	Independent
            


            
              	MPs

              	
                
                  	Alistair Carmichael

                

              
            


            
              	MSPs
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          Orkney (Orkneys or Orkney Islands, 'rcaibh' in Gaelic) is an archipelago in northern Scotland, situated 10 miles (16 km) north of the coast of Caithness. Orkney comprises over 70 islands; around 20 are inhabited. The largest island, known as " Mainland," has an area of 202 sq mi (523 km), making it the sixth-largest Scottish island and the tenth-largest island in the British Isles. The largest settlement and administrative centre is Kirkwall.


          Orkney is one of the 32 council areas of Scotland, a constituency of the Scottish Parliament, a lieutenancy area, and a former county. The local council is Orkney Islands Council, the only Council in Scotland in which all the elected members are independent.


          Orkney has been inhabited for at least 5,500 years. Originally inhabited by neolithic tribes and then by the Picts, Orkney was invaded and finally annexed by Norway in 875 and settled by the Norse. It was subsequently re-annexed to the Scottish Crown in 1472, following the failed payment of a dowry agreement.


          Orkney contains some of the oldest and best-preserved Neolithic sites in Europe, and the " Heart of Neolithic Orkney" is a designated UNESCO World Heritage Site.


          


          Origin of the name


          The name of the islands is first recorded by the ancient geographer Claudius Ptolemaeus (born AD 90, died AD 168), who called them Orcades. The old Gaelic name for the islands was Insi Orc which means the "Island of the Orcs". An orc is a young pig or boar. When the Norwegian Vikings arrived on the islands they interpreted the word orc to be orkn which is Old Norse for pinnipeds or common seal. The suffix ey means island. Thus the name became Orkneyjar which was shortened to Orkney in English.


          


          History
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              Ring of Brodgar
            

          


          


          Prehistory and Iron Age


          A charred hazelnut shell, recovered during the excavations at Longhowe in Tankerness in 2007, has been dated to 6820-6660 BC. Apart from this, the earliest known settlement is at Knap of Howar, a Neolithic farmstead on the island of Papa Westray. It dates from 3500 BC. The village of Skara Brae, Europe's best-preserved Neolithic settlement, is believed to have been inhabited from around 3100 BC. Other remains from that era include the Standing Stones of Stenness, the Maeshowe passage grave, the Ring of Brodgar and other standing stones. Many of the Neolithic settlements were abandoned around 2500 BC due to changes in the climate.


          The Iron Age inhabitants were Picts, evidence of whose occupation still exists in " weems" or underground houses, and " brochs" or round towers, such as the Broch of Gurness. During the Roman invasion of Britain the "King of Orkney" was one of 11 British leaders who submitted to the Emperor Claudius in AD 43 at Colchester. If, as seems likely, the Dalriadic Gaels established a footing in the islands towards the beginning of the 6th century, their success was short-lived, and the Picts regained power and kept it until dispossessed by the Norsemen in the 9th century. In the wake of the Scots, incursionists followed the Celtic missionaries about 565. They were companions of Saint Columba and their efforts to convert the folk to Christianity seem to have impressed the popular imagination, for several islands bear the epithet "Papa" in commemoration of the preachers.


          


          Norwegian rule
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              Harald Hrfagre took control over Orkney in 875
            

          


          Orkney and Shetland saw a significant influx of Norwegian settlers towards the end of the 8th century and first half of the 9th century. This was due to the overpopulation of Norway in comparison to the resources and arable land available there at the time. History once held that the Norwegians largely replaced the original population on the islands, the Picts, though contemporary DNA studies refute this, suggesting instead a slight majority of aboriginal Pictish genes. The nature of the shift in population is the subject of differing theories as little hard evidence remains. These theories range from complete genocide to intermarriage and cultural domination through a gradual majority dominance. According to Dr. Jim Wilson, an Edinburgh scientist with a company named EthnoAncestry, archaeogenetic evidence suggests that "Vikings, who colonised Orkney, did so by eradicating nearly every male member of its Pictish population" (Observer, Dec. 31, 2006).


          Vikings having made the islands the headquarters of their buccaneering expeditions (carried out indifferently against their own Norway and the coasts and isles of Scotland), Harald Hrfagre ("Harald Fair Hair") subdued the rovers in 875 and annexed both Orkney and Shetland to Norway. Ragnvald, Earl of Mre received Orkney and Shetland as an earldom from the king as reparation for his son being killed in battle in Scotland. Ragnvald gave the earldom on to his brother Sigurd the Mighty. Eirik Bloodaxe followed his father on the throne, but when his half-brother Hkon the Good returned to Norway from England Eirik's support disappeared and he fled the country. He was given Nordimbraland ( Northumberland) as a fief by King Athelstan of England and settled in Jorvik (York), but was expelled by Athelstan's brother Edmund in 941 because of his raids in Ireland and Brittany. Eirik fled to Orkney and lived there until he was killed in the Battle of Stainmore in England in 954. His sons continued to live on Orkney and challenged Hkon the Good's rule of Norway several times under the leadership of Harald Greyhide. The sons of Eirik eventually gained control of Norway.


          
            [image: Olav Tryggvason Christianized Orkney. Painting by Peter Nicolai Arbo]

            
              Olav Tryggvason Christianized Orkney. Painting by Peter Nicolai Arbo
            

          


          The islands were Christianized by Olav Tryggvasson in 995 when he stopped in the islands on his way from Ireland to Norway. The King summoned Sigurd jarl (Earl Sigurd) and ordered him to let himself be baptised in the Christian faith. Sigurd was unwilling, but gave in when the King threatened to kill his son Hvelp. The islands received their own bishop in the early 1000s. From 1153 to 1472 the Kirkjuvg bishopric was subordinate to the archbishop of Nidaros (today's Trondheim).


          The martyrdom of Earl Magnus resulted in the building of St. Magnus Cathedral in Kirkwall. The islands remained under the rule of Norse earls until 1231, when the line of the jarls became extinct. In that year, the Earldom of Caithness was granted to Magnus, second son of the Earl of Angus, whom the king of Norway apparently confirmed in the title. Recent studies from the field of population genetics reveal a significant percentage of Norse ethnic heritage up to one third of the Y chromosomes on the islands are derived from western Norwegian sources, whereas in Shetland over half the male lineage is Norse.
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              St Magnus Cathedral in Kirkwall
            

          


          


          The Norr-eyjar


          Likewise a Norse kingdom, the Kingdom of Mann and the Isles existed in the British Isles from 1079 till 1266. In 1164 it was split into the Kingdom of the Hebrides (Sodor) and the Kingdom of Mann.


          Sodor (Sur-eyjar), or the South Isles, was given in contradistinction to Nordr (Norr-eyjar), or the North Isles, i. e. the Orkneys and Shetlands, and it included the Hebrides, all the smaller Western Isles of Scotland, and Mann. ( is pronounced th as in father). (Ref. to Manxnotebook) Even today, the Bishop of the Isle of Man is the Bishop of Sodor and Mann


          


          Scottish rule
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              James III and Margaret, their betrothal led to Orkney passing from Norway to Scotland
            

          


          In 1468, Orkney and Shetland were pledged by Christian I, in his capacity as king of Norway, as security against the payment of the dowry of his daughter Margaret, betrothed to James III of Scotland. The cash dowry was never paid, so the islands were forfeited to the Crown of Scotland. In 1471, James bestowed the castle and lands of Ravenscraig, in Fife, on William, Earl of Orkney, in exchange for all his rights to the Earldom of Orkney, which, by an Act of the Parliament of Scotland, passed on February 20, 1472, was annexed to the Scottish Crown.


          


          Modern Orkney


          Orkney was the site of a major Royal Navy base at Scapa Flow, which played a major role in both World War I and II. After the Armistice in 1918, the German High Seas Fleet was transferred in its entirety to Scapa Flow while a decision was to be made on its future; however, the German sailors opened their sea-cocks and scuttled all the ships. Most ships were salvaged, but the remaining wrecks are now a favoured haunt of recreational divers. One month into World War II, the Royal Navy battleship HMS Royal Oak was sunk by a German U-boat in Scapa Flow. As a result barriers were built to close most of the access channels; these had the additional advantage of creating causeways whereby travellers can go from island to island by road instead of being obliged to rely on boats. The causeways were constructed by Italian prisoners of war, who also constructed the ornate Italian Chapel.


          


          Islands


          


          The Mainland


          
            [image: Stromness, on Mainland, is the 2nd largest settlement on Orkney]
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          The Mainland is the largest island of Orkney. Both of Orkney's burghs, Kirkwall and Stromness, are on this island, which is also the heart of Orkney's transportation system, with ferry and air connections to the other islands and to the outside world. The island is more densely populated (75% of Orkney's population) than the other islands and has much fertile farmland. The name Mainland is a corruption of the Old Norse 'Meginland'.


          Kirkwall lies on a narrow strip of land between West Mainland (the major portion) and East Mainland. The island is mostly low-lying (especially East Mainland), but with coastal cliffs to the north and west and two sizeable lochs. Mainland contains the remnants of numerous Neolithic, Pictish and Viking constructions. The Neolithic constructions include two major stone circles; Standing Stones of Stenness and the Ring of Brodgar; several cairns, most notably Maeshowe; and a stone-built settlement Skara Brae.


          With two exceptions, the other islands in the group are classified as north or south of the Mainland. The exceptions are the remote islets of Sule Skerry and Sule Stack, which lie 37miles (60km) west of the archipelago, but officially form part of Orkney.


          


          The North Isles


          The northern group of islands is the most extensive and consists of a large number of moderately sized islands, linked to the Mainland by ferries. Most of the islands described as " holms" are very small.


          


          Inhabited islands


          
            	Auskerry is south of Stronsay and has a population of 5 (2001 census). It has been designated a Special Protection Area due to its importance as a nesting area for Arctic Tern and Storm Petrel.


            	Eday extends to 11 square miles (28 km); it is the 9th largest island. The centre is moorland and the island's main industries have been peat extraction and limestone quarrying. It is connected to the Mainland by ferry (Backaland to Kirkwall) and air.


            	Egilsay lies east of Rousay. It is largely farmland and is known for its corncrakes, although none have been seen for a number of years, and for the only surviving, but roofless, round-towered church in Orkney. It is connected indirectly with the Mainland by ferry via Wyre and Rousay. St Magnus is said to have been executed on Egilsay.


            	Gairsay is inhabited by one family, who issue their own postage stamps (permitted due to the lack of a Royal Mail service).


            	North Ronaldsay lies 2.5miles (4km) north of its nearest neighbour, Sanday. Its climate is changeable and frequently inclement, with the surrounding waters being stormy and treacherous. Of significance are a bird observatory, Britain's tallest land based lighthouse tower and an unusual dry stane dyke along the shoreline built to keep the seaweed eating North Ronaldsay sheep off of the arable land. It is connected to the Mainland by air and ferry.


            	Papa Stronsay lies north east of Stronsay. A fertile island, it was once an important centre for herring curing, but was abandoned in the 1970s. It is has been home to a Transalpine Redemptorist monastery (called Golgotha monastery) since 1999.


            	Papa Westray, also known as Papay, has a population of 70. Of significance are an RSPB nature reserve (terns and skuas), the Knap of Howar (probably the oldest preserved house in northern Europe), a 12th century recently restored church (St Boniface Kirk) and other neolithic and Viking remains. It is connected to Westray and the Mainland by air and ferry.


            	Rousay is the joint 3rd largest (19 sq mi / 49 km) island about 2miles (3km) north of Orkney's Mainland. In the 2001 census, it had a population of 212. Farming, fishing, fish-farming, craft and tourism provide most of the income. There is one circular road round the island, about 14miles (23km) long, and most arable land lies in the few hundred yards between this and the coastline. Seals and otters can be found as can many remains of past occupation.


            	Sanday is the largest of the North Isles, with a population of approximately 500. As with most other Orkney islands, farming, fishing and tourism are the main sources of income. Attractions include the 5,000-year-old Quoyness chambered cairn.


            	Shapinsay is the 8th largest island at 12 square miles (31 km). It is connected to the Mainland by ferry (Balfour to Kirkwall). Shapinsay is known for the Iron Age Broch of Burroughston and the Dishan Tower, sea caves and cliffs, for birds including pintail, wigeon and shovelers, and Balfour Castle.


            	Stronsay has a population of 343 and is the 7th largest island. Its main village is Whitehall.


            	Westray has a population of 550 and is the 6th largest island. It is connected by ferry and air to Mainland and Papa Westray.


            	Wyre lies south-east of Rousay and has a population of about 18. Cubbie Roo's castle (1150) is possibly the oldest castle in Scotland.

          


          


          Others


          Calf of Eday, Damsay, Eynhallow, Faray, Helliar Holm, Holm of Faray, Holm of Huip, Holm of Papa, Holm of Scockness, Kili Holm, Linga Holm, Muckle Green Holm, Rusk Holm, Sweyn Holm


          


          The South Isles


          The southern group of islands surrounds Scapa Flow. Hoy is the highest of the Orkney Isles, while South Ronaldsay, Burray and Lamb Holm are linked to the Mainland by the Churchill Barriers. The Pentland Skerries lie further south, close to the Scottish mainland.


          


          Inhabited islands
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              Hoy Lighthouse on Graemsay
            

          


          
            	Burray lies to the east of Scapa Flow and is linked by causesway to Glimps Holm and South Ronaldsay. It is home to the Orkney Fossil Museum and has a population of 357 (2001 census).


            	Flotta is known for its large oil terminal and is linked by ferry to Houton across the Scapa Flow on the Mainland, and to Lyness and Longhope on Hoy. During the both World Wars the island was home to a naval base.


            	Graemsay has a population of around 30. Birds include oystercatchers, ringed plovers, redshank and curlew. it is linked by ferry to Stromness on the Mainland and Moaness on Hoy.


            	Hoy with an area of 55 square miles (142 km) is the second largest island. Significant features are the highest vertical sea-cliffs in the UK, the Old Man of Hoy, the most northerly surviving natural woodland in the British Isles, the most northerly Martello Towers, the highest point in Orkney, the main naval base for Scapa Flow in both World Wars, an unusual rock-cut tomb and an RSPB reserve (skuas and red-throated divers)


            	South Ronaldsay is linked by causeway to Burray. With an area of 19 square miles (49 km) it is the joint third largest island. Of significance are Boys' Ploughing Match, the Tomb of the Eagles (neolithic). It is connected by ferry to the Scottish mainland (Burwick to John o' Groats and St. Margaret's Hope to Gills Bay).


            	South Walls has a population of 120 and is sometimes considered to be part of Hoy, to which it is linked by the Ayre. It forms the south side of Longhope harbour.

          


          


          Others


          Calf of Flotta, Cava, Copinsay, Corn Holm, Fara, Glims Holm, Hunda, Lamb Holm (home of the Italian Chapel), Rysa Little, Switha, Swona


          


          Politics


          Orkney is represented in the House of Commons as part of the Orkney and Shetland constituency, which elects one Member of Parliament (MP) by the first past the post system of election. The current MP is Alistair Carmichael of the Liberal Democrats.


          In the Scottish Parliament the Orkney constituency elects one Member of the Scottish Parliament (MSP) by the first past the post system. The current MSP is Liam McArthur of the Liberal Democrats. Before McArthur the MSP was Jim Wallace, who was previously Deputy First Minister. Orkney is within the Highlands and Islands electoral region.


          Orkney Islands Council consists of 21 members, all of whom are independent, that is they are not members of a political party.


          The Orkney Movement, a political party that supported devolution for Orkney from the rest of Scotland contested the 1987 UK general election as the Orkney and Shetland Movement (a coalition of the Orkney movement and its equivalent for Shetland). The Scottish National Party chose not to contest the seat to give the movement a "free run". Their candidate, John Goodlad, came 4th with 3,095 votes, 14.5% of the those cast but the experiment has not been repeated.


          


          Geography
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          The Pentland Firth is a seaway which separates Orkney from the mainland of Scotland. The firth is 6.8miles (11km) wide between Brough Ness on the island of South Ronaldsay and Duncansby Head in Caithness.


          Orkney lies between 58 41' and 59 24' North, and 2 22' and 3 26' West, measuring 50miles (80km) from northeast to southwest and 29miles (47km) from east to west, and covers 375square miles (971km). Except for some sharply rising sandstone hills and rugged cliffs on the west of the larger ones, the islands are mainly lowlying.


          The hilliest island is Hoy; the highest point in Orkney, Ward Hill, is to be found there. The only other islands containing heights of any importance are the Mainland, with (another) Ward Hill (879 ft/268 m) and Wideford Hill; and Rousay. Nearly all of the islands have lochs (lakes): The Loch of Harray and the Loch of Stenness on the Mainland attain noteworthy proportions. The rivers are merely streams draining the high land. Excepting on the west fronts of the Mainland, Hoy and Rousay, the coastline of the islands is deeply indented, and the islands themselves are divided from each other by straits generally called "sounds" or "firths". However, off the northeast of Hoy the designation "Bring Deeps" is used. South of the Mainland is Scapa Flow and to the southwest of Eday is found the Fall of Warness.


          The names of the islands indicate their nature: the terminal "a" or "ay" represents the Norse ey, meaning "island". The islets are usually styled "holms" and the isolated rocks "skerries".


          The tidal currents, or races, or "roosts" (as some of them are called locally, from the Norn) off many of the isles run with high velocity, and whirlpools are of frequent occurrence, occasionally strong enough to prove a source of danger to small craft.


          The islands are notable for the absence of trees, which is partly accounted for by the amount of wind. The formation of peat is evidence that this was not always the case, and deliberate deforestation is believed to have taken place at some stage prior to the Neolithic, the use of stone in settlements such as Skara Brae being evidence of the lack of availability of timber for building.


          Most of the land is taken up by farms, and agriculture is by far the most important sector of the economy, with fishing also being a major occupation. Orkney exports beef, cheese, whisky, beer, fish and seafood.


          


          Geology
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          The superficial rock is almost entirely Old Red Sandstone. As in the neighbouring mainland county of Caithness, these rocks rest upon the metamorphic rocks of the eastern schists, as may be seen on Mainland, where a narrow strip is exposed between Stromness and Inganess, and again in the small island of Graemsay; they are represented by grey gneiss and granite.


          The upper division of the Old Red Sandstone is found only on Hoy, where it forms the Old Man of Hoy and neighbouring cliffs on the northwest coast. The Old Man of Hoy presents a characteristic section, for it exhibits a thick pile of massive, current-bedded red sandstones resting upon a thin bed of amygdaloidal porphyrite near the foot of the pinnacle. This, in its turn, lies unconformably upon steeply inclined flagstones. This bed of volcanic rock may be followed northward in the cliffs, and it may be noticed that it thickens considerably in that direction.


          The Lower Old Red Sandstone is represented by well-bedded flagstones over most of the islands; in the south of the Mainland these are faulted against an overlying series of massive red sandstones, but a gradual passage from the flagstones to the sandstones may be followed from Westray southeastwards into Eday. A strong synclinal fold traverses Eday and Shapinsay, the axis being North and South. Near Haco's Ness in Shapinsay there is a small exposure of amygdaloidal diabase, which is older than that on Hoy.


          Many indications of ice action are found on these islands; striated surfaces are to be seen on the cliffs in Eday and Westray, in Kirkwall Bay and on Stennie Hill in Eday; boulder clay, with marine shells, and with many boulders of rocks foreign to the islands ( chalk, oolitic limestone, flint, etc), which must have been brought up from the region of Moray Firth, rests upon the old strata in many places. Local moraines are found in some of the valleys in Mainland and Hoy.


          


          Climate


          The climate is remarkably temperate and steady for such a northerly latitude. The average temperature for the year is 8 C (46 F), for winter 4 C (39 F) and for summer 12 C (54 F).


          The average annual rainfall varies from 850 mm (33 in) to 940 mm (37 in). Fogs occur during summer and early autumn, and furious gales may be expected four or five times in the year.


          To tourists, one of the fascinations of the islands is their nightless summers. On the longest day, the sun rises at 03:00 and sets at 21:29 GMT and darkness is unknown. It is possible to read at midnight and very few stars can be seen in the night sky. Winter, however, is long. On the shortest day the sun rises at 09:05 and sets at 15:16.


          The soil generally is a sandy loam or a strong but friable clay, and very fertile. Large quantities of seaweed as well as lime and marl are available for manure.


          


          Economy


          The woollen trade once promised to reach considerable dimensions, but towards the end of the 18th century was superseded by the linen (for which flax came to be largely grown); and when this in turn collapsed before the products of the mills of Dundee, Dunfermline and Glasgow, straw-plaiting was taken up, though only to be killed in due time by the competition of the south. The kelp industry was formerly of at least minor importance.


          For several centuries the Dutch practically monopolised the herring fishery, but when their supremacy was destroyed by the salt duty, the Orcadians failed to seize the opportunity thus presented, and George Barry (died 1805) recorded that in his day the fisheries were almost totally neglected. The industry, however, revived, concentrating on herring, cod and ling, but also catching lobsters and crabs.


          In the 17th century, Orcadians formed the overwhelming majority of employees of the Hudson's Bay Company in Canada. The harsh climate of the Orkneys and the Orcadian reputation for sobriety made them ideal candidates for the rigours of the Canadian north. Today, many of the Mtis people of western Canada trace their history to the Orkneys.


          In recent years, the Orkney economy has seen growth in areas other than the traditional agriculture, livestock farming, and fishing. These include tourism; food and beverage manufacture; jewellery, knitwear, and other crafts production; construction; and oil transportation through the Flotta oil terminal. Public services also play a significant role.


          Orkney has significant wind, and marine energy resources and renewable energy has recently come into prominence. The European Marine Energy Centre (EMEC) is a Scottish Government-backed research facility that has installed a wave testing system at Billia Croo on the Orkney mainland and a tidal power testing station on the nearby island of Eday. At the official opening of the Eday project the site was described as "the first of its kind in the world set up to provide developers of wave and tidal energy devices with a purpose-built performance testing facility.". Funding for the UK's first wave farm was announced by the Scottish Government in 2007. It will be the world's largest, with a capacity of 3 MW generated by four Pelamis machines at a cost of over 4 million. During 2007 Scottish and Southern Energy plc in conjunction with the University of Strathclyde began the implementation of a 'Regional Power Zone' in the Orkney archipelago. This ground-breaking scheme (that may be the first of its kind in the world) involves 'active network management' that will make better use of the existing infrastructure and allow a further 15MW of new 'non-firm generation' output from renewables onto the network.


          


          Transport


          


          Air


          The main airport in Orkney is Kirkwall Airport, operated by Highland and Islands Airports. Loganair, a franchise of British Airways provides services to the Scottish Mainland ( Aberdeen, Edinburgh, Glasgow and Inverness), as well as to Sumburgh Airport in Shetland.


          Within Orkney, the council operates airfields on most of the larger islands including Stronsay, Eday, North Ronaldsay, Westray, Papa Westray, and Sanday. The shortest scheduled air service in the world, between the islands of Westray and Papa Westray, is scheduled at two minutes duration but can take less than one minute if the wind is in the right direction.


          


          Ferry


          Ferries serve both to link Orkney to the rest of Scotland, and also to link together the various islands of the Orkney archipelago. Ferry services operate between Orkney and the Scottish Mainland and Shetland on the following routes:


          
            	Lerwick to Kirkwall (operated by Northlink Ferries)


            	Aberdeen to Kirkwall (operated by Northlink Ferries)


            	Scrabster to Stromness (operated by Northlink Ferries)


            	Gills Bay to St Margaret's Hope (operated by Pentland Ferries)


            	John o' Groats to Burwick on South Ronaldsay (seasonal passenger only service, operated by John o' Groats Ferries)

          


          Inter-island ferry services connect all the inhabited islands to Orkney Mainland, and are operated by Orkney Ferries, a company owned by Orkney Islands Council.


          


          Road


          There are ideas being discussed to build an undersea tunnel between Orkney and the Scottish Mainland, at a length of about 9-10 miles (15-16 km) or (more likely) one connecting Orkney Mainland to Shapinsay.


          Sport


          The Orkney Amateur Football Association runs leagues between late April and early September, and teams also compete in the Highland Amateur Cup. There are also several Hockey clubs.


          Orkney competes in the biannual Island Games.


          


          Heritage
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          Located in West Mainland is the 'Heart of Neolithic Orkney', a designated UNESCO World Heritage Site. This comprises a group of Neolithic monuments which consist of a large chambered tomb ( Maes Howe), two ceremonial stone circles (the Standing Stones of Stenness and the Ring of Brodgar) and a settlement ( Skara Brae), together with a number of unexcavated burial, ceremonial and settlement sites. The group constitutes a major prehistoric cultural landscape which gives a graphic depiction of life in this remote archipelago in the far north of Scotland some 5,000 years ago.


          Viking settlers comprehensively occupied Orkney, and the islands became a possession of Norway until being given to Scotland during the 15th century as part of a dowry settlement. Evidence of the Viking presence is widespread, and includes the settlement at the Brough of Birsay, the vast majority of place names, and runic inscriptions at Maeshowe and other ancient sites.


          


          Language


          At the beginning of recorded history the islands were inhabited by the Picts, whose language is unknown. Opinions on the nature of Pictish vary from its having been a Celtic language, to its not having been Indo-European at all. Katherine Forsyth claims that the Ogham script on the Buckquoy spindle-whorl is evidence for the pre-Norse existence of Old Irish in Orkney.


          After the Norse occupation the toponymy of Orkney became almost wholly West Norse. The Norse language evolved into the local Norn, which lingered until the end of the 18th century, when it finally died out. Norn was replaced by the Orcadian dialect of Insular Scots. This dialect is at a low ebb due to the constant influences of television, education and the large number of incomers. However attempts are being made to revitalise its use by some writers and radio presenters.


          However, the distinctive sing-song accent and many dialect words of Norse origin continue to be used. The Orcadian dialect lingers in the remoter parts of the archipelago. Studies made by Gregor Lamb and others demonstrate the Norse influence on the grammar of Orcadian. The Orcadian word most frequently encountered by visitors is "peedie" (peerie in Shetland), meaning small, which may be derived from the French "petit".


          


          Orcadians
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          An Orcadian is a native of Orkney, a term that reflects a strongly held identity with a tradition of understatement.


          Although the annexation of the earldom by Scotland in 1472 took place over five centuries ago, most Orcadians regard themselves as Orcadians first and Scots second. (Readers of Scott's The Pirate will remember the frank contempt which Magnus Troil expressed for the Scots).


          When an Orcadian speaks of "Scotland", they are talking about the land to the immediate south of the Pentland Firth. When an Orcadian speaks of "the mainland", they mean Mainland, Orkney. They are emphatic that tartan, clans, bagpipes and the like are traditions from the Scottish Highlands and are not a part of the islands' indigenous culture . However, at least two tartans with Orkney connexions have been registered , and there are pipe bands in Orkney . A district tartan has been designed for Sanday by one of the island's residents, although it has not yet been officially adopted by the island authorities. It represents the sea, the distinctive sandy beaches and green meadows of the island, and the vertical stripes of Start Point lighthouse.


          Native Orcadians refer to the non-native residents of the islands as "Ferry Loupers", a term that has been in use for nearly two centuries at least. This designation is celebrated in the Orkney Trout Fishing Association's "Ferryloupers Trophy", demonstrating that it was originally a non-derogatory appellation although it can be used in a derogatory manner.


          


          Well-known Orcadians


          In family name alphabetical order:


          
            	James Atkine (1613-1687), bishop first of Moray and afterwards of Galloway


            	William Balfour Baikie (1825-1864), traveller in Africa


            	George Mackay Brown (1921-1996), poet, author, playwright


            	Mary Brunton (1778-1818), author of Self-Control, Discipline and other novels


            	Stanley Cursiter (1887-1976), artist


            	William Towrie Cutt (1898-1981), author


            	Walter Traill Dennison (1826-1894), Orcadian folklorist


            	Magnus Erlendsson (Saint Magnus) (c.1070-c.1117), Earl of Orkney c.1105-1117


            	Matthew Forster Heddle (1828-1897), mineralogist, author of The Mineralogy of Scotland


            	Malcolm Laing (1762-1818), author of the History of Scotland from the Union of the Crowns to the Union of the Kingdoms


            	Samuel Laing (1780-1868), author of A Residence in Norway, and translator of the Heimskringla, the Icelandic chronicle of the kings of Norway


            	Samuel Laing (1812-1897), chairman of the London, Brighton & South Coast railway, and introducer of the system of "parliamentary" trains with fares of one penny a mile


            	Magnus Linklater (b.1942), journalist, son of Eric Linklater


            	John D Mackay (b.1909), headmaster and Orkney patriot


            	Murdoch McKenzie (d.1797), hydrographer


            	Edwin Muir (1887-1959), author and poet


            	Dr. John Rae (1813-1893), Arctic explorer


            	Rognvald Kali Kolsson (Saint Rognvald) (c.1103-1158), Earl of Orkney 1136-1158


            	Julyan Sinclair, television presenter


            	William Tomison (1766-1818), Chief Factor at the Hudsons Bay Company


            	Thomas Stewart Traill (1781-1862), professor of medical jurisprudence at Edinburgh University and editor of the 8th edition of the Encyclopaedia Britannica


            	Cameron Stout (b.1971)winner of Big Brother in 2003, brother of Julyan Sinclair


            	William Walls (1819-1893), lawyer and industrialist


            	Wrigley twins Jennifer and Hazel, international folk duo


            	Kristin Linklater, born 1946, voice teacher, actor, director and author

          


          


          People associated with Orkney


          
            	Rev. Matthew Armour (1820-1903), Sanday's radical Free Kirk Minister


            	Sir Peter Maxwell Davies (b.1934), composer and Master of the Queen's Music


            	Lt.-Col. George Faulknor Francis Horwood (1838-1897), Deputy Lieutenant of Orkney


            	Andrew Greig (b.1951), Scottish writer


            	Jo Grimond (1913-1993), Liberal Party leader and MP for Orkney and Shetland 1950-1983


            	David Harvey (b.1948), footballer


            	Eric Linklater (1899-1974), novelist, playwright, journalist, essayist and poet


            	William Sichel (b.1951), ultra distance runner


            	Luke Sutherland (b.1971), writer of novels Jelly Roll, Sweetmeat and Venus as a Boy
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              Fossil range: Triassic-Cretaceous
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Ornithischia

                    Seeley, 1888
                  

                

              
            


            
              	Suborders
            


            
              	
                
                  	 Cerapoda


                  	 Thyreophora

                

              
            

          


          Ornithischia (pronounced /ɔrnɪˈɪskiə/) or Predentata is an extinct order of beaked, herbivorous dinosaurs. The name ornithischia is derived from the Greek ornitheos () meaning 'of a bird' and ischion () meaning 'hip joint'. They are known as the 'bird-hipped' dinosaurs because of their bird-like hip structure, even though birds actually descended from the 'lizard-hipped' dinosaurs (the saurischians). Being herbivores that sometimes lived in herds, they were more numerous than the saurischians. They were prey animals for the theropods and were smaller than the sauropods.


          


          Characteristics
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              Edmontosaurus pelvis (showing ornithischian structure - left side) Oxford University Museum of Natural History
            

          


          The Dinosauria superorder was divided into the two orders Ornithischia and Saurischia by Harry Seeley in 1887. This division, which has generally been accepted, is based on the evolution of the pelvis into a more bird-like structure (although birds did not descend from these dinosaurs), details in the vertebrae and armor and the possession of a 'predentary' bone. The predentary is an extra bone in the front of the lower jaw, which extends the dentary (the main lower jaw bone). The predentary coincides with the premaxilla in the upper jaw. Together they form a beak-like apparatus used to clip off plant material.


          The ornithischian pubis bone points downward and toward the tail (backwards), parallel with the ischium, with a forward-pointing process to support the abdomen. This makes a four-pronged pelvic structure. In contrast to this, the saurischian pubis points downward and towards the head (forwards), as in ancestral lizard types. Ornithischians also had smaller holes in front of their eye sockets (antorbital fenestrae) than saurischians, and a wider, more stable pelvis. A bird-like pubis arrangement, parallel to the vertebral column, independently evolved three times in dinosaur evolution, namely in the ornithischians, the therizinosauroids and in bird-like dromaeosaurids.


          


          Classification


          


          Taxonomy


          Linnaean ranks after Benton (2004),


          
            	
              Order Ornithischia

              
                	Family Pisanosauridae


                	Family Fabrosauridae


                	
                  Suborder Thyreophora - (armored dinosaurs)

                  
                    	Family Scelidosauridae


                    	Infraorder Stegosauria


                    	Infraorder Ankylosauria

                  

                


                	
                  Suborder Cerapoda

                  
                    	Family Heterodontosauridae


                    	
                      Infraorder Ornithopoda

                      
                        	Family Hypsilophodontidae *


                        	Family Hadrosauridae - (duck-billed dinosaurs)

                      

                    


                    	Infraorder Pachycephalosauria


                    	Infraorder Ceratopsia - (horned dinosaurs)

                  

                

              

            

          


          


          Phylogeny


          The ornithischians are divided in the two clades: the first are the Thyreophora and the second the Cerapoda. The Thyreophora include the Stegosauria (like the armored Stegosaurus) and the Ankylosauria (like Ankylosaurus). The Cerapoda include the Marginocephalia ( Ceratopsia like the frilled ceratopsidae and Pachycephalosauria) and the Ornithopoda (among which duck-bills (hadrosaurs) such as Edmontosaurus). The Cerapoda are a relatively recent grouping (Sereno, 1986), and may conceivably be identical to (synonymous with) the older group, Ornithopoda: most of these divisions are not true by definition.

          
Ornithischia
|-? Pisanosaurus
`--+-? Fabrosauridae
 `-- Genasauria
  |-- Thyreophora
  | |-- Scutellosaurus
  | `-- Thyreophoroidea
  |  |-- Emausaurus
  |  `-- Eurypoda
  |  |-- Stegosauria
  |  `-- Ankylosauromorpha
  |   |--Scelidosaurus
  |   `-- Ankylosauria
  `-- Cerapoda
   |-- Stormbergia
   |-- Agilisaurus
   |-- Hexinlusaurus
   |-- Heterodontosauridae
   `--+-- Ornithopoda
   `-- Marginocephalia
    |-- Pachycephalosauria
    `-- Ceratopsia



          (basal Cerapoda after Butler, 2005)
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              Osaka's location in Osaka, Japan.
            


            
              	Location
            


            
              	Country

              	Japan
            


            
              	Region

              	Kansai
            


            
              	Prefecture

              	Osaka
            


            
              	Physical characteristics
            


            
              	Area

              	222.11 km (85.76 sqmi)
            


            
              	Population (as of January 1, 2007)
            


            
              	Total

              	2,636,257

              (17,220,000 in Metropolitan Area)
            


            
              	 Density

              	11,869/km (30,741/sqmi)
            


            
              	Location

              	Coordinates:
            


            
              	Symbols
            


            
              	Tree

              	Sakura
            


            
              	Flower

              	Pansy
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              Flag
            


            
              	Osaka Government Office
            


            
              	Mayor

              	Kunio Hiramatsu
            


            
              	Address

              	1-3-20 Nakanoshima, Kita-ku, Ōsaka-shi, Ōsaka-fu

              530-8201
            


            
              	Phone number

              	06-6208-8181
            


            
              	Official website: City of Osaka
            

          


          Osaka (大阪市, Ōsaka-shi ?) listen is a city in Japan, located at the mouth of the Yodo River on Osaka Bay, in the Kansai region of the main island of Honshū.


          The city is the capital of Osaka Prefecture. Often dubbed the second city of Japan, Osaka was historically the commercial capital of Japan, and to date the heart of Japan's second largest (and the world's ninth largest) metropolitan area of Osaka-Kobe-Kyoto, whose population is 17,220,000.


          A unique title that the city of Osaka holds is the first place in Japan for day to night population ratio of 141%, a depiction of Osaka's economic- and commerce-centric character. While at night time the population ranks third place in the country at 2.6 million, in daytime it surges to 3.7 million, second only after Tokyo.


          Osaka is traditionally considered the "nation's kitchen" (天下の台所, tenka no daidokoro ?) or the gourmet food capital of Japan.


          


          History


          


          The beginnings - Kofun Period


          Some of the earliest signs of habitation in the area of Osaka were found at the Morinomiya ruins (森の宮遺跡, Morinomiya iseki ?), with its shell mounds, including sea oysters and buried human skeletons from the 5 - 6th centuries BC. It is believed that what is today the Uehonmachi area consisted of a peninsular land, with an inland sea in the east. During the Yayoi Period, permanent habitation on the plains grew as rice farming became popular.


          By the Kofun Period, Osaka developed into a hub port connecting the region to the western part of Japan. The large numbers, and the growing of the size of tomb mounds found in the plains of Osaka, are seen as evidence of political power concentrating, leading to the formation of a state.


          


          Asuka and Nara Period


          In 645, Emperor Kōtoku built his palace (難波長柄豊碕宮 Naniwa-no-nagara-no-toyosaki-no-Miya) in Osaka, making this area the capital (Naniwa-kyō). The area which now consists of Osaka city was called by this time Naniwa, a name which still exists as the names of districts in central Osaka as Naniwa (浪速) and Namba (難波). While the capital was moved to Asuka (in Nara Prefecture today) in 655, Naniwa has always been a vital connection, by land and sea, between Yamato (modern day Nara Prefecture), Korea, and China.


          In 744, Naniwa was once again named capital by Emperor Shōmu. Naniwa ceased to be the capital in 745, when the Imperial Court moved back to Heijō-kyō (now Nara). The sea port function was gradually lost over to neighbouring lands by the end of Nara Period, but it remained a lively transit of river, channel and land transportation between Heian-kyō (Kyoto today) and other destinations.


          


          Heian - Edo Period


          
            [image: Osaka Castle]

            
              Osaka Castle
            

          


          In 1496, the Jōdo Shinshū Buddhist sect set up their headquarters in the heavily fortified Ishiyama Hongan-ji on top of the ruins of the old Naniwa imperial palace. In 1570, Oda Nobunaga started a siege of the temple that lasted for 10 years. The monks finally surrendered in 1580, the temple was razed, and Toyotomi Hideyoshi constructed Osaka Castle on its site.


          Osaka was for a long time Japan's most important economic centre with a large percentage of the population belonging to the merchant class (see Four divisions of society). Over the course of the Edo period (16031867), Osaka grew into one of Japan's major cities and returned to its ancient role as a lively and important port. Its popular culture was closely related to ukiyo-e depictions of life in Edo. Developing in parallel with the urban culture of Kyoto and Edo, Osaka likewise featured bunraku and grand kabuki productions, pleasure quarters, and a lively artistic community.


          In 1837 Ōshio Heihachirō, a low ranking samurai, led a peasant insurrection in response to the city's unwillingness to support the many poor and suffering families in the area. Approximately one quarter of the city was razed before shogunal officials put down the rebellion, after which Ōshio killed himself.


          


          Modern Osaka


          The modern city was initially designated in 1889 by government ordinance, starting up with an area of merely 15 km, overlapping today's Chūō and Nishi wards. Later the city went through three major expansions to reach current size of 222 km.


          [bookmark: .22Osaka.22_.28.E5.A4.A7.E9.98.AA.29.2C_Etymology]


          "Osaka" (大阪), Etymology


          Osaka literally means "Large Hill" or "Large Slope".


          It is unclear when the name Ōsaka gained prominence over Naniwa, but the oldest usage of the name dates back to 1496 in a text written about the foundation of the Ishiyama Hongan-ji. At this time, the second kanji was "坂," instead of the "阪" used today. In the beginning of Meiji Era, the government changed the second kanji 坂 to 阪 because the previous one could, if the radicals were read separately, be interpreted as "(will) return to soil" (土に返る), which seemed a bit gloomy. This remains the official spelling today, though the old one is still in very limited use to emphasize history.


          


          Geography


          
            [image: Osaka at night.]
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          The city of Osaka has its west side open to Osaka Bay. It is otherwise completely surrounded by over ten smaller cities, all of them in Osaka Prefecture, with one exception: the city of Amagasaki, belonging to Hyōgo Prefecture, in the northwest. The city occupies a larger area (about 12%) than any other city or district within Osaka Prefecture.


          The two most crowded centers of the city of Osaka are often called by their synonyms: Kita (キタ, lit. north) and Minami (ミナミ, lit. south), at either end of the major thoroughfare Midōsuji. Kita is roughly the area including or surrounding the business and retail district of Umeda. On the other hand, Minami is home to the Namba, Shinsaibashi and Dōtonbori shopping districts. The entertainment area around Dōtonbori Bridge with its famous giant mechanical crab, Cui-daor Mechanical Doll/Restaurant, Triangle Park and Amerikamura ("America Village") is in Minami. The traditional business district, including the courts and regional headquarters of major banks, is primarily located in Yodoyabashi and Honmachi, between Kita and Minami. The newer business district is the OBP, Osaka Business Park, located in the neighbourhood of Osaka Castle. Business districts have also formed around the city's secondary rail termini, such as Tennoji Station and Kyobashi Station.


          The 808 bridges of Naniwa was a famous expression for awe and wonder in old Japan, an almost proverbial adage which was known all across the land. 808 is a large number that in Japan symbolizes the concept uncountable Osaka is crossed by a number of rivers and canals, necessitating many bridges, all of them with specific names (and often lending their name to the surrounding area as well). While some of the waterways, such as the Nagahori canal, are now filled in, the bridges remain as part of this legacy.


          


          Shopping districts


          
            	American Village (Amerika-mura or "Ame-mura") - fashion for young people


            	Den Den Town - electronic goods and other aspects of otaku culture


            	Dōtonbori - part of Namba district and considered heart of the city


            	Namba - main shopping, sightseeing, and restaurant area


            	Shinsaibashi - luxury goods and department stores


            	Umeda - theaters, boutiques, and department stores near the train station

          


          


          Wards


          Osaka has 24 wards (ku), one more than Tokyo:


          
            
              	
                
                  	Abeno-ku


                  	Asahi-ku


                  	Chūō-ku


                  	Fukushima-ku


                  	Higashinari-ku


                  	Higashisumiyoshi-ku


                  	Higashiyodogawa-ku


                  	Hirano-ku


                  	Ikuno-ku


                  	Joto-ku


                  	Kita-ku


                  	Konohana-ku

                

              

              	
                
                  	Minato-ku


                  	Miyakojima-ku


                  	Naniwa-ku


                  	Nishi-ku


                  	Nishinari-ku


                  	Nishiyodogawa-ku


                  	Suminoe-ku


                  	Sumiyoshi-ku


                  	Taisho-ku


                  	Tennoji-ku


                  	Tsurumi-ku


                  	Yodogawa-ku

                

              
            

          


          


          Climate


          
            
              	Osaka avg taken at Chuo-ku, 2004

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Avg high C

              	9.4

              	12.6

              	14.8

              	21.6

              	25.7

              	29.3

              	34.0

              	33.3

              	30.7

              	23.2

              	19.4

              	14.5

              	22.4
            


            
              	Average C

              	5.8

              	7.9

              	10.2

              	16.4

              	21.1

              	24.8

              	29.5

              	28.4

              	26.2

              	19.0

              	15.2

              	10.2

              	17.9
            


            
              	Avg low C

              	2.6

              	3.8

              	6.0

              	11.3

              	17.2

              	21.3

              	26.2

              	25.1

              	22.9

              	15.7

              	11.4

              	6.5

              	14.2
            


            
              	Avg Humidity%

              	59

              	56

              	57

              	54

              	65

              	66

              	63

              	66

              	67

              	69

              	66

              	64

              	63
            


            
              	Rainfall [mm]

              	19.0

              	47.5

              	75.5

              	125.0

              	281.5

              	133.5

              	42.0

              	106.5

              	202.5

              	356.0

              	117.5

              	88.0

              	132.9
            

          


          


          Demographics


          According to the 2005 Population Census of Japan, the city of Osaka has a population of 2,628,811, which is an increase of 30,037, or 1.2%, since the previous Census of year 2000, however, but much lower than its postwar peak of 3,156,222 (1965 census) and overall peak 3,252,340 (1940 Census). Between 1920 and 1930, due to the Great Kanto Earthquake, there was a mass migration to Osaka, with its population doubling. In the 1930 Census, Osaka was Japan's largest city with 2,453,573 people, beating out Tokyo with 2,070,913. Many other cities in the Kinki area have populations far below their peaks. Despite these trends, Greater Osaka's population has been increasing since the end of the war, until the last few years.


          The population density was 11,836 persons per km. The number of households was 1,242,489, with an average of approximately 2.1 members per household, lately 2.31 members. There were 99,775 Registered Foreigners, with the two largest group being Korean (71,015 people) and Chinese (11,848 people). The largest portion of registered Zainichi Korean is the 27,466 people residing in Ikuno, where the so-called Korean town, Tsuruhashi, is located.


          Commonly spoken dialect of this area is Osaka-ben. An example, among many other particularities that characterizes Osaka-ben is the use of the suffix hen instead of nai in the negative of verbs.


          


          Economy
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          The gross city product of Osaka for fiscal year 2004 was 21.3 trillion, an increase of 1.2% over the previous year. This amount is about 55% of the Osaka Prefecture and 26.5% of the Kinki region. As of 2004, commerce, services and manufacturing have been the three major industries with a respective share of 30%, 26% and 11% of total industry. The per capita income was about 3.3 million, 10% higher than that of the Osaka Prefecture. MasterCard Worldwide reported Osaka is 19th ranking city of the world's leading global cities and the instrumental role in driving the global economy.


          The GDP in the greater Osaka area (Osaka and Kobe) is $341 billion. Osaka has one of the most productive hinterlands in the world, making it a match even for Paris and London. This GDP has kept fairly constant for the past 15 years, when the GDP compared to other cities worldwide was that much larger.


          Historically, Osaka was the centre of Japanese commerce, especially in the middle and pre-modern ages. Nomura Securities, the first brokerage firm in Japan was founded in the city in 1925 and Osaka still houses the leading futures exchange in the country. Today, many major companies have since moved their main offices to Tokyo, principally in the 1970s, but several major companies are still headquartered in Osaka such as Panasonic, Sharp and Sanyo. Recently, the city began a program, headed by Mayor Junichi Seki, to try to attract domestic and foreign investment in the city.


          


          Major companies based in Osaka


          See Companies headquartered in Osaka


          


          Major factories and research institutes in Osaka


          See Hanshin Industrial Region.


          


          Transport


          


          Air


          Kansai International Airport is the main airport: it is a rectangular artificial island that sits off-shore in Osaka Bay and services Osaka and its surrounding cities of Nara, Kobe, and Kyoto. Kansai is the geographical term for the area of western Honshū surrounding Osaka. The airport is linked by a bus and train service into the centre of the city and major suburbs.


          Osaka International Airport, laid over the border between the cities of Itami and Toyonaka, still houses most of the domestic service from the metropolitan region.


          


          Rail


          The Osaka Municipal Subway system is a part of Osaka's extensive rapid transit system. The system alone ranks 8th in the world by annual passenger ridership, serving over 912 million people annually. Besides this, there is a network of both JR and private lines connecting the suburbs of the city, and Osaka to its neighbours. Keihan and Hankyu lines connect to Kyoto, Hanshin and Hankyu lines connect to Kobe, the Kintetsu line connects to Nara and Nagoya, and the Nankai line to Wakayama. Many lines in Greater Osaka accept either ICOCA or PiTaPa contactless smart cards for payment. 10 million people in Greater Osaka use rail as their primary means of transport daily, second in the world to only Greater Tokyo, and more than the entire United States.


          


          Culture


          


          Museums and Galleries


          


          National Museums


          
            	National Museum of Art, Osaka

          


          


          Municipal Museums


          
            	Museum of Oriental Ceramics, Osaka Founded in 1982. It houses 2000 pieces of ceramics. It also features a natural-light gallery for its Korean celadon pottery.


            	Osaka City Museum of Modern Art


            	Osaka Municipal Museum of Art


            	Osaka Museum of History


            	Osaka Museum of Natural History


            	Osaka Science Museum

          


          


          Other Museums


          
            	Kamigata Ukiyoe Museum


            	Osaka International Peace Centre (Peace Osaka)


            	Modern Transportation Museum

          


          


          Theatres and Multi-purpose Halls


          
            	Festival Hall


            	Namba Grand Kagetsu


            	National Bunraku Theatre


            	Osaka Central Public Hall


            	Osaka-jō Hall


            	Osaka Shin- Kabukiza


            	The Osaka Shiki Theatre - Shiki Theatre Company.


            	The Symphony Hall


            	Umeda Arts Theatre, the former Umeda Koma Theatre

          


          


          Culinary


          Osaka is also known for its food, as supported by the saying "Dress (in kimonos) 'til you drop in Kyoto, eat 'til you drop in Osaka" (京の着倒れ、大阪の食い倒れ).


          Osaka regional cuisine includes okonomiyaki (pan-fried batter cake), takoyaki ( octopus dumplings), udon (a noodle dish), as well as regional sushi and other traditional Japanese foods.


          


          Places of interest


          Osaka is known for bunraku (traditional puppet theatre) and kabuki theatre, and for manzai, a more contemporary form of stand-up comedy. Tourist attractions include:


          


          Amusement Parks


          
            	Expoland


            	Festival Gate (now closed)


            	Osaka Aquarium Kaiyukan (海遊館)  an aquarium located in Osaka Bay, containing 35,000 aquatic animals in 14 tanks, the largest of which holds 5,400 tons of water and houses a variety of sea animals including whale sharks. This tank is the world's second largest aquarium tank, behind the Georgia Aquarium, whose largest tank holds approximately 29,000 tons of water.


            	Tempozan Harbour Village Ferris wheel, located next to the aquarium


            	Tennōji Zoo


            	Universal Studios Japan


            	Umeda Joypolis Sega


            	Shin-Umeda city - an innovative structure which has the floating garden observatory 170 m from the ground which gives you a 360 panoramic view of Osaka spectacular by night and fantastic by day great for photographs, a superb structure which also houses an underground mall with restaurants and is styled in the early Showa period in the 1920s, a very pretty zen garden is also here.

          


          


          Parks


          
            	Nakanoshima Park: About 10.6 ha.In the vicinity of the City Hall.


            	Osaka Castle Park: About 106 ha. Holds: Osaka-jō Hall, a Japanese apricot garden, etc.


            	Sumiyoshi Park


            	Tennōji Park : About 28 ha. Holds: Tennōji Zoo, an art museum (established by contribution from Sumitomo family in 1936) and a Japanese garden, Keitaku-en (慶沢園). Keitaku-en was constructed in 1908 by Jihei Ogawa (小川治兵衛), an illustrious gardener in Japan. This was originally one of Sumitomo family's gardens until 1921.


            	Nishinari Park


            	Utsubo Park


            	Nagai Park The 2007 IAAF World Championships in Athletics were held at Nagai Stadium, located in this park.


            	Tsurumi-Ryokuchi Park with the Sakuya Konohana Kan: held a flower expo in 1990.

          


          


          Temples, Shrines and other Historical sites


          
            	Mitami Shrine


            	Osaka Castle


            	Sanko Shrine


            	Shitennō-ji The oldest buddhist temple in Japan, established in 593 AD by Prince Shōtoku.


            	Sumiyoshi Taisha One of the oldest Shinto shrines; many people go and worship at this shrine on the new year day. It is said this shrine was built in 211 AD.


            	Tamatsukuri Inari Shrine

          


          


          Sports Stadiums


          
            	Osaka Dome


            	Osaka Prefectural Gymnasium


            	Nagai Stadium

          


          


          Entertainment


          
            	Doyama-cho Gay District


            	Shinsekai district and Tsutenkaku Tower


            	Tobita red-light district

          


          


          Shopping


          
            	Nipponbashi Den Den Town


            	Tenjinbashi-suji shopping arcade


            	Shopping Districts

          


          Osaka has a vast number of shopping areas to choose from. Not only are there malls everywhere you turn but they also have a large number of shopping arcades which are basically roofed shopping streets, these are seen all across Japan, but Osaka has the longest in the country. Tenjinbashi-suji stretches from the road approaching the Tenman-gu shrine and continues for 2.6km going north to south. It has all types of stores including commodities, clothing and catering outlets on both sides of the arcade. Other key shopping areas are Den Den Town the electronic and manga/anime district which is comparable to Akihabara and the Umeda district which has the Hankyu Sanbangai shopping mall and Yodobashi Camera which is a huge electrical appliance store which also offers a vast range of fashion stores, restaurants and a Shonen Jump store.


          


          Education


          Public elementary and junior high schools in Osaka are operated by the city of Osaka. Its supervisory organization on educational matters is Osaka City Board of Education . Likewise, public high schools are operated by Osaka Prefectural Board of Education.


          Osaka city once had a large number of universities, but because of growing campuses and the need for larger area, many universities chose to move to the suburbs.


          Osaka Prefecture's most prestigious university, Osaka University, is located in the nearby Suita.


          
            	Kansai University (関西大学)


            	Osaka City University (大阪市立大学)


            	Osaka University of Economics (大阪経済大学)


            	Osaka Institute of Technology (大阪工業大学)


            	Osaka Jogakuin College (大阪女学院大学)


            	Osaka Seikei University (大阪成蹊大学)


            	Soai University (相愛大学)


            	Osaka University of Arts (大阪芸術大学) , Minamikawachi District, Osaka


            	Osaka University of Education (大阪教育大学)

          


          


          Libraries


          
            	International Institute for Children's Llterature, Osaka


            	Osaka Public Nakanoshima Library

          


          


          Sister cities


          Osaka has eight sister cities and relationships of various sorts with several others


          Sister cities:


          
            	[image: Flag of Russia] Saint Petersburg, Russia

          


          Friendship and cooperation cities:


          
            	[image: Flag of Argentina] Buenos Aires, Argentina

          


          Osaka also has a number of sister ports, and several business partner cities including Manila.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Osaka"
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        Osama bin Laden


        
          

          
            
              	Osama bin Muhammad bin 'Awad bin Laden

              (Arabic: أسامة بن محمد بن عوض بن لادن)
            


            
              	March 10, 1957 (1957-03-10)
            


            
              	Image:DN-SD-04-12769.jpg

              Propaganda poster of Osama Bin Laden found by a USN SEAL Team in Eastern Afganistan. 14 January 2002.
            


            
              	Placeof birth

              	Riyadh, Saudi Arabia
            


            
              	Yearsof service

              	1979present
            


            
              	Battles/wars

              	Afghan Jihad

              War on Terrorism
            

          


          Osama bin Muhammad bin 'Awad bin Laden (Arabic: أسامة بن محمد بن عوض بن لادن; born 10 March 1957), most often mentioned as Osama bin Laden or Usama bin Laden, is a militant Islamist and is reported to be the founder of the terrorist organization called Al-Qaeda. He is a member of the prestigious and wealthy bin Laden family. In conjunction with several other Islamic militant leaders, bin Laden issued two fatwas in 1996 and then again in 1998that Muslims should kill civilians and military personnel from the United States and allied countries until they withdraw support for Israel and withdraw military forces from Islamic countries.


          He has been indicted in United States federal court for his alleged involvement in the 1998 U.S. embassy bombings in Dar es Salaam Tanzania and Nairobi, Kenya, and is on the U.S. Federal Bureau of Investigation's Ten Most Wanted Fugitives list.


          Although bin Laden has not been indicted for the September 11, 2001 attacks, he has claimed responsibility for them in videos released to the public. The attacks involved the hijacking of United Airlines Flight 93, United Airlines Flight 175, American Airlines Flight 11, American Airlines Flight 77, and the subsequent destruction of the World Trade Centre in New York City, New York, and severe damage to The Pentagon outside of Washington, D.C., along with the deaths of 2,974 victims.


          


          Usage variations of bin Laden's name


          Because there is no universally accepted standard in the West for transliterating Arabic words and names into English, bin Laden's name is transliterated in many ways. The version often used by most English-language mass media is Osama bin Laden. Most American government agencies, including the FBI and CIA, use either Usama bin Laden or Usama bin Ladin, both of which are often abbreviated to UBL. Less common renderings include Ussamah Bin Ladin and Oussama Ben Laden (French-language mass media). The latter part of the name can also be found as Binladen or Binladin.


          Strictly speaking, Arabic linguistic conventions dictate that he be referred to as "Osama" or "Osama bin Laden", not "bin Laden," as "Bin Laden," is not used as a surname in the western manner, but simply as part of his name, which in its entirety means "Osama, son of Mohammed, son of 'Awad, son of Laden". However, the bin Laden family (or "Binladin", as they prefer to be known) do generally use the name as a surname in the Western style. Consequently "bin Laden" has become nearly universal in Western references to him, Arabic convention notwithstanding.


          Bin Laden also has several commonly used aliases and nicknames, including the Prince, the Sheikh, Al-Amir, Abu Abdallah, Sheikh Al-Mujahid, the Lion Sheik, the Director, Imam Mehdi and Samaritan.


          


          Childhood, education and personal life


          Osama bin Laden was born in Riyadh, Saudi Arabia. In a 1998 interview, later televised on Al Jazeera, he gave his birth date as 10 March 1957. His father Muhammed Awad bin Laden was a wealthy businessman with close ties to the Saudi royal family. Osama bin Laden was born the only son of Muhammed bin Laden's tenth wife, Hamida al-Attas. Osama's parents divorced soon after he was born, according to Khaled M. Batarfi. Osama's mother then married Muhammad al-Attas. The couple had four children, and Osama lived in the new household with three stepbrothers and one stepsister.


          Bin Laden was raised as a devout Sunni Muslim. From 1968 to 1976 he attended the "lite" secular Al-Thager Model School. Bin Laden studied economics and business administration at King Abdulaziz University. Some reports suggest bin Laden earned a degree in civil engineering in 1979, or a degree in public administration in 1981. Other sources describe him as having left university during his third year, never completing a college degree, though "hard working." At university, bin Laden's main interest was religion, where he was involved in both in "interpreting the Quran and jihad" and charitable work.


          In 1974, at the age of seventeen, bin Laden married his first wife Najwa Ghanem at Latakia. Bin Laden is reported to have married four other women and divorced two, Umm Ali bin Laden and Umm Abdullah. Bin Laden has fathered anywhere from 12 to 24 children.


          


          Beliefs and ideology


          Like other Islamists and Islamic fundamentalists, Bin Laden believes that the restoration of Sharia law will set things right in the Muslim world, and that all other ideologies - " pan-Arabism, socialism, communism, democracy" - must be opposed.. He believes Afghanistan under the rule of Mullah Omar's Taliban was "the only Islamic country" in the Muslim world. He has consistently dwelt on need for jihad to right what he believes are injustices against Muslims perpetrated the United States and sometimes by other non-Muslim states, the need to eliminate the state of Israel, and the necessity of forcing the U.S. to withdraw from the Middle East. He has also called on Americans to "reject the immoral acts of fornication, homosexuality, intoxicants, gambling, and usury," in a October 2002 letter.


          Probably the most controversial part of Bin Laden's ideology is that civilians, including women and children, can be killed in jihad. " Bin Laden is anti-Jewish, and has delivered warnings against alleged Jewish conspiracies: "These Jews are masters of usury and leaders in treachery. They will leave you nothing, either in this world or the next." Al-Qaeda ideology classes list Shia along with "Heretics, ... America and Israel," as the four principle "enemies of Islam".


          As a Wahhabi, bin Laden opposes music on religious grounds, and his attitude towards technology, is mixed. He is interested in "earth-moving machinery and genetic engineering of plants, on the one hand," but rejecting "chilled water on the other."


          


          Militant activity


          


          Jihad in Afghanistan


          After leaving college in 1979 bin Laden joined Abdullah Azzam to fight the Soviet Invasion of Afghanistan and lived for a time in Peshawar. By 1984, with Azzam, bin Laden established Maktab al-Khadamat, which funneled money, arms and Muslim fighters from around the Arabic world into the Afghan war. Through al-Khadamat, bin Laden's inherited family fortune paid for air tickets and accommodation, dealt with paperwork with Pakistani authorities and provided other such services for the jihad fighters. In running al-Khadamat, bin Laden set up a network of couriers traveling between Afghanistan and Peshawar. During this time Bin Laden met his future al-Qaeda collaborator Ayman al-Zawahiri. For a while Osama worked at the Services Office working with Abdullah Azzam on Jihad Magazine, a magazine that gave information about the war with the Soviets and interviewed mujahideen. Over time, Ayman al-Zawahiri encouraged Osama to split away from Abdullah Azzam. Osama established a camp in Afghanistan, and with other volunteers fought the Soviets.


          


          Formation of Al-Qaeda


          By 1988, bin Laden had split from Maktab al-Khidamat due to strategic differences. While Azzam and his MAK organization acted as support for Afghan fighters and provided relief to refugees and the injured, bin Laden wanted a more military role. One of the main leading points to the split and the creation of al-Qaeda was the insistence of Azzam that Arab fighters be integrated among the Afghan fighting groups instead of forming their separate fighting force. In 1989, Azzam died in a car bombing.


          In 1990, Bin Laden returned to Saudi Arabia as a hero of jihad, who along with his Arab legion, "had brought down the mighty superpower" of the Soviet Union. However, during this time Iraq invaded Kuwait and bin Laden was alarmed that foreign non-Muslim troops would enter the kingdom to fight Iraq. He met the Sultan, and told him not to depend on non-Muslim troops and offered to help defend Saudi Arabia. Bin Laden was rebuffed and publicly denounced Saudi Arabia's dependence on U.S. military. Bin Laden's criticism of the Saudi monarchy led the government to attempt to silence him.


          


          In Sudan


          Laden moved to Sudan in 1992 and established a new base for mujahideen operations in Khartoum. Bin Laden continued his verbal assault on Saudi King Fahd. On 5 March 1994, the King retaliated by personally revoking his citizenship and sending an embassary to Sudan to demand bin Laden's passport so that he could no longer travel. His family was persuaded to cut off his monthly stipend equivalent of about $7 million a year. By now bin Laden was strongly associated with Egyptian Islamic Jihad (EIJ) who made up the core of al-Qaeda. In 1995 EIJ attempted to assassinate Hosni Mubarak. The attempt failed and a backlash ensued, and the EIJ was abruptly expelled from Sudan.


          


          Refuge in Afghanistan


          In May 1996, under increasing pressure from Saudi Arabia, Egypt and the United States, Sudan asked bin Laden to leave. bin Laden was forced to make a distress sale of his assets in Sudan that left him with almost nothing. Bin Laden returned to Afghanistan and forged a close relationship Mullah Mohammed Omar. bin Laden supported the Taliban regime with financial and paramilitary assistance and, in 1997, he moved to Kandahar, the Taliban stronghold. In Afghanistan, bin Laden and al-Qaeda raised money from "donors from the days of the Soviet jihad", and from Pakistan's Inter-Services Intelligence (ISI). This was done at old al-Qaeda camps in Khost which ISI had persuaded the Taliban to return to al-Qaeda control.


          


          Early aid for attacks


          In 1992 or 93 bin Laden sent an emissary, Qari el-Said, with $40,000 to Algeria to aid the Islamists there and warn them against compromise with the impious government. Total war did follow involving massacres of civilians and a declaration of takfir of Algerians by one of the Islamist factions (the GIA). 150,000-200,000 Algerians were killed by the end of the war, but the government prevailed over the Islamists. Another unsuccessful effort by bin Laden was the Luxor massacre of November 17 1997, which Swiss federal police are reported to have found was funded by bin Laden. The attack by six al-Gama'a al-Islamiyya militants killed 58 foreign tourists and four Egyptians at Luxor Temple, but it turned the Egyptian public against Islamist terror. A later attack that did succeed, at least temporarily, was on Mazar-e-Sharif. While in Afghanistan, bin Laden helped cement his alliance with his hosts the ruling Taliban by sending several hundred of his Afghan Arab fighters along to help the Taliban overrun Mazar-e-Sharif. The city fell.


          It is believed that the first terrorist attack involving bin Laden was the 29 December 1992, bombing of the Gold Mihor Hotel in Aden, Yemen. The attack was intended to kill American troops on the way to Somalia, but the soldiers were staying in a different hotel. The bombs killed a Yemeni hotel employee and an Austrian national and injured the Austrian's wife.


          It was after this bombing that al-Qaeda was reported to have developed its justification for the killing of innocent people, such as two bystanders at the hotel. According to a fatwa issued by Mamdouh Mahmud Salim, the killing of someone standing near the enemy is justified because any innocent bystander, like the Yemini hotel worker, will find their proper reward in death, going to Paradise if they were good Muslims and to hell if they were bad or non-believers. The fatwa was issued to al-Qaeda members but not the general public.


          In 1998, Osama bin Laden and Ayman al-Zawahiri co-signed a fatwa in the name of the World Islamic Front for Jihad Against Jews and Crusaders, declaring:


          
            
              	

              	[t]he ruling to kill the Americans and their allies civilians and militaryis an individual duty for every Muslim who can do it in any country in which it is possible to do it, in order to liberate the al-Aqsa Mosque (in Jerusalem) and the holy mosque (in Makka) from their grip, and in order for their armies to move out of all the lands of Islam, defeated and unable to threaten any Muslim. This is in accordance with the words of Almighty Allah, 'and fight the pagans all together as they fight you all together,' and 'fight them until there is no more tumult or oppression, and there prevail justice and faith in Allah'.

              	
            

          


          


          Attacks on United States targets


          In response to the 1998 United States embassy bombings following the fatwa, President Bill Clinton ordered a freeze on assets that could be linked to bin Laden. Clinton also signed an executive order, authorizing bin Laden's arrest or assassination. In August 1998, the U.S. launched an attack using cruise missiles. The attack failed to harm bin Laden but killed 19 people.


          


          September 11, 2001 attacks


          The United States Federal Bureau of Investigation (FBI) stated that evidence linking Al-Qaeda and bin Laden to the attacks of September 11 is clear and irrefutable. The Government of the United Kingdom reached the same conclusion regarding Al Qaeda and Osama bin Laden's culpability for the September 11, 2001, attacks. However, a "White Paper" by the U.S. government, documenting the case against bin Laden and the Al Qaeda organization concerning the September 11 attacks, publicly promised by Secretary of State Colin Powell, was never published. In 2006, Rex Tomb of the FBI's public affairs unit said, "The reason why 9/11 is not mentioned on Osama bin Laden's Most Wanted page is because the FBI has no hard evidence connecting bin Laden to 9/11". So far, the U.S. Justice Department has not sought formal criminal charges against bin Laden (or anyone but Zacarias Moussaoui) for the 9/11 attacks. Two separate indictments were made against bin Laden by two separate grand juries in 1998 for two separate terrorist acts, though no indictments have been filed against him for the events of 9/11.


          Bin Laden initially denied involvement in the September 11, 2001 attacks while praising them effusely, explaining their motivation, and dismissing American accusations of his involvement as an example of its hatred for Islam. On 16 September 2001, bin Laden read a statement later broadcast by Qatar's Al Jazeera satellite channel saying:


          
            I stress that I have not carried out this act, which appears to have been carried out by individuals with their own motivation.

          


          
            God has struck America at its Achilles heel and destroyed its greatest buildings, praise and blessing to Him.

          


          In November 2001, U.S. forces recovered a videotape in Jalalabad. In it, bin Laden discusses the attack with Khaled al-Harbi in a way indicating foreknowledge of the attack. "We calculated in advance the number of casualties from the enemy;" and "We had notification since the previous Thursday that the event [the 9/11 attack] would take place that day." The tape was broadcast on various news networks on 13 December 2001. Some have disputed this translation however. On 20 December 2001, German TV channel "Das Erste" broadcast its analysis of the White House's translation of the videotape. On the show Monitor, two independent translators and an expert on oriental studies found the White House's translation to be not only inaccurate, but also "manipulative". Arabist Dr. Abdel El M. Husseini, one of the translators, stated: "I have carefully examined the Pentagon's translation. This translation is very problematic. At the most important places where it is held to prove the guilt of bin Laden, it is not identical with the Arabic."


          Shortly before the U.S. presidential election in 2004, another taped statement was released and aired on Al Jazeera in which bin Laden abandoned his denials without retracting past statements. In it he told viewers he had personally directed the 19 hijackers, and gave what he claimed was his motivation:


          
            I will explain to you the reasons behind these events, and I will tell you the truth about the moments when this decision was taken, so that you can reflect on it. God knows that the plan of striking the towers had not occurred to us, but the idea came to me when things went just too far with the American-Israeli alliance's oppression and atrocities against our people in Palestine and Lebanon.

          


          According to the tapes, bin Laden claimed he was inspired to destroy the World Trade Centre after watching the destruction of towers in Lebanon by Israel during the 1982 Lebanon War.


          In two other tapes aired by Al Jazeera in 2006, Osama bin Laden announces,


          
            I am the one in charge of the 19 brothers  I was responsible for entrusting the 19 brothers  with the raids [5 minute audiotape broadcast May 23, 2006],

          


          and is seen with Ramzi Binalshibh, as well as two of the 9/11 hijackers, Hamza al-Ghamdi and Wail al-Shehri, as they make preparations for the attacks (videotape broadcast September 7, 2006).


          Despite this, bin Laden is reported to have complained as recently as November 2007 of the lack "of evidence admissible in court" tying him and his organization to the 9/11 attack.


          


          Criminal charges and attempted extradition


          The 9/11 Commission Report concludes, "In February 1996, Sudanese officials began approaching officials from the United States and other governments, asking what actions of theirs might ease foreign pressure. In secret meetings with Saudi officials, Sudan offered to expel bin Ladin to Saudi Arabia and asked the Saudis to pardon him. U.S. officials became aware of these secret discussions, certainly by March. Saudi officials apparently wanted bin Ladin expelled from Sudan. They had already revoked his citizenship, however, and would not tolerate his presence in their country. Also bin Ladin may have no longer felt safe in Sudan, where he had already escaped at least one assassination attempt that he believed to have been the work of the Egyptian or Saudi regimes, or both. On 19 May 1996, bin Ladin left Sudansignificantly weakened, despite his ambitions and organizational skills. He returned to Afghanistan." The 9/11 Commission Report further states "In late 1995, when Bin Ladin was still in Sudan, the State Department and the Central Intelligence Agency (CIA) learned that Sudanese officials were discussing with the Saudi government the possibility of expelling Bin Ladin. U.S. Ambassador Timothy Carney encouraged the Sudanese to pursue this course. The Saudis, however, did not want Bin Ladin, giving as their reason their revocation of his citizenship. Sudans minister of defense, Fatih Erwa, has claimed that Sudan offered to hand Bin Ladin over to the United States. The Commission has found no credible evidence that this was so. Ambassador Carney had instructions only to push the Sudanese to expel Bin Ladin. Ambassador Carney had no legal basis to ask for more from the Sudanese since, at the time, there was no indictment outstanding."


          On 8 June 1998, a United States grand jury indicted Osama bin Laden on charges of killing five Americans and two Indians in the 13 November 1995, truck bombing of a U.S.-operated Saudi National Guard training centre in Riyadh. Bin Laden was charged with "conspiracy to attack defense utilities of the United States" and prosecutors further charged that bin Laden is the head of the terrorist organization called al Qaeda, and that he was a major financial backer of Islamic terrorists worldwide. Bin Laden denied involvement but praised the attack.


          On 4 November 1998, Osama bin Laden was indicted by a Federal Grand Jury in the United States District Court for the Southern District of New York, on charges of Murder of U.S. Nationals Outside the United States, Conspiracy to Murder U.S. Nationals Outside the United States, and Attacks on a Federal Facility Resulting in Death for his alleged role in the 1998 United States embassy bombings in Kenya and Tanzania.


          The evidence against bin Laden included courtroom testimony by former Al Qaeda members and satellite phone records.


          On 7 June 1999, bin Laden became the 456th person listed on the U.S. Federal Bureau of Investigation's Ten Most Wanted Fugitives list, following his indictment along with others for capital crimes in the 1998 embassy attacks.


          Attempts at assassination and requests for the extradition of bin Laden from the Taliban of Afghanistan were met with failure. In 1999, U.S. President Bill Clinton convinced the United Nations to impose sanctions against Afghanistan in an attempt to force the Taliban to extradite him.


          Years later, on 10 October 2001, bin Laden appeared as well on the initial list of the FBI's top 22 Most Wanted Terrorists, which was released to the public by the President of the United States George W. Bush, in direct response to the attacks of 9/11, but which was again based on the indictment for the 1998 embassy attack. Bin Laden was among a group of thirteen fugitive terrorists wanted on that latter list for questioning about the 1998 embassy bombings. Bin Laden remains the only fugitive ever to be listed on both FBI fugitive lists.


          


          Attempted capture by the U.S.


          According to the Washington Post, the U.S. government concluded that Osama bin Laden was present during the Battle of Tora Bora, Afghanistan in late 2001, and according to civilian and military officials with first-hand knowledge, failure by the U.S. to commit U.S. ground troops to hunt him led to his escape and was the gravest failure by the U.S. in the war against al Qaeda. Intelligence officials have assembled what they believe to be decisive evidence, from contemporary and subsequent interrogations and intercepted communications, that bin Laden began the battle of Tora Bora inside the cave complex along Afghanistan's mountainous eastern border.


          The Washington Post also reported that the CIA unit dedicated to capturing Osama was shut down in late 2005.


          U.S. and Afghanistan forces raided the mountain caves in Tora Bora between 14 August and 16 August 2007. The military was drawn to the area after receiving intelligence of a pre-Ramadan meeting held by al Qaeda members. After killing dozens of al Qaeda and Taliban members, they did not find either Osama bin Laden or Ayman al Zawahiri.


          


          Bounty


          Immediately after the 9/11 attacks, U.S. government officials named bin Laden and the Al-Qaeda organization as the prime suspects and offered a reward of $25 million for information leading to his capture or death. On 13 July 2007, this figure was doubled to $50 million.


          The Airline Pilots Association and the Air Transport Association are offering an additional $2 million reward.


          


          Current whereabouts


          Claims as to the location of Osama bin Laden have been made since December 2001, although none have been definitively proven and some have placed Osama in different locations during overlapping time periods.


          A 11 December 2005, letter from Atiyah Abd al-Rahman to Abu Musab al-Zarqawi indicates that bin Laden and the al-Qaeda leadership were based in the Waziristan region of Pakistan at the time. In the letter, translated by the military's Combating Terrorism Centre at West Point, "Atiyah" instructs Zarqawi to "send messengers from your end to Waziristan so that they meet with the brothers of the leadership  I am now on a visit to them and I am writing you this letter as I am with them" Al-Rahman also indicates that bin Laden and al-Qaeda are "weak" and "have many of their own problems." The letter has been deemed authentic by military and counterterrorism officials, according to the Washington Post.


          In 2001, according to a spokesman for a company producing fingerprint scanners for San Francisco International Airport, the United States probably did not have Osama bin Laden's fingerprints on file.


          


          Reports of his death


          Reports alleging Osama bin Laden's death have circulated since late 2001. In the months following the 9/11 terrorist attack, many people believed that bin Laden was dead. This belief was perpetuated by subsequent media reports often referencing bin Laden's serious health problems, though there has been evidence to suggest that he is still alive.


          


          April 2005


          The Sydney Morning Herald stated "Dr Clive Williams, director of terrorism studies at the Australian National University, says documents provided by an Indian colleague suggested bin Laden died of massive organ failure in April last year  'It's hard to prove or disprove these things because there hasn't really been anything that allows you to make a judgment one way or the other', Dr. Williams said."


          


          August 2006


          On 23 September 2006, the French newspaper L'Est Rpublicain quoted a report from the French secret service ( DGSE) stating that Osama bin Laden had died in Pakistan on 23 August 2006, after contracting a case of typhoid fever that paralyzed his lower limbs. According to the newspaper, Saudi security services first heard of bin Laden's alleged death on 4 September 2006. The alleged death was reported by the Saudi Arabian secret service to its government, which reported it to the French secret service. The French defense minister Michle Alliot-Marie expressed her regret that the report had been published while French President Jacques Chirac declared that bin Laden's death had not been confirmed. American authorities also cannot confirm reports of bin Laden's death, with Secretary of State Condoleezza Rice saying only, "No comment, and no knowledge." Later, CNN's Nic Robertson said that he had received confirmation from an anonymous Saudi source that the Saudi intelligence community has known for a while that bin Laden has a water-borne illness, but that he had heard no reports that it was specifically typhoid or that he had died.


          


          November 2007


          In an interview with political interviewer David Frost, taken on November 2, 2007, the recently assassinated Pakistani politician, and Pakistan Peoples Party chairwoman, Benazir Bhutto, claimed that bin Laden had been murdered by Omar Sheikh. During her answer to a question pertaining to the identities of those who had previously attempted her own assassination, Bhutto named Sheikh as a possible suspect while referring to him as "the man who murdered Osama bin Laden." Despite the weight of such a statement, neither Bhutto nor Frost attempted to clarify it and no other mainstream media appears to have further inquired about it. Footage of the exchange can be viewed here.


          


          Criticism


          Among Salafist Muslims who have criticized bin Laden for adherence to Qutbism (the ideology of Sayyid Qutb), takfir and Khaarijite deviance, are said to include Muhammad Ibn Haadee al-Madkhalee , Abd-al-Aziz ibn Abd-Allah ibn Baaz, Shaykh Saalih al-Fawzaan and Muqbil bin Haadi al-Waadi'ee.


          


          Official video/audio releases


          
            	On 6 September 2007, bin Laden's image was posted at a banner advertisement on an Islamic militant Web site (where al-Qaida's media arm, Al-Sahab posts messages). In the image, bin Laden's beard had been dyed (a popular practice among Arab leaders). Al-Sahab said that bin Laden will release a new video ahead of the 6th anniversary of the 11 September attacks (the first new images in 3 years). The video was released on 7 September 2007.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Osama_bin_Laden"
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          Oslo (called Christiania from 1624 to 1878, and Kristiania from 1878 to 1924) is the capital and largest city of Norway. It is also a municipality and a county of its own. It is the third-largest Scandinavian city, after Copenhagen and Stockholm, and it forms the third-largest urban area in the region, after Copenhagen and Stockholm.


          The city of Oslo was established as a municipality on 3 January 1838 (see formannskapsdistrikt). It was separated from the county of Akershus as a county of its own in 1842. The rural municipality of Aker was merged with Oslo on 1 January 1948 (and then transferred from Akershus county to Oslo county). Furthermore, Oslo shares several important functions with Akershus county.


          


          General information


          The population of the city proper is 560,484 (as of January 1, 2008). The urban area extends into the surrounding county of Akershus, its agglomeration totaling 856,915, and its metropolitan area extending beyond the city boundaries, also referred to as the Greater Oslo region (Stor-Osloregionen), has a land area of 6,920km (2,670sqmi) and, in 2005, an estimated population of 1,121,020. In the entire Inner Oslo Fjord Region, there is a total population of about 1.3 million. About 50% of the population of Norway lives within a radius of 120kilometres (75mi) of downtown Oslo. The city of Oslo has a current annual growth exceeding 10,000, which makes it one of the fastest growing cities in Europe.


          The city centre of Oslo is situated at the end of the Oslofjord from where the city sprawls out both to the north and to the south on both sides of the fjord giving the city area more or less the shape of a "U".


          The urban municipality (bykommune) of Oslo and county (fylke) is the same entity. Of Oslo's total area, 115km (44sqmi) is built-up and 7km (2.7sqmi) is agricultural. The open areas within the built-up zone amount to 22km (8.5sqmi).


          


          Name


          The meaning of the name Oslo has been the subject of much debate. It is certainly derived from Old Norse, and was in all probability the name of a large farm at the site of the first settlements in Bjrvika.


          During the Middle Ages the name was initially spelled 'sl', later 'sl'. The earlier spelling suggests that the first component 's' refers either to the Ekeberg ridge southeast of the town ('s' in modern Norwegian), or to the Norse homonym meaning 'god' or 'divinity'. The most likely interpretations would therefore be 'the meadow beneath the ridge' or 'the meadow of the gods'. Both are equally plausible.


          A fire in 1624 destroyed much of the medieval city (the section now known as Gamlebyen), and the city was relocated nearer to the Akershus Fortress. King Christian IV of Denmark and Norway renamed the reborn city Christiania. From the end of the 1800s, the name of the city was also spelled "Kristiania". An official decision was never made, so both forms were in use. The original name of Oslo was restored by a law of 11 July 1924, effective 1 January 1925.


          
            
              	

              	When I was young, the capital of Norway was not called Oslo. It was called Kristiania. But somewhere along the line, the Norwegians decided to do away with that pretty name and call it Oslo instead. -- Roald Dahl, Boy

              	
            

          


          The city was once referred to as Tigerstaden (the City of Tigers) by the author Bjrnstjerne Bjrnson around 1870, due to his perception of the city as a cold and dangerous place. This name has over the years achieved an almost official status, to the extent the 1000-year anniversary was celebrated by a row of tiger sculptures around city hall. The prevalence of homeless and other beggars in newer times led to the slight rewording of the nickname into 'Tiggerstaden', or Beggar City, and a harsh picture of the city was drawn by Knut Hamsun in his novel Sult ( Hunger) from 1890 (cinematised in 1966 by Henning Carlsen).


          


          History
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              Christiania in July of 1814, as seen from Ekeberg.
            

          


          According to the Norse sagas, Oslo was founded around 1049 by King Harald Hardrde. Recent archaeological research has uncovered Christian burials from before 1000, evidence of a preceding urban settlement. This called for the celebration of Oslo's millennium in 2000.

          It has been regarded as the capital city since the reign of Hkon V (1299-1319), who was the first king to reside permanently in the city. He also started the construction of the Akershus Fortress. A century later Norway was the weaker part in a personal union with Denmark, and Oslo's role was reduced to that of provincial administrative centre, with the monarchs residing in Copenhagen. The fact that the University of Oslo was founded as late as 1811 had an adverse effect on the development of the nation.
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              Hansken Sculpture and Theatre Museum, Christiania Torv.
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              View from the Akershus Fortress towards the fjord.
            

          


          Oslo was destroyed several times by fire, and after the fourteenth calamity, in 1624, King Christian IV of Denmark (and Norway) ordered it rebuilt at a new site across the bay, near Akershus Fortress and given the name Christiania. But long before this, Christiania had started to regain its stature as a centre of commerce and culture in Norway. The part of the city built from 1624 is now often called Kvadraturen because of its orthogonal layout. In 1814 Christiania once more became a real capital when the union with Denmark was dissolved. Many landmarks were built in the 19th century, including the Royal Palace (1825-1848), Stortinget (the Parliament) (1861-1866), the University, Nationaltheatret and the Stock Exchange. Among the world-famous artists who lived here during this period were Henrik Ibsen and Knut Hamsun (the latter was awarded the Nobel Prize for literature). In 1850, Christiania also overtook Bergen and became the most populous city in the country. In 1878 the city was renamed to Kristiania. The original name of Oslo was restored in 1925.


          Oslo's centrality in the political, cultural and economical life of Norway continues to be a source of considerable controversy and friction. Numerous attempts at decentralization have not appreciably changed this during the last century. While continuing to be the main cause of the depopulation of the Norwegian countryside, any form of development is almost always opposed by neighbours, and as a consequence the growth of a modern urban landscape has all but stopped. Specifically, the construction of highrises in the city centre has been met with skepticism. It is projected, however, that the city will need some 20,000 additional apartments before 2020, forcing the difficult decision of whether to build tall or the equally unpopular option of sprawling out.


          


          A marked reluctance to encourage the growth of the city for fear of causing further depletion of the traditional farming and fishing communities has led to several successive bursts of construction both in infrastructure and building mass, as the authorities kept waiting in vain for the stream of people to diminish. Neoclassical city apartments built in the 1850s to 1900s dotted with remnants of Christian IV's renaissance grid dominate the architecture around the city centre, except where slums were demolished in the 1960s to construct modernist concrete and glass low-rises, now generally regarded as embarrassing eyesores. The variety in Oslo's architectural cityscape does however provide for some striking, and often hauntingly beautiful sights. While most of the forests and lakes surrounding Oslo are in private hands, there is great public support for not developing those areas. Parts of Oslo suffer from congestion, yet it is one of the few European capitals where people live with the wilderness literally in their back yard, or with access to a suburban train line that allows the city's many hikers and long-distance skiers to simply step off the train and start walking or skiing.


          


          Geography and climate


          
            [image: ]
          


          Oslo occupies an arc of land at the northernmost end of the Oslofjord. The fjord, which is nearly bisected by the Nesodden peninsula opposite Oslo, lies to the south; in all other directions Oslo is surrounded by green hills and mountains. There are 40 islands within the city limits, the largest being Malmya (0.56km/0.22sqmi), and scores more around the Oslofjord. Oslo has 343 lakes, the largest being Maridalsvannet (3.91km/1.51sqmi). This is also a main source of drinking water for large parts of Oslo. The highest point is Kirkeberget, at 629metres (2,060ft). Although the city's population is small compared to most European capitals, it occupies an unusually large land area, of which two thirds are protected areas of forests, hills and lakes. Its boundaries encompass many parks and open areas, giving it an airy and often very green appearance. It is not uncommon to encounter wild moose in relatively urban areas of Oslo, especially during wintertime.
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              View of Oslo looking south from Holmenkollen, directly facing Nesodden.
            

          


          Oslo has a hemiboreal/ humid continental climate (Dfb according to the Kppen climate classification system). Summers are mild or even warm, with daily high temperatures averaging between 20.1C (68.2F) and 21.5C (70.7F) during the summer months (June-August). September is often as warm, with colder temperatures usually arriving before the end of October. The highest temperature ever recorded was 35C (95F) on July 21, 1901. Heatwaves occur several times every summer, from June to late August, with temperatures usually up to 30C (86F) to 31C (88F). The Oslofjord has many public beaches and recreational areas, which are very popular in the summer months. The water temperature usually lies around 20C (68F), and sometimes as high as 23C (73F) to 24C (75F).


          The winter is cold, chilly and wet. Temperatures can drop down to 20C (4.0F) or lower when there is a high pressure and blue skies. Almost every winter, ice develops in the inner parts of the fjord, making ice fishing, ice-skating and even cross-country skiing possible on sea-ice. Temperatures below zero may be experienced from October until May, the coldest month being January with a mean temperature of 4.3C (24F), and both January and February may have daily minimum temperatures of around 7C (19.4F). The coldest temperature recorded is 27.9C (18F) in February 1871. Snowfall is spread evenly throughout the winter months and on average more than 25centimetres (9.8in) of snow cover is experienced 30 days per year. Temperatures have tended to be higher in recent years.


          The annual average precipitation is 763millimetres (30.0in), with winter being somewhat drier than summer.



          
            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Avg high C (F)

              	-1.8 (29)

              	-0.9 (30)

              	3.5 (38)

              	9.1 (49)

              	15.8 (60)

              	20.4 (69)

              	21.5 (71)

              	20.1 (68)

              	15.1 (59)

              	9.3 (49)

              	3.2 (38)

              	-0.5 (31)
            


            
              	Avg low temperature C (F)

              	-6.8 (20)

              	-6.8 (20)

              	-3.3 (26)

              	0.8 (33)

              	6.5 (44)

              	10.6 (51)

              	12.2 (54)

              	11.3 (52)

              	7.5 (46)

              	3.8 (39)

              	-1.5 (29)

              	-5.6 (22)
            


            
              	Source: World Weather Information Service All data is for Oslo - Blindern (94 m.s.l.)
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                    Vikingship Museum at Bygdy.
                  

                

              
            

          


          
            	Akershus Castle and Fortress


            	Norsk Folkemuseum, the Norwegian Museum of Cultural History at Bygdy, with a large open air museum


            	The Armed Forces Museum


            	The City Hall, where the annual Nobel Peace Prize ceremony is held


            	The Nobel Peace Centre, Aker brygge


            	The New National Opera House, Bjrvika


            	The Historical Museum


            	The Museum of Modern Art


            	The Holmenkollen ski jump, arena of the 1952 Winter Olympics and the Holmenkollen ski festival, Holmenkollen


            	The Holmenkollen Ski Museum, Holmenkollen


            	The Kon-Tiki Museum, Bygdy


            	The Munch Museum, Tyen


            	The river Akerselva


            	The National Gallery


            	The Norwegian Maritime Museum, including Gja, Bygdy


            	The Fram Museum, exhibiting the ship Fram, Bygdy


            	The Oslo City Museum, at Frogner Manor


            	The Royal Palace


            	The Henie-Onstad Art Centre, Hvikodden in Brum


            	Oslo Cathedral


            	Norwegian Museum of Science and Technology


            	The Zoological Museum , Tyen


            	The Botanical garden , Tyen


            	The Storting, parliament building


            	The Vigeland Park in the Frogner park (Frognerparken)


            	The Viking Ship Museum, displaying ships from Gokstad, Oseberg and Tune at Bygdy


            	Tryvannstrnet


            	Hovedya


            	Ullevl Hageby


            	The islands of the Oslofjord

          


          


          Politics and government


          Oslo is the capital of Norway, and as such is the seat of Norway's national government. Most government offices, including that of the Prime Minister, are gathered at Regjeringskvartalet, a cluster of buildings close to the national Parliament - the Storting.


          Constituting both a municipality and a county of Norway, the city of Oslo is represented in the Storting by seventeen Members of Parliament. Six MPs are from the Labour Party; the Conservative Party and the Progress Party have three each, the Socialist Left Party and the Liberals have two each, and one is from the Christian Democrats.


          Oslo has had a parliamentary system of government since 1986. The supreme authority of the city is the City Council (Bystyret), which currently has 59 seats. Representatives are popularly elected every four years. The City Council has five standing committees, each with their own areas of responsibility. These are: Health and Social Welfare, Education and Cultural Affairs, Urban Development, Transport and Environmental Affairs, and Finance. The council's executive branch (Byrdet) consists of a head of government (byrdsleder) and six commissioners (byrder, sing. byrd) holding ministerial positions. Each of the commissioners needs the confidence of the City Council and each of them can be voted out of office.


          Since the local elections of 2003, the city government has been a coalition of the Conservative Party and the Progress Party. Based mostly on support from the Christian Democrats and the Liberals, the coalition maintains a majority in the City Council. After the 2007 local elections on September 10, the conservative coalition remained in majority. The largest parties in the City Council are the Labour Party and the Conservatives, with 18 and 16 representatives respectively.


          The Mayor of Oslo is the head of the City Council and the highest ranking representative of the city. This used to be the most powerful political position in Oslo, but after the implementation of parliamentarism the Mayor has had more of a ceremonial role, similar to that of the President of the Storting at the national level. The current Mayor of Oslo is Fabian Stang.


          


          Administrative divisions


          Following the latest reform of January 1, 2004, the city is divided into fifteen boroughs (bydeler) that are to a considerable extent self governed. Each borough is responsible for local services not overseen by the City Council, such as social services, basic healthcare, and kindergartens.



          
            	Gamle Oslo


            	Grnerlkka


            	Sagene


            	St. Hanshaugen


            	Frogner


            	Ullern


            	Vestre Aker


            	Nordre Aker


            	Bjerke


            	Grorud


            	Stovner


            	Alna


            	stensj


            	Nordstrand


            	Sndre Nordstrand


            	Sentrum


            	Marka

          


          Sentrum (the city centre) and Marka (the rural/recreational areas surrounding the city) are separate geographical entities, but do not have an administration of their own. Sentrum is governed by the borough of St. Hanshaugen. The administration of Marka is shared between neighbouring boroughs.


          


          Economy


          Oslo is an important centre of maritime knowledge in Europe and is home to approximately 980 companies and 8,500 employees within the maritime sector, among which are some of the world's largest shipping companies, shipbrokers, and insurance brokers. Det Norske Veritas, headquartered at Hvik outside Oslo, is one of the three major maritime classification societies in the world, with 16.5% of the world fleet to class in its register . The city's port is the largest general cargo port in the country and its leading passenger gateway. Close to 6,000 ships dock at the Port of Oslo annually with a total of 6 million tonnes of cargo and over five million passengers.


          The gross domestic product of Oslo totaled NOK268.047 billion (33.876 billion) in 2003, which amounted to 17% of the national GDP. This compares with NOK165.915 billion (20.968 billion) in 1995. The metropolitan area, bar Moss and Drammen, contributed 25% of the national GDP in 2003 and was also responsible for more than one quarter of tax revenues. In comparison, total tax revenues from the oil and gas industry on the Norwegian Continental Shelf amounted to about 16%. The region has one of the highest per capita GDPs in Europe, at NOK391,399 (49,465) in 2003. If Norway were a member of the European Union, the capital region would have the fourth strongest GDP per capita, behind Inner London, Brussels-Capital and Luxembourg.


          Oslo is one of the most expensive cities in the world. As of 2006, it is ranked tenth according to the Worldwide Cost of Living Survey provided by Mercer Human Resource Consulting and first according to the Economist Intelligence Unit. The reason for this discrepancy is that the EIU omits certain factors from its final index calculation, most notably housing. Although Oslo does have the most expensive housing market in Norway it is comparably cheaper to other cities on the list in that regard. Meanwhile, prices on goods and services remain some of the highest of any city. According to a report compiled by Swiss bank UBS in the month of August 2006, Oslo and London were the world's most expensive cities. Total pay packets were the biggest in Oslo along with Copenhagen and Zurich -- but residents of the Nordic cities lose out when tax is taken into account.


          


          Demographics


          An estimated 25 percent of Oslo's population consists of immigrants (about 140,000 inhabitants). Pakistanis (20,036), Somalians (9,708), Swedes (7,462) and Sri Lankan Tamils (7,128) are the four largest ethnic minority groups. Other large immigrant groups are people from the Poland, Vietnam, Turkey, Iraq and Denmark.


          The population of Oslo is currently increasing at a record rate of nearly 2 percent annually (17 percent over the last 15 years), making it the fastest-growing Scandinavian capital. The increase is due, in almost equal degree, to high birth rates and immigration. In particular, immigration from Poland and the Baltic states has increased sharply since the accession of these countries to the EU in 2004.


          


          Education


          


          Institutions of higher education


          
            	University of Oslo (Universitetet i Oslo)


            	Oslo University College (Hgskolen i Oslo)


            	Norwegian School of Management (Handelshyskolen BI)


            	Norwegian School of Information Technology (Norges Informasjonsteknologiske Hyskole)


            	Oslo School of Architecture and Design (Arkitektur- og designhgskolen i Oslo)


            	Norwegian University of Sport and Physical Education (Norges idrettshgskole)


            	Norwegian Academy of Music (Norges musikkhgskole)


            	MF Norwegian School of Theology (Det teologiske Menighetsfakultet - MF)


            	Oslo National Academy of the Arts (Kunsthgskolen i Oslo KHIO)


            	Norwegian University of Life Sciences (Universitetet for Milj og Biovitenskap-UMB) located right outside of Oslo


            	Norwegian Military Academy (Krigsskolen)


            	Norwegian School of Veterinary Science (Norges Veterinrhgskole)


            	Oslo Academy of Fine Arts (Statens kunstakademi)

          


          Oslo now has over 50 schools, colleges and universities in itself alone.


          


          Transport
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          Air


          
            	Oslo Airport, Gardermoen (in Akershus county) - Scandinavia's second largest and fastest growing airport, served by high speed train ( Flytoget)


            	Sandefjord Airport, Torp (in Vestfold county about two hours, or 110km/68mi away)


            	Moss Airport, Rygge (In stfold county, 160km/99mi away)

          


          


          Sea


          There are daily ferry connections to Kiel (Germany), Copenhagen (Denmark), Frederikshavn (Denmark) and Nesodden.


          Public ferries run daily to and from the islands scattered in the Oslo harbour basin.


          


          Train


          Oslo Sentralstasjon is the main railway station in Oslo. From there, there are connections in the directions of: Trondheim, Bergen, Stavanger, Stockholm (Sweden), Gothenburg (Sweden) and Copenhagen (Denmark). In 2004 Norwegian trains were Europe's third most punctual national train company. For the 4 first months in 2005 the punctuality was 92.9%. During winter in particular, weather conditions such as snow and blizzards may cause delays and cancellations on the routes crossing the central mountains.


          


          Public transport


          The public transportation system in Oslo is managed by the municipal transport company Oslo Sporveier. This includes metro, tram, bus and ferry, but not the local train lines, which are run by the state railway company NSB. All public transport in Oslo operates on a common ticket system, allowing free transfer within a period of one hour with a regular ticket. Tickets also transfer to the local and inter-city trains, unless you intend to cross the city border. In 2004, 160 million journeys were made using public transport, of which 85% was handled by Oslo Sporveier's own subsidiaries and 15% by private bus and ferry operators under cost-based contracts.


          The tram system, Oslotrikken, is made up of six lines that criss-cross the inner parts of the city and extend out towards the suburbs. The metro system, known as the T-bane, connects the eastern and western suburbs and comprises six lines which all converge in a tunnel beneath downtown Oslo. The metro lines are identified by numbers from 1 to 6, with two lines running into the municipality of Brum in the west. The tramway lines are numbered 11 to 13 and 17 to 19.


          A new, partially underground loop line was opened in August 2006, connecting Ullevl in the north-west and Carl Berners plass in the east. Two new stations, Nydalen and Storo, have been operational for a couple of years already, the third station, Sinsen, opened August 20, 2006. This completed the loop. In conjunction with the opening of the circle line, there will be a major upgrade of the rolling stock, with delivery taking place between 2007 and 2010. An RFID ticketing system with automatic turnstile barriers has been under introduction for several years, but has been heavily delayed and is not yet in service.


          A public bicycle rental programme has been in operation from April every year since 2002. With an electronic subscription card users can access bikes from over 90 stations across the city.


          


          Road


          Access into the city centre requires the payment of a toll at one of 19 entry points around the ring road. It costs 25 NOK to enter the cordoned zone at all times of day, seven days a week, although a season ticket is available. Since February 2, 2008 coins are no longer accepted at the Toll Station, and all cars must pass through the automatic lanes without stopping. If you are fitted with the electronic AutoPASS system then you will be debited as you pass, all other drivers will receive a bill in the post.


          Initially revenues from the road tolls funded the public road network, but since 2002 it mainly finances new developments for the public transport system in Oslo. There has been discussion whether to continue to use the cordon after 2007, based on the funding decisions, extensions, accommodation of time-differentiated pricing or replaced by another form of pricing altogether, perhaps to make congestion pricing possible.


          Sports
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              The Holmenkollen ski jump hill.
            

          


          Oslo was the host city for the 1952 Winter Olympics. Except for the downhill skiing at Norefjell, all events took place within the city limits. The opening and closing ceremonies were held at Bislett stadion, which was also used for the speed skating events. In recent years, the stadium has been better known for hosting the annual Bislett Games track and field event in the IAAF Golden League. The stadium was rebuilt in 2004/2005 and was formally opened for the Bislett Games on July 29, 2005.


          Holmenkollen nordic skiing arena, and its centrepiece the ski jump, was an important venue during the 1952 Olympics. The arena has hosted numerous Nordic skiing and biathlon world championships since 1930, and its ski jump competition is the second oldest in the world, having been contested since 1892. Holmenkollen has been selected to once again host the FIS Nordic World Ski Championships, in 2011.


          During the summer months, the harbour becomes a venue for various maritime events, including the start of a large sailing regatta that attracts around 1,000 contesting boats each year, and one race of the international Class 1 offshore powerboat racing circuit.


          Two football clubs from Oslo, Vlerenga and Lyn, play in the Norwegian Premier League. In the 2005 season, the teams placed 1st and 3rd respectively. In addition, two teams from the conurbations are represented - Stabk Fotball and Lillestrm Sportsklubb. Oslo had two ice hockey teams in the highest division in the previous season, Vlerenga Ishockey and Furuset I.F., the former winning the cup and league double in 2007. Speed skating is also held at the Valle Hovin venue, which in the summer is host to large popular music concerts.


          Ullevaal stadion, located in the borough of Nordre Aker, is the home of the Norwegian national football team. Built in 1926, it is the largest football stadium in Norway, and has served as the venue for the Norwegian Cup final since 1948. Both Lyn and Vlerenga use the stadium as their home ground.


          Oslo is also home of Norway Cup - the world's biggest football tournament for youth from all over the world.


          


          Historical population


          


          
            
              	Year

              	Population
            


            
              	1801

              	9,500
            


            
              	1825

              	15,400
            


            
              	1855

              	31,700
            


            
              	1875

              	76,900
            


            
              	1900

              	227,900
            


            
              	1925

              	255,700
            


            
              	1951

              	434,365
            


            
              	1960

              	471,511
            


            
              	1970

              	487,363
            


            
              	1980

              	454,872
            


            
              	1990

              	458,364
            


            
              	2000

              	507,467
            


            
              	2002

              	529,407
            


            
              	2006

              	538,411
            


            
              	2008

              	560,484
            

          


          
            See also:

          


          


          Conurbation population


          
            	1999: 763,957


            	2005: 811,688


            	2006: 825,105


            	2007: 839,423


            	2008: 856,915

          


          

          See also: Largest urban areas of Norway.


          


          Some notable natives


          
            
              	Jens Stoltenberg (1959-), Prime minister


              	Fabian Stang (1955-), Mayor


              	Kjetil Andr Aamodt (1971-), Alpine skier


              	Vilhelm Bjerknes (1862-1951), Meteorologist


              	Espen Bredesen (1968-), Ski jumper


              	Gro Harlem Brundtland (1939-), Prime minister and Director-General of WHO


              	Lars Saabye Christensen (1953-), Author


              	John Fredriksen (1944-), Shipping magnate


              	Ragnar Frisch (1895-1973), Economist, Nobel Prize laureate (1969)


              	Johan Galtung (1930-), Professor, peace and conflict research


              	Hans Gude (1825-1903), Landscape painter


              	Sonja Henie (1912-1969), Norwegian figure skater and actress


              	Eva Joly (1943-), Magistrate


              	Erling Kagge (1963-), Polar explorer


              	Espen Knutsen (1972-) Former professional ice hockey player


              	Fridtjof Nansen (1861-1930), Polar explorer, scientist, diplomat, nobel laureate.


              	Lars Onsager (1903-1976), Physical chemist, nobel prize laureate


              	Brge Ousland (1962-), Polar explorer, writer


              	Grete Waitz (1953-), Marathon runner


              	Kjell Ola Dahl (1958-), Author

            

          


          


          Sister cities


          Cooperation agreements have been signed with the following cities/regions:


          
            	[image: Flag of Poland] Warsaw, Poland

          


          Oslo has a longstanding tradition of sending a Christmas tree every year to the cities of Washington, D.C., London, Rotterdam, Antwerp, and Reykjavk. Since 1947, Oslo sends a 65-80 foot (20-25 m) high spruce, which may be 50 to 100 years old (according to the sources), as an expression of gratitude for Britain's support to Norway during World War II. For the 61st time, this spruce will have been lit by the Mayor of Oslo, Fabian Stang and The Lord Mayor of Westminster, Councilor Carolyn Keen, between December 6, 2007 and January 4, 2008, and it has received yet more special attention than before, expressing environmental concern.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Oslo"
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              	General
            


            
              	Name, Symbol, Number

              	osmium, Os, 76
            


            
              	Chemical series

              	transition metals
            


            
              	Group, Period, Block

              	8, 6, d
            


            
              	Appearance

              	silvery, blue cast

              [image: ]
            


            
              	Standard atomic weight

              	190.23 (3) gmol1
            


            
              	Electron configuration

              	[Xe] 4f14 5d6 6s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 14, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	22.61 gcm3
            


            
              	Liquid density at m.p.

              	20 gcm3
            


            
              	Melting point

              	3306 K

              (3033 C, 5491 F)
            


            
              	Boiling point

              	5285 K

              (5012 C, 9054 F)
            


            
              	Heat of fusion

              	57.85  kJmol1
            


            
              	Heat of vaporization

              	738  kJmol1
            


            
              	Specific heat capacity

              	(25C) 24.7 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	3160

                    	3423

                    	3751

                    	4148

                    	4638

                    	5256
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	8, 7, 6, 5, 4, 3, 2, 1, 1, 2

              (mildly acidic oxide)
            


            
              	Electronegativity

              	2.2 (Pauling scale)
            


            
              	Ionization energies

              	1st: 840 kJ/mol
            


            
              	2nd: 1600 kJ/mol
            


            
              	Atomic radius

              	130  pm
            


            
              	Atomic radius (calc.)

              	185 pm
            


            
              	Covalent radius

              	128 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	?
            


            
              	Electrical resistivity

              	(0 C) 81.2 nm
            


            
              	Thermal conductivity

              	(300K) 87.6 Wm1K1
            


            
              	Thermal expansion

              	(25C) 5.1 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 4940 m/s
            


            
              	Shear modulus

              	222 GPa
            


            
              	Poisson ratio

              	0.25
            


            
              	Bulk modulus

              	462 GPa
            


            
              	Mohs hardness

              	7.0
            


            
              	Brinell hardness

              	3920 MPa
            


            
              	CAS registry number

              	7440-04-2
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of osmium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	184Os

                    	0.02%

                    	>5.61013 y

                    (not observed)

                    	

                    	1.452

                    	184W
                  


                  
                    	185Os

                    	syn

                    	93.6 d

                    	

                    	1.013

                    	185Re
                  


                  
                    	186Os

                    	1.59%

                    	2.01015 y

                    	

                    	2.822

                    	182W
                  


                  
                    	187Os

                    	1.96%

                    	187Os is stable with 111 neutrons
                  


                  
                    	188Os

                    	13.24%

                    	188Os is stable with 112 neutrons
                  


                  
                    	189Os

                    	16.15%

                    	189Os is stable with 113 neutrons
                  


                  
                    	190Os

                    	26.26%

                    	190Os is stable with 114 neutrons
                  


                  
                    	191Os

                    	syn

                    	15.4 d

                    	-

                    	0.314

                    	191Ir
                  


                  
                    	192Os

                    	40.78%

                    	>9.81012 y

                    (not observed)

                    	

                    	0.414

                    	192Pt
                  


                  
                    	193Os

                    	syn

                    	30.11 d

                    	-

                    	1.141

                    	193Ir
                  


                  
                    	194Os

                    	syn

                    	6 y

                    	-

                    	0.097

                    	194Ir
                  

                

              
            


            
              	References
            

          


          Osmium (pronounced /ˈɒzmiəm/) is a chemical element that has the symbol Os and atomic number 76. Osmium is a hard, brittle, blue-gray or blue-black transition metal in the platinum family, and is one of the densest natural elements, competing for this status with iridium. Osmium is used in alloys with platinum, iridium and other platinum group metals. Osmium is found in nature as an alloy in platinum ore. Alloys of osmium are employed in fountain pen tips, electrical contacts and in other applications where extreme durability and hardness are needed.


          


          Notable characteristics


          Osmium in a metallic form is extremely dense, blue-white, brittle, and lustrous even at high temperatures, but proves to be extremely difficult to make. Powdered osmium is easier to make, but powdered osmium exposed to air leads to the formation of osmium tetroxide (OsO4), which is very toxic. The tetroxide is a powerful oxidizing agent, very volatile, water-soluble, pale yellow, crystalline solid with a strong smell that boils at 130 C. By contrast osmium dioxide (OsO2) is black, non-volatile and much less reactive and toxic.


          Due to its very high density osmium is generally considered to be the densest known element, narrowly defeating iridium. However, calculations of density from the space lattice may produce more reliable data for these elements than actual measurements and give a density of 22650 kg/m3 for iridium versus 22610 kg/m for osmium. Definitive selection between the two is therefore not possible at this time. If one distinguishes different isotopes, then the highest density ordinary substance would be 192Os. The extraordinary density of osmium is a consequence of the lanthanide contraction.


          Osmium has a very low compressibility. Correspondingly, its bulk modulus is extremely highcommonly quoted as 462 GPa, which is higher than that of diamond but lower than that of aggregated diamond nanorodsalthough there is some debate in the academic community about whether it is in fact this high. A paper by Cynn et al reported that osmium had this bulk modulus, based on an experimental result, but other authors have cast doubt upon this ( and references therein).


          Osmium metal has the highest melting point and the lowest vapor pressure of the platinum family. Common oxidation states of osmium are +4 and +3, but oxidation states from +1 to +8 are observed.


          


          Applications


          Because of the volatility and extreme toxicity of its oxide, osmium is rarely used in its pure state, and is instead often alloyed with other metals that are used in high-wear applications. Osmium alloys such as osmiridium are very hard and, along with other platinum group metals, is almost entirely used in alloys employed in the tips of fountain pens, phonograph needles, instrument pivots, and electrical contacts, as they can resist wear from frequent use.


          Osmium tetroxide has been used in fingerprint detection and in staining fatty tissue for microscope slides. As a strong oxidant, it cross-links lipids mainly by reacting with unsaturated carbon-carbon bonds, and thereby both fixes biological membranes in place in tissue samples and simultaneously stains them, since osmium atoms are extremely electron dense, making OsO4 an important stain for transmission electron microscopy (TEM) studies of many biological materials. An alloy of 90% platinum and 10% osmium (90/10) is used in surgical implants such as pacemakers and replacement pulmonary valves.


          The tetroxide (and a related compound, potassium osmate) are important oxidants for chemical synthesis, despite being very poisonous.


          In 1898 an Austrian chemist, Auer von Welsbach, developed the Oslamp with a filament made of osmium, which he introduced commercially in 1902. After only a few years, osmium was replaced by the more stable metal tungsten (originally known as wolfram). Tungsten has the highest melting point of any metal, and using it in light bulbs increases the luminous efficacy and life of incandescent lamps.


          The light bulb manufacturer OSRAM (founded in 1906 when three German companies; Auer-Gesellschaft, AEG and Siemens & Halske combined their lamp production facilities), derived its name from the elements of OSmium and wolfRAM.


          Like palladium, powdered osmium will densely absorb hydrogen atoms, perhaps making it a potential candidate as a metal hydride battery electrode substance, but it will react with potassium hydroxide, the most common battery electrolyte.


          


          History


          Osmium ( Greek osme meaning "a smell") was discovered in 1803 by Smithson Tennant and William Hyde Wollaston in London, England.


          Wollaston and Tennant were looking for a way to purify platinum by dissolution of native platinum ore in aqua regia. Large amounts of insoluble black powder remained as a byproduct of this operation.


          Wollaston concentrated on the soluble portion and discovered palladium (in 1802) and rhodium (in 1804), while Tennant examined the insoluble residue. In the summer of 1803, Tennant identified two new elements, osmium and iridium. Discovery of the new elements was documented in a letter to the Royal Society on June 21, 1804.


          


          Occurrence


          Turkey, with 127,000 tons, has the world's largest known reserve of osmium. Bulgaria also has substantial reserves of about 2500 tons. This transition metal is also found in iridiosmium, a naturally occurring alloy of iridium and osmium, and in platinum-bearing river sands in the Ural Mountains, and North and South America. It also occurs in nickel-bearing ores found in the Sudbury, Ontario region with other platinum group metals. Even though the quantity of platinum metals found in these ores is small, the large volume of nickel ores processed makes commercial recovery possible.


          


          Compounds


          



          
            	Osmium(III) chloride OsCl3


            	Osmium(IV) oxide OsO2


            	Osmium(VIII) oxide OsO4


            	Osmium carbonyl Os3(CO)12

          


          


          Isotopes


          Osmium has seven naturally occurring isotopes, 6 of which are stable: 184Os, 187Os, 188Os, 189Os, 190Os, and (most abundant) 192Os. 186Os undergoes alpha decay with enormously long half-life of (2.01.1)1015 yr and for many practical purposes can be considered to be stable as well. Alpha decay is predicted for all 7 naturally occurring isotopes, but due to very long half-lives, it was observed only for 186Os. It is predicted also that 184Os and 192Os can undergo double beta decay but this radioactivity is not still observed.


          187Os is the daughter of 187Re ( half-life 4.561010 years) and is used extensively in dating terrestrial as well as meteoric rocks (see Rhenium-osmium dating). It has also been used to measure the intensity of continental weathering over geologic time and to fix minimum ages for stabilization of the mantle roots of continental cratons. This decay is a reason that in some minerals rich by rhenium the isotopic abundance of 187Os is much more than the standard one. However, the most notable application of Os in dating has been in conjunction with iridium, to analyze the layer of shocked quartz along the K-T boundary that marks the extinction of the dinosaurs 65 million years ago.


          


          Precautions


          Osmium tetroxide is highly volatile, penetrates skin readily, and is very toxic by inhalation, in contact with skin and if swallowed. Airborne low concentrations of osmium vapour can cause lung congestion, skin or eye damage, and it should therefore be used in a fume hood. Osmium tetroxide is rapidly reduced to relatively inert compounds by poly-unsaturated vegetable oils such as corn oil.
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              	Osprey
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                  North American subspecies
                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Falconiformes

                  


                  
                    	Family:

                    	Pandionidae

                    Sclater & Salvin, 1873
                  


                  
                    	Genus:

                    	Pandion

                    Savigny, 1809
                  


                  
                    	Species:

                    	P. haliaetus

                  

                

              
            


            
              	Binomial name
            


            
              	Pandion haliaetus

              (Linnaeus, 1758)
            

          


          The Osprey (Pandion haliaetus), also known colloquially as seahawk, fish hawk or fish eagle, is a diurnal, fish-eating bird of prey. It is a large raptor, reaching 60centimetres (24in) in length with a 1.8metre (6ft) wingspan. It is brown on the upperparts and predominantly whitish on the head and underparts, with a brownish eye patch and wings.


          The Osprey tolerates a wide variety of habitats, nesting in any location near a body of water providing an adequate food supply. It is found on all continents except Antarctica although in South America it occurs only as a non-breeding migrant.


          As its other common names suggest, the Osprey's diet consists almost exclusively of fish. It has evolved specialised physical characteristics and exhibits some unique behaviours to assist in hunting and catching prey. As a result of these unique characteristics, it has been given its own taxonomic genus, Pandion and family, Pandionidae. Four subspecies are usually recognised. Despite its propensity to nest near water, the Osprey is not a sea-eagle.


          


          Taxonomy


          The Osprey was one of the many species described by Carolus Linnaeus in his 18th century work, Systema Naturae, and named as Falco haliaeetus. The genus Pandion was described by the French zoologist Marie Jules Csar Savigny in 1809.


          The Osprey differs in several respects from other diurnal birds of prey. Its toes are of equal length, its tarsi are reticulated, and its talons are rounded, rather than grooved. The Osprey is the only raptor whose outer toe is reversible, allowing it to grasp its prey with two toes in front and two behind. It has always presented something of a riddle to taxonomists, but here it is treated as the sole member of the family Pandionidae, and the family listed in its traditional place as part of the order Falconiformes. Other schemes place it alongside the hawks and eagles in the family Accipitridaewhich itself can be regarded as making up the bulk of the order Accipitriformes or else be lumped with the Falconidae into Falconiformes. The Sibley-Ahlquist taxonomy has placed it together with the other diurnal raptors in a greatly enlarged Ciconiiformes, but this results in an unnatural paraphyletic classification.


          


          Classification
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          The Osprey is unusual insofar as it is a single species that occurs nearly worldwide. Even the few subspecies are not unequivocally separable. There are four generally recognised subspecies, although differences are small, and ITIS only lists the first two.


          
            	P. h. haliaetus (Linnaeus, 1758), Eurasia.


            	P. h. carolinensis ( Gmelin, 1788), North America. This form is larger, darker bodied and has a paler breast than nominate haliaetus.


            	P. h. ridgwayi ( Maynard, 1887), Caribbean islands. This form has a very pale head and breast compared with nominate haliaetus, with only a weak eye mask. It is non-migratory. Its scientific name commemorates American ornithologist Robert Ridgway.


            	P. h. cristatus ( Vieillot, 1816), coastline and some large rivers of Australia and Tasmania. The smallest subspecies, also non-migratory.

          


          


          Etymology


          The genus name Pandion is after the mythical Greek king Pandion of Athens and grandfather of Theseus, who was transformed into an eagle. The specific epithet haliaetus is derived from the Greek ά "sea-eagle/osprey".


          The origins of osprey are obscure; the word itself was first recorded around 1460, derived via the Anglo-french ospriet and the Medieval Latin avis prede "bird of prey," from the Latin avis praed though the Oxford English Dictionary notes a connection with the Latin ossifraga or "bone breaker" of Pliny the Elder. However, this term referred to the Lammergeier.


          


          Description
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          The Osprey is 1.42kilograms (3.04.4 lb) in weight and 5260centimetres (2024 in) long with a 150180centimetres (56 ft) wingspan. The upperparts are a deep, glossy brown, while the breast is white and sometimes streaked with brown, and the underparts are pure white. The head is white with a dark mask across the eyes, reaching to the sides of the neck. The irises of the eyes are golden to brown, and the transparent nictitating membrane is pale blue. The bill is black, with a blue cere, and the feet are white with black talons. A short tail and long, narrow wings with four long, finger-like feathers, and a shorter fifth, give it a very distinctive appearance.


          The sexes appear fairly similar, but the adult male can be distinguished from the female by its slimmer body and narrower wings. The breast band of the male is also weaker than that of the female, or is non-existent, and the underwing coverts of the male are more uniformly pale. It is straightforward to determine the sex in a breeding pair, but harder with individual birds.


          Juvenile Osprey may be identified by buff fringes to the plumage of the upperparts, a buff tone to the underparts, and streaked feathers on the head. During spring, barring on the underwings and flight feathers is a better indicator of a young bird, due to wear on the upperparts.


          In flight, the Osprey has arched wings and drooping "hands", giving it a gull-like appearance. The call is a series of sharp whistles, described as cheep, cheep or yewk, yewk. Near the nest, the call is a frenzied cheereek! Ospreycall


          


          Distribution and habitat
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          The Osprey has a worldwide distribution and is found in temperate and tropical regions of all continents except Antarctica. In North America it breeds from Alaska and Newfoundland south to the Gulf Coast and Florida, wintering further south from the southern United States through to Argentina. It is found in summer throughout Europe north into Scandinavia and Scotland, though not Iceland, and winters in North Africa. In Australia it is mainly sedentary and found patchily around the coastline, though it is a non-breeding visitor to eastern Victoria and Tasmania. There is a 1000 km gap, corresponding with the coast of the Nullarbor Plain, between its westernmost breeding site in South Australia and the nearest breeding sites to the west in Western Australia. In the islands of the Pacific it is found in the Bismarck Islands, Solomon Islands and New Caledonia, and fossil remains of adults and juveniles have been found in Tonga, where it probably was wiped out by arriving humans. It is possible it may once have ranged across Vanuatu and Fiji as well. It is an uncommon to fairly common winter visitor to all parts of South Asia, and Southeast Asia from Myanmar through to Indochina and southern China, Indonesia, Malaysia and the Philippines.


          


          Behaviour


          


          Diet
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          Fish comprise 99 percent of the Osprey's diet. It typically takes fish weighing 150300grammes (510oz) and about 2535centimetres (1014in) in length, but the weight can range from 50 to 2000grammes (268oz).


          Prey is first sighted when the Osprey is 1040metres (32130ft) above the water, after which the bird hovers momentarily then plunges feet first into the water. It is able to dive to a depth of onemetre (3.3ft). The angle of entry into the water varies with the nature of the prey; steeper, slower dives are used when pursuing deeper, slow-moving fish, while long, quick dives are used for faster surface fish. After catching the fish considerable effort is needed to get airborne again. As it rises back into flight the fish is turned head-forward to reduce drag.


          The Osprey is particularly well adapted to this diet, with reversible outer toes, sharp spicules on the underside of the toes, closable nostrils to keep out water during dives, and backwards-facing scales on the talons which act as barbs to help hold its catch.


          Rarely, the Osprey may prey on other wetland animals, such as aquatic rodents, salamanders, other birds, and small reptiles.


          


          Reproduction
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          The Osprey breeds by freshwater lakes, and sometimes on coastal brackish waters. Rocky outcrops just offshore are used in Rottnest Island off the coast of Western Australia, where there are 14 or so similar nesting sites of which five to seven are used in any one year. Many are renovated each season, and some have been used for 70 years. The nest is a large heap of sticks, driftwood and seaweed built in forks of trees, rocky outcrops, telephone poles, artificial platforms or offshore islets. Generally Ospreys reach sexual maturity and begin breeding around the age of three to four years, though in some regions with high Osprey densities, such as Chesapeake Bay in the U.S., they may not start breeding until five to seven years old, and there may be a shortage of suitable tall structures. If there are no nesting sites available, young Ospreys may be forced to delay breeding. To ease this problem, posts may be erected to provide more sites suitable for nest building.
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          Ospreys usually mate for life. Rarely, polyandry has been recorded. The breeding season varies according to latitude; spring (September-October) in southern Australia, April to July in northern Australia and winter (June-August) in southern Queensland. In spring the pair begins a five-month period of partnership to raise their young. The female lays two to four eggs within a month, and relies on the size of the nest to conserve heat. The eggs are whitish with bold splotches of reddish-brown and are about 6.2x4.5centimetres (2.4x1.8in) and weigh about 65grammes (2.4oz). The eggs are incubated for about 5 weeks to hatching.


          The newly hatched chicks weigh only 5060grammes (2oz), but fledge in 8-10 weeks. A study on Kangaroo Island, South Australia, had an average time between hatching and fledging of 69 days. The same study found an average of 0.66 young fledged per year per occupied territory, and 0.92 young fledged per year per active nest. Some 22% of surviving young either remained on the island, or returned at maturity to join the breeding population. When food is scarce, the first chicks to hatch are most likely to survive. The typical lifespan is 2025 years. In North America Bubo owls and Bald Eagles (and possibly other eagles of comparable size) are the only major predators of both nests and sub adults.


          


          Migration
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          European breeders winter in Africa. American and Canadian breeders winter in South America, although some stay in the southernmost U.S. states such as Florida and California. Australasian Ospreys tend not to migrate.


          Studies of Swedish Ospreys showed that females tend to migrate to Africa earlier than the males. More stopovers are made during their autumn migration. The variation of timing and duration in autumn was more variable than in spring. Although migrating predominantly in the day, they sometimes fly in the dark hours particularly in crossings over water and cover on average 260-280 km/day with a maximum of 431 km/day.


          


          Status


          The Osprey has a large range, covering 9,670,000 km (3.7million square miles) in just Africa and the Americas, and has a large global population estimated at 460,000 individuals. Although global population trends have not been quantified, the species is not believed to approach the thresholds for the population decline criterion of the IUCN Red List (i.e., declining more than 30% in ten years or three generations), and for these reasons, the species is evaluated as Least Concern. There is evidence for regional decline in South Australia where former territories at locations in the Spencer Gulf and along the lower Murray River have been vacant for decades.


          In the late 19th and early 20th centuries, the main threats to Osprey populations were egg collectors and hunting of the adults along with other birds of prey, but Osprey populations declined drastically in many areas in the 1950s and 1960s; this appeared to be in part due to the toxic effects of insecticides such as DDT on reproduction. The pesticide interfered with the bird's calcium metabolism which resulted in thin-shelled, easily broken or infertile eggs. Possibly because of the banning of DDT in many countries in the early 1970s, together with reduced persecution, the Osprey, as well as other affected bird of prey species, have made significant recoveries. In South Australia, nesting sites on the Eyre Peninsula and Kangaroo Island are vulnerable to unmanaged coastal recreation and encroaching urban development.


          


          Cultural depictions


          Nisos, a king of Megara in Greek mythology, became a sea eagle or Osprey, to attack his daughter after she fell in love with Minos, king of Crete. The Roman writer Pliny the Elder reported that parent Ospreys made their young fly up to the sun as a test, and dispatch any that failed. Another odd legend regarding this fish-eating bird of prey, derived from the writings of Albertus Magnus and recorded in Holinshed's Chronicles, was that it had one webbed foot and one taloned foot. There was a medieval belief that fish were so mesmerised by the Osprey that they turned belly-up in surrender, and this is referenced by Shakespeare in Act 4 Scene 5 of Coriolanus:


          
            I think he'll be to Rome

            As is the osprey to the fish, who takes it

            By sovereignty of nature.

          


          The Irish poet William Butler Yeats used a grey wandering Osprey as a representation of sorrow in The Wanderings of Oisin and Other Poems (1889) The Osprey is depicted as a white eagle in heraldry, and more recently has become a symbol of positive responses to nature, and as such has been featured on more than 50 postage stamps.
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          Osteomalacia is the general term for the softening of the bones due to defective bone mineralization. Osteomalacia in children is known as rickets, and because of this, osteomalacia is often restricted to the milder, adult form of the disease. It may show signs as diffuse body pains, muscle weakness, and fragility of the bones. A common cause of the disease is a deficiency in Vitamin D, which is normally obtained from the diet and/or sunlight exposure.


          


          General characteristics


          Osteomalacia in the adult is most commonly found in confined, dark-skinned, or diet-disbalanced subjects. Many of the effects of the disease overlap with the more common osteoporosis, but the two diseases are significantly different. Osteomalacia is specifically a defect in mineralization of the protein framework known as osteoid. This defective mineralization is mainly caused by lack in vitamin D.


          Osteomalacia is derived from Greek: osteo refers to bone, and malacia means softness. In the past, the disease was also known as malacosteon and its Latin-derived equivalent, mollities ossium.


          


          Causes


          The causes of adult osteomalacia are varied.


          
            	Insufficient sunlight exposure, especially in dark-skinned subjects


            	Insufficient nutritional quantities or faulty metabolism of vitamin D or phosphorus


            	Renal tubular acidosis


            	Malnutrition during pregnancy


            	Malabsorption syndrome


            	Chronic renal failure


            	Therapy with Fumaderm

          


          


          Clinical features


          Osteomalacia in adults starts insidiously as aches and pains in the lumbar (lower back) region and thighs, spreading later to the arms and ribs. Pain is non-radiating, symmetrical, and accompanied by tenderness in the involved bones. Proximal muscles are weak, and there is difficulty in climbing up stairs and getting up from a squatting position. Physical signs include deformities like triradiate pelvis and lordosis. The patient has a typical "waddling gait". Pathologic fractures due to weight bearing may develop. Most of the time, the only alleged symptom is chronic fatigue and bone aches are not spontaneous but only revealed by pressure or shocks.


          


          Biochemical findings


          Biochemical features are similar to rickets.The major fact is a collapsed vitamin D rate in blood or serum.


          


          Radiographic characteristics


          Radiological appearances include


          
            	pseudofractures


            	protrusio acetabuli

          


          


          Treatment


          Nutritional osteomalacia responds well to administration of 200,000 IU weekly of vitamin D for 4 to 6 weeks, followed by a maintenance dose of 1600 IU daily or 200,000 IU every 4 to 6 months.
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          The Ostrich (Struthio camelus) is a large flightless bird native to Africa (and formerly the Middle East). It is the only living species of its family, Struthionidae, and its genus, Struthio. Ostriches share the order Struthioniformes with emus, kiwis, and other ratites. It is distinctive in its appearance, with a long neck and legs and the ability to run at speeds of about 65 km/h (40 mph), the top land speed of any bird. The Ostrich is the largest living species of bird and lays the largest egg of any bird species.


          The diet of the Ostrich mainly consists of seeds and other plant matter, though it eats insects. It lives in nomadic groups which contain between five and 50 birds. When threatened, the Ostrich will either hide itself by lying flat against the ground, or will run away. If cornered, it can cause injury and death with a kick from its powerful legs. Mating patterns differ by geographical region, but territorial males fight for a harem of two to seven females.


          The Ostrich is farmed around the world, particularly for its feathers, which are decorative and are also used for feather dusters. Its skin is used for leather and its meat marketed commercially.


          


          Taxonomy


          The Ostrich was originally described by Linnaeus in his 18th-century work, Systema Naturae under its current binomial name. Its scientific name is derived from the Greek words for "camel sparrow" alluding to its long neck.


          The Ostrich belongs to the Struthioniformes order of ( ratites). Other members include rheas, emus, cassowaries and the largest bird ever, the now-extinct Elephant Bird (Aepyornis). However, the classification of the ratites as a single order has always been questioned, with the alternative classification restricting the Struthioniformes to the ostrich lineage and elevating the other groups. Presently, molecular evidence is equivocal while paleobiogeographical and paleontological considerations are slightly in favour of the multi-order arrangement.


          


          Subspecies


          Five subspecies are recognized:


          
            	S. c. australis in Southern Africa, called the Southern Ostrich. It is found south of the Zambezi and Cunene rivers. It was once farmed for its feathers in the Little Karoo area of Cape Province.


            	S. c. camelus in North Africa, sometimes called the North African Ostrich or Red-necked Ostrich. It is the most widespread subspecies, ranging from Ethiopia and Sudan in the east throughout the Sahel to Senegal and Mauritania in the west, and at least in earlier times north to Egypt and southern Morocco, respectively. It is the largest subspecies, at 2.74m (9ft) 154kilograms (340lb). The neck is red, the plumage of males is black and white, and the plumage of females is grey.


            	S. c. massaicus in East Africa, sometimes called the Masai Ostrich. It has some small feathers on its head, and its neck and thighs are bright orange. During the mating season, the male's neck and thighs become brighter. Their range is essentially limited to most of Kenya and Tanzania and parts of Southern Somalia.


            	S. c. syriacus in the Middle East, sometimes called the Arabian Ostrich or Middle Eastern Ostrich, was a subspecies formerly very common in the Arabian Peninsula, Syria, and Iraq; it became extinct around 1966.


            	S. c. molybdophanes in Somalia, Ethiopia, and northern Kenya, is called the Somali Ostrich. The neck and thighs are grey-blue, and during the mating season, the male's neck and thighs become bright blue. The females are more brown than those of other subspecies. It generally lives in pairs or alone, rather than in flocks. Its range overlaps with S. c. massaicus in northeastern Kenya.
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          Analyses indicate that the Somali Ostrich may be better considered a full species. mtDNA haplotype comparisons suggest that it diverged from the other Ostriches not quite 4 mya due to formation of the Great Rift Valley. Subsequently, hybridization with the subspecies that evolved southwestwards of its range, S. c. massaicus, has apparently been prevented from occurring on a significant scale by ecological separation, the Somali Ostrich preferring bushland where it browses middle-height vegetation for food while the Masai Ostrich is, like the other subspecies, a grazing bird of the open savanna and miombo habitat.


          The population from Ro de Oro was once separated as Struthio camelus spatzi because its eggshell pores were shaped like a teardrop and not round, but as there is considerable variation of this character and there were no other differences between these birds and adjacent populations of S. c. camelus, it is no longer considered valid. This population disappeared in the later half of the 20th century. In addition, there have been 19th century reports of the existence of small ostriches in North Africa; these have been referred to as Levaillant's Ostrich (Struthio bidactylus) but remain a hypothetical form not supported by material evidence. Given the persistence of savanna wildlife in a few mountainous regions of the Sahara (such as the Tagant Plateau and the Ennedi Plateau), it is not at all unlikely that ostriches too were able to persist in some numbers until recent times after the drying-up of the Sahara.


          


          Evolution
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          The earliest fossil of ostrich-like birds is the Central European Palaeotis from the Middle Eocene, a middle-sized flightless bird that was originally believed to be a bustard. Apart from this enigmatic bird, the fossil record of the ostriches continues with several species of the modern genus Struthio which are known from the Early Miocene onwards. While the relationship of the African species is comparatively straightforward, a large number of Asian species of ostrich have been described from very fragmentary remains, and their interrelationships and how they relate to the African ostriches is very confusing. In China, ostriches are known to have become extinct only around or even after the end of the last ice age; images of ostriches have been found there on prehistoric pottery and as petroglyphs. There are also records of ostriches being sighted out at sea in the Indian Ocean and when discovered on the island of Madagascar the sailors of the 18th century referred to them as Sea Ostriches, although this has never been confirmed.


          Several of these fossil forms are ichnotaxa (that is, classified according to the organism's footprints or other trace rather than its body) and their association with those described from distinctive bones is contentious and in need of revision pending more good material.


          
            	Struthio coppensi (Early Miocene of Elizabethfeld, Namibia)


            	Struthio linxiaensis (Liushu Late Miocene of Yangwapuzijifang, China)


            	Struthio orlovi (Late Miocene of Moldavia)


            	Struthio karingarabensis (Late Miocene - Early Pliocene of SW and CE Africa) - oospecies(?)


            	Struthio kakesiensis (Laetolil Early Pliocene of Laetoli, Tanzania) - oospecies


            	Struthio wimani (Early Pliocene of China and Mongolia)


            	Struthio daberasensis (Early - Middle Pliocene of Namibia) - oospecies


            	Struthio brachydactylus (Pliocene of Ukraine)


            	Struthio chersonensis (Pliocene of SE Europe to WC Asia) - oospecies


            	Asian Ostrich, Struthio asiaticus (Early Pliocene - Late Pleistocene of Central Asia to China)


            	Struthio dmanisensis (Late Pliocene/Early Pleistocene of Dmanisi, Georgia)


            	Struthio oldawayi (Early Pleistocene of Tanzania) - probably subspecies of S. camelus


            	Struthio anderssoni - oospecies(?)

          


          


          Description
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          Ostriches usually weigh from 93 to 130kg (200 to 285lb), although some male ostriches have been recorded with weights of up to 155kg (340lb). The feathers of adult males are mostly black, with white at the ends of the wings and in the tail. Females and young males are greyish-brown and white. The head and neck of both male and female Ostriches is nearly bare, but has a thin layer of down.


          The strong legs of the Ostrich lack feathers. The bird has just two toes on each foot (most birds have four), with the nail of the larger, inner one resembling a hoof. The outer toe lacks a nail. This is an adaptation unique to Ostriches that appears to aid in running. The wings are not used for flight, but are still large, with a wingspan of around two metres (over six feet), despite the absence of long flight feathers. The wings are used in mating displays, and they can also provide shade for chicks. The feathers, which are soft and fluffy, serve as insulation, and are quite different from the flat smooth outer feathers of flying birds (the feather barbs lack the tiny hooks which lock them together in other birds). The ostrich's sternum is flat, lacking the keel to which wing muscles attach in flying birds. The beak is flat and broad, with a rounded tip. Like all ratites, the Ostrich has no crop, and it also lacks a gallbladder.


          At sexual maturity (two to four years old), male Ostriches can be between 1.8 and 2.7m (6 and 9ft) in height, while female Ostriches range from 1.7 to 2m (5.5 to 6.5ft). During the first year of life, chicks grow about 25cm (10in) per month. At one year of age, ostriches weigh around 45kg (100lb). An Ostrich can live up to 75years.
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          Distribution and habitat


          Ostriches are native to savannas and the Sahel of Africa, both north and south of the equatorial forest zone. The Arabian Ostriches in the Near and Middle East were hunted to extinction by the middle of the 20th century.


          


          Behaviour
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          Ostriches live in nomadic groups of 5 to 50 birds that often travel together with other grazing animals, such as zebras or antelopes. They mainly feed on seeds and other plant matter; occasionally they also eat insects such as locusts. Lacking teeth, they swallow pebbles that help as gastroliths to grind the swallowed foodstuff in the gizzard. An adult ostrich typically carries about 1 kg of stones in its stomach. Ostriches can go without water for a long time, living off the moisture in the ingested plants. However, they enjoy water and frequently take baths.


          With their acute eyesight and hearing, they can sense predators such as lions from far away. When being pursued by a predator, Ostriches have been known to reach speeds in excess of 65 km per hour (40 miles per hour), and can maintain a steady speed of 50km/h (30 mph), which makes the ostrich the world's fastest two-legged animal.


          Ostriches are known to eat almost anything ( dietary indiscretion), particularly in captivity where opportunity is increased.
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          Ostriches can tolerate a wide range of temperatures. In much of its habitat, temperature differences of 40C between night- and daytime can be encountered. Their temperature control mechanism is more complex than in other birds and mammals, utilizing the naked skin of the upper legs and flanks which can be covered by the wing feathers or bared according to whether the bird wants to retain or lose body heat.


          When lying down and hiding from predators, the birds lay their head and neck flat on the ground, making them appear as a mound of earth from a distance. This even works for the males, as they hold their wings and tail low so that the heat haze of the hot, dry air that often occurs in their habitat aids in making them appear as a nondescript dark lump. When threatened, Ostriches run away, but they can cause serious injury and death with kicks from their powerful legs. Their legs can only kick forward.


          


          Reproduction
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          Ostriches become sexually mature when they are 2 to 4 years old; females mature about six months earlier than males. The species is iteroparous, with the mating season beginning in March or April and ending sometime before September. The mating process differs in different geographical regions. Territorial males will typically use hisses and other sounds to fight for a harem of two to seven females (which are called hens). The winner of these fights will breed with all the females in an area, but will only form a pair bond with the dominant female. The female crouches on the ground and is mounted from behind by the male.
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          Ostriches are oviparous. The females will lay their fertilized eggs in a single communal nest, a simple pit, 30 to 60cm (12-24in) deep, scraped in the ground by the male. Ostrich eggs are the largest of all eggs (and by extension, the yolk is the largest single cell), though they are actually the smallest eggs relative to the size of the bird. The nest may contain 15 to 60 eggs, which are, on average, 15cm (6in) long, 13cm (5in) wide, and weigh 1.4kg (3lb). They are glossy and cream in colour, with thick shells marked by small pits. The eggs are incubated by the females by day and by the male by night. This uses the coloration of the two sexes to escape detection of the nest, as the drab female blends in with the sand, while the black male is nearly undetectable in the night. The incubation period is 35 to 45days. Typically, the male will defend the hatchlings, and teach them how and on what to feed.


          The life span of an Ostrich is from 30 to 70 years, with 50 being typical.


          Ostriches reared entirely by humans may not learn to direct their courtship behaviour at other ostriches, but instead may do so at their human keepers.


          


          Ostriches and people


          


          Hunting and farming
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          In Roman times, there was a demand for ostriches to use in venatio games or cooking. They have been hunted and farmed for their feathers, which at various times in history have been very popular for ornamentation in fashionable clothing (such as hats during the 19th century). Their skins were also valued to make goods out of leather. In the 18th century, they were almost hunted to extinction; farming for feathers began in the 19th century. The market for feathers collapsed after World War I, but commercial farming for feathers and later for skins, became widespread during the 1970s.


          Ostriches are farmed in over 50 countries, including climates as cold as that of Sweden and Finland, though the majority are in Southern Africa. They will prosper in climates between 30 and 30 C.


          Since they also have the best feed to weight gain ratio of any land animal in the world (3.5:1 whereas that of cattle is 6:1), they are attractive economically to raise for meat or other uses. Although they are farmed primarily for leather and secondarily for meat, additional by-products are the eggs, offal, and feathers.
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          It is claimed that ostriches produce the strongest commercially available leather. Ostrich meat tastes similar to lean beef and is low in fat and cholesterol, as well as high in calcium, protein and iron. Uncooked, it is a dark red or cherry red colour, a little darker than beef.


          The town of Oudtshoorn in South Africa has the world's largest population of ostriches. Farms and specialized breeding centres have been set up around the town such as the Safari Show Farm and the Highgate Ostrich Show Farm. The CP Nel Museum is a museum that specializes in the history of the ostrich.


          Ostriches are classified as dangerous animals in Australia, the US and the UK. There are a number of incidents of people being attacked and killed. Big males can be very territorial and aggressive.


          


          Ostrich racing
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          Ostriches are large enough for a small person to ride them, typically while holding on to the wings for grip, and in some areas of northern Africa and the Arabian Peninsula Ostriches are trained as racing mounts. There is little possibility of the practice becoming more widespread, due to the irascible temperament and the difficulties encountered in saddling the birds. Ostrich races in the United States have been criticized by animal rights organizations.


          


          Cultural depictions


          In popular mythology, the Ostrich is famous for hiding its head in the sand at the first sign of danger. The Roman writer Pliny the Elder is noted for his descriptions of the ostrich in his Naturalis Historia, where he describes the Ostrich and the fact that it hides its head in a bush. He adds that it can eat and digest anything. This is embellished in the Physiologus which reports Ostriches can swallow iron and hot coals. The last belief persisted and evolved in heraldry, where the Ostrich is represented with a horseshoe in its mouth, symbolic of its iron-eating ability. It was a positive symbol in Ancient Egypt; the deity Shu is portrayed in art as wearing an ostrich feather, while Ma'at, goddess of law and justice, bore one on her head.


          The Ostrich's behaviour is also mentioned in the Bible in God's discourse to Job ( Job 39.13-18). It is described as being joyfully proud of its small wings, but unwise and unmindful of the safety of its nest and harsh in the treatment of its offspring, even though it can put a horse to shame with its speed. Elsewhere, ostriches are mentioned as proverbial examples of poor parenting (see Arabian Ostrich for details).


          In the Ethiopian Orthodox religion, it is traditional to place seven large Ostrich eggs on the roof of a church to symbolize the Heavenly and Earthly Angels. The Ostrich represents light and water for the Dogon people, its undulating movement symbolic of water movement.


          There have been no observations of Ostriches putting their heads in the sand. A common counterargument is that a species that displayed this behaviour would not survive very long. Ostriches do deliberately swallow sand and pebbles to help grind up their food; seeing this from a distance may have caused some early observers to believe that their heads were buried in sand. Also, ostriches that are threatened but unable to run away may fall to the ground and stretch out their necks in an attempt to become less visible. The coloring of an ostrich's neck is similar to sand and could give the illusion that the neck and head have been completely buried. "Don't hide your head in the sand," is an old saying that means don't ignore a problem thinking that it will go away.


          


          Ostrich feather dusters


          The original South African ostrich feather dusters were invented in Johannesburg, South Africa by missionary, broom factory manager, Harry S. Beckner in 1903.
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          Ostrich feather dusters were wound on broom handles using a foot powered kick winder and the same wire used to attach broom straw, then sorted for quality, colour and length before being wound in three layers to the handle. The first layer was wound with the feathers curving inward to hide the head of the handle. The second two layers were wound curving outward to give it a full figure and its trademark flower shape.


          The first Ostrich feather duster company in the United States was formed in 1913 by Harry S. Beckner and his brother George Beckner in Athol, Massachusetts and has survived till this day as the Beckner Feather Duster Company under the care of George Beckner's great granddaughter, Margret Fish Rempher. Today the largest manufacturer of Ostrich feather dusters is Texas Feathers (TxF)which is located in Arlington Texas.


          Apprentices still use the manual kick winder to learn the trade of building the hand crafted Ostrich feather duster. However, to speed up the manufacturing process, factories now allow craftsman to use electric powered winders to build the duster.


          The Ostrich feather is durable, soft and flexible, which accounts for the success of the Ostrich feather duster over the last 100 years. Because the feather does not zipper together it is prone to developing a static charge which actually attracts and holds dust which can then be shaken out or washed off. Because of its similar makeup to human hair, care of the ostrich feather requires only an occasional shampoo and towel or air dry.


          The farming of Ostriches for their feathers does not harm the bird. During molting season the birds are gathered in a pen, burlap sacks are placed over their heads so they will remain calm and trained pickers pluck the loose molting feathers from the birds. The birds are then released unharmed back onto the farm.
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              	Oswald of Northumbria
            


            
              	
                
                  [image: ]
                
A twelfth century painting of St Oswald in Durham Cathedral
              
            


            
              	King and Martyr
            


            
              	Born

              	c. 604, Deira, Northumbria
            


            
              	Died

              	August 5, 641/ 642, Oswestry in Shropshire, England
            


            
              	Major shrine

              	Bardney Abbey, Lincolnshire, England; relics later translated to Saint Oswald's church, Gloucester, England
            


            
              	Feast

              	August 5
            

          


          Oswald (c. 604 August 5, 642) was King of Northumbria from 634 until his death, and was subsequently venerated as a Christian saint. He was the son of thelfrith of Bernicia and came to rule after spending a period in exile; after defeating the British ruler Cadwallon ap Cadfan, Oswald brought the two Northumbrian kingdoms of Bernicia and Deira once again under a single ruler, and promoted the spread of Christianity in Northumbria. He was given a strongly positive assessment by the historian Bede, writing a little less than a century after Oswald's death, who regarded Oswald as a saintly king; it is also Bede who is the main source for present-day historical knowledge of Oswald. After eight years of rule, in which he was the most powerful ruler in Britain, Oswald was killed in the battle of Maserfield.


          


          Background, youth, and exile


          Oswald's father thelfrith was a successful Bernician ruler who, after some years in power in Bernicia, also became king of Deira, and thus was the first to rule both of the kingdoms which would come to be considered the constituent kingdoms of Northumbria (Bernicia in the northern part and Deira in the southern part); it would, however, be anachronistic to refer to a "Northumbrian" people or identity at this early stage, when the Bernicians and the Deirans were still clearly distinct peoples. Oswald's mother, Acha, was a member of the Deiran royal line who thelfrith apparently married as part of his acquisition of Deira or consolidation of power there. Oswald was apparently born in or around the year 604, since Bede says that he was killed at the age of 38 in 642; thelfrith's acquisition of Deira is also believed to have occurred around 604.


          thelfrith, who was for years a successful war-leader, especially against the native British, was eventually killed in battle around 616 by Raedwald of East Anglia at the River Idle. This defeat meant that an exiled member of the Deiran royal line, Edwin (Acha's brother), became king of Northumbria; Oswald and his brothers fled to the north. Oswald thus spent the remainder of his youth in the Irish kingdom of Dl Riata in northern Britain, where he was converted to Christianity. He may also have fought in Ireland during this period of exile.


          


          Victory over Cadwallon


          After Cadwallon ap Cadfan, the king of Gwynedd, in alliance with the pagan Penda of Mercia, killed Edwin of Deira in battle at Hatfield Chase in 633 (or 632, depending on when the years used by Bede are considered to have began), Northumbria was split between its constituent kingdoms of Bernicia and Deira. Oswald's brother Eanfrith became king of Bernicia, but he was killed by Cadwallon in 634 (or 633) after attempting to negotiate peace. Subsequently, Oswald, at the head of a small army (possibly with the aid of allies from the north, the Scots and/or the Picts), met Cadwallon in battle at Heavenfield, near Hexham. Before the battle, Oswald had a wooden cross erected; he knelt down, holding the cross in position until enough earth had been thrown in the hole to make it stand firm. He then prayed and asked his army to join in.


          Adomnn in his Life of Saint Columba offers a longer account, which Abbot Sgne had heard from Oswald himself. Oswald, he says, had a vision of Columba the night before the battle, in which he was told:


          
            Be strong and act manfully. Behold, I will be with thee. This coming night go out from your camp into battle, for the Lord has granted me that at this time your foes shall be put to flight and Cadwallon your enemy shall be delivered into your hands and you shall return victorious after battle and reign happily.

          


          Oswald described his vision to his council and all agreed that they would be baptised and accept Christianity after the battle. In the battle that followed, the British were routed despite their superior numbers; Cadwallon himself was killed. 


          Overlordship
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          Following the victory at Heavenfield, Oswald reunited Northumbria and re-established the Bernician supremacy which had been interrupted by Edwin. Bede says that Oswald held imperium for the eight years of his rule (both Bede and the Anglo-Saxon Chronicle say that Oswald's reign was actually considered to be nine years, the ninth year being accounted for by assigning to Oswald the year preceding his rule, "on account of the heathenism practised by those who had ruled that one year between him and Edwin"), and was the most powerful king in Britain. In the 9th-century Anglo-Saxon Chronicle he is referred to as a Bretwalda. Adomnn describes Oswald as "ordained by God as Emperor of all Britain".


          He seems to have been widely recognized as overlord, although the extent of his authority is uncertain. Bede makes the claim that Oswald "brought under his dominion all the nations and provinces of Britain", which, as Bede notes, was divided by language between the English, British, Scots, and Picts; however, he seems to undermine his own claim when he mentions at another point in his history that it was Oswald's brother Oswiu who made tributary the Picts and Scots. An Irish source, the Annals of Tigernach, records that the Anglo-Saxons banded together against Oswald early in his reign; this may indicate an attempt to put an end to Oswald's overlordship south of the Humber, which presumably failed.


          The Mercians, who participated in Edwin's defeat in 633, seem to have presented an obstacle to Oswald's authority south of the Humber, although it has been generally thought that Oswald dominated Mercia to some degree after Heavenfield. It may have been to appease Oswald that Penda had Eadfrith, a captured son of Edwin (and thus a dynastic rival of Oswald), killed, although it is also possible that Penda had his own motives for the killing.


          Oswald apparently controlled the Kingdom of Lindsey, given the evidence of a story told by Bede regarding the moving of Oswald's bones to a monastery there; Bede says that the monks rejected the bones initially because Oswald had ruled over them as a foreign king. To the north, it may have been Oswald who conquered the Gododdin. Irish annals record the siege of Edinburgh, thought to have been the royal stronghold of the Gododdin, in 638, and this seems to mark the end of the kingdom; that this siege was undertaken by Oswald is suggested by the apparent control of the area by his brother Oswiu in the 650s.


          Oswald seems to have been on good terms with the West Saxons: he stood as sponsor to the baptism of their king, Cynegils, and married Cynegils' daughter. Her name is reported by only one source, Reginald of Durham's 12th century Vita S. Oswaldi, which says that it was Kyneburga. Although Oswald had one known son, thelwald, it is uncertain whether this was a son from his marriage to Cynegils' daughter or from an earlier relationshipsince thelwald began ruling in Deira in 651, it has been argued that a son from this marriage would have been too young at the time to be trusted with this position, and therefore may have been older, the product of a relationship Oswald had during his exile.


          


          Christianity
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          Although Edwin had previously converted to Christianity in 627, it was Oswald who did the most to spread the religion in Northumbria. Shortly after becoming king, he asked the Irish of Dl Riata to send a bishop to facilitate the conversion of his people, and they sent Aidan for this purpose; initially, the Irish sent an "austere" bishop who was unsuccessful in his mission, and Aidan, who proposed a gentler approach, was subsequently sent instead. Oswald gave the island of Lindisfarne to Aidan as his episcopal see, and Aidan achieved great success in spreading Christianity; Bede mentions that Oswald acted as Aidan's interpreter when the latter was preaching, since Aidan did not know English well and Oswald had learned Irish during his exile.


          Bede puts a clear emphasis on Oswald being saintly as a king; although he could be interpreted as a martyr for his subsequent death in battle, Bede portrays Oswald as being saintly for his deeds in life and does not focus on his martyrdom as being primary to his sainthoodindeed, it has been noted that Bede never uses the word "martyr" in reference to Oswald. In this respect, as a king regarded as saintly for his life while rulingin contrast to a king who gives up the kingship in favour of religious life, or who is venerated because of the manner of his deathBede's portrayal of Oswald stands out as unusual. Bede recounts Oswald's generosity to the poor and to strangers, and tells a story highlighting this characteristic: on one occasion, at Easter, Oswald was sitting at dinner with Aidan, and had "a silver dish full of dainties before him", when a servant, whom Oswald "had appointed to relieve the poor", came in and told Oswald that a crowd of the poor were in the streets begging alms from the king. Oswald, according to Bede, then immediately had his food given to the poor and even had the dish broken up and distributed. Aidan was greatly impressed and seized Oswald's right hand, stating: "May this hand never perish." Accordingly, Bede reports that the hand and arm remained uncorrupted after Oswald's death.


          


          Downfall
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          It was a conflict with the pagan Mercians under Penda that proved to be Oswald's undoing. He was killed by the Mercians at the Battle of Maserfield, at a place generally identified with Oswestry (although other candidates for the location of the battle have been suggested) in 642, and his body was dismembered. Bede mentions the story that Oswald "ended his life in prayer": he prayed for the souls of his soldiers when he saw that he was about to die. Oswald's head and limbs were placed on stakes.


          The traditional identification of the battle site with Oswestry, probably in the territory of Powys at the time, suggests that Penda may have had British allies in this battle, and this is also suggested by surviving Welsh poetry which has been thought to indicate the participation of the men of Powys in the battle. It has also been considered that, if the traditional identification of the site as Oswestry is correct, Oswald was on the offensive, in the territory of his enemies. This could conflict with Bede's saintly portrayal of Oswald, since an aggressive war could hardly qualify as a just war, perhaps explaining why Bede is silent on the cause of the warhe says only that Oswald died "fighting for his fatherland"as well as his failure to mention other offensive warfare Oswald is presumed to have engaged in between Heavenfield and Maserfield. Oswald may have had an ally in Penda's brother Eowa, who was also killed in the battle, according to the Historia Britonnum and Annales Cambriae; while the source only mentions that Eowa was killed, not the side on which he fought, it has been speculated that Eowa was subject to Oswald and fighting alongside him in the battle, in opposition to Penda.


          


          After death


          Oswald soon came to be regarded as a saint. Bede says that the spot where he died came to be associated with miracles, and people took dirt from the site, which led to a hole being dug as deep as a man's height. Reginald of Durham recounts another miracle, saying that his right arm was taken by a bird (perhaps a raven) to an ash tree, which gave the tree ageless vigor; when the bird dropped the arm onto the ground, a spring emerged from the ground. Both the tree and the spring were, according to Reginald, subsequently associated with healing miracles. Aspects of the legend have been considered to have pagan overtones or influencesthis may represent a fusion of his status as a traditional Germanic warrior-king with Christianity. The name of the site, Oswestry, or "Oswald's Tree", is generally thought to be derived from Oswald's death there and the legends surrounding it. His feast day is August 5. The cult surrounding him even gained prominence in parts of continental Europe.


          Bede mentions that Oswald's brother Oswiu, who succeeded Oswald in Bernicia, retrieved Oswald's remains in the year after his death. In writing of one miracle associated with Oswald, Bede gives some indication of how Oswald was regarded in conquered lands: years later, when his niece Osthryth tried to move his bones to Bardney Abbey in Lindsey, its inmates initially refused to accept them, "though they knew him to be a holy man", because "he was originally of another province, and had reigned over them as a foreign king", and thus "they retained their ancient aversion to him, even after death". It was only after Oswald's bones were the focus of an awe-inspiring miraclein which, during the night, a pillar of light appeared over the wagon in which the bones were being carried and shone up into the skythat they were accepted into the monastery: "in the morning, the brethren who had refused it the day before, began themselves earnestly to pray that those holy relics, so beloved by God, might be deposited among them."


          His bones resided either at Lindsey in what became Viking Northumbria, or Bamburgh. But in an exploratory five-week attack on Lindsey in 909 by the Mercian king, Oswald's remains were captured and taken away for reburial at Gloucester.
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          Oswald's head was interred in Durham Cathedral together with the remains of Cuthbert of Lindisfarne (a saint with whom Oswald became posthumously associated, although the two were not associated in life; Cuthbert became bishop of Lindisfarne more than forty years after Oswald's death) and other valuables in a quickly made coffin, where it is generally believed to remain, although there are at least four other claimed heads of Oswald in continental Europe. One of his arms is said to have ended up in Peterborough Abbey later in the Middle Ages. The story is that a small group of monks from Peterborough made their way to Bamburgh where Oswald's uncorrupted arm was kept and stole it under the cover of darkness. They returned with it to Peterborough and in due time a chapel was created for the arm - Oswald's Chapel. This - minus the arm - can be seen to this day in the south transept of the cathedral. When creating this chapel the monks of Peterborough had thought of how they had acquired it and built into the chapel a narrow tower - just big enough for a monk to climb to the top by an internal stair and stand guard over Oswald's Arm 24 hours a day, every day of the year. The monk had to stand because the tower is not large enough for him to sit - sitting could lull him to sleep - and they knew what could happen when no-one was watching.


          Some English place names record his reign, for example Oswaldtwistle in Lancashire, meaning the twistle of Oswald.


          The Church of Saint Oswald stands on the location of the wooden cross left by Oswald at Heavenfield, the night before the battle. This was rebuilt in 1717. The site is visible from the B6318 Military Road.
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              Symptom/ Sign: Otalgia

              Classifications and external resources
            

            
              	ICD- 10

              	H 60. Otitis Externa H 65.& H 66. Otitis Media H 92. Otalgia
            


            
              	ICD- 9

              	380.1 Otitis Externa 381 Otitis Media 388.7 Otalgia
            


            
              	DiseasesDB

              	18027
            


            
              	eMedicine

              	ent/199
            

          


          Otalgia is ear pain or an earache. Primary otalgia is from pain that originates inside the ear. Referred otalgia is from pain that originates from outside the ear.


          Otalgia is not always associated with ear disease. It may be caused by several other conditions, such as impacted teeth, sinus disease, inflamed tonsils and infections in the nose and pharynx.


          


          Primary otalgia


          Ear pain can be caused by disease in the external, middle, or inner ear, but the three are indistinguishable in terms of the pain experienced.


          External ear pain may be:


          
            	Mechanical: trauma, foreign bodies such as hairs, insects or cotton buds.


            	Infective (otitis externa): Staphylococcus, Pseudomonas, Candida, herpes zoster, or viral myringitis. (See Otitis externa)

          


          Middle ear pain may be:


          
            	Mechanical: barotrauma (often iatrogenic), Eustachian tube obstruction leading to acute otitis media.


            	Inflammatory / infective: acute otitis media, mastoiditis.

          


          


          Secondary otalgia


          Ear pain can be referred pain to the ears in five main ways:


          
            	Via Trigeminal nerve [cranial nerve V]. Rarely, trigeminal neuralgia can cause otalgia.


            	Via Facial nerve [cranial nerve VII]. This can come from the teeth (most commonly the upper molars, when it will be worse when drinking cold fluids), the temporomandibular joint (due to its close relation to the ear canal), or the parotid gland.


            	Via Glossopharyngeal nerve [cranial nerve IX]. This comes from the oropharynx, and can be due to pharyngitis or tonsillitis, or to carcinoma of the posterior third of the tongue.


            	Via Vagus nerve [cranial nerve X]. This comes from the laryngopharynx in carcinoma of the pyriform fossa or from the esophagus in GERD.


            	Via the second and third cervical vertebrae, C2 and C3. This ear pain is therefore postural.

          


          Psychogenic otalgia is when no cause to the pain in ears can be found, suggesting a functional origin. The patient in such cases should be kept under observation with periodic re-evaluation.


          


          Diagnosis


          It is normally possible to establish the cause of ear pain based on the history. It is important to exclude cancer where appropriate, particularly with unilateral otalgia in an adult who uses tobacco or alcohol.
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              	City of Ottawa

              Ville d'Ottawa
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              	Nickname(s): Bytown
            


            
              	Motto: Advance Ottawa/Ottawa en avant
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              	Coordinates:
            


            
              	Country

              	Canada [image: ]
            


            
              	Province

              	Ontario [image: ]
            


            
              	Established

              	1850 as "Town of Bytown"
            


            
              	Incorporated

              	1855 as "City of Ottawa"
            


            
              	Amalgamated

              	January 1, 2001
            


            
              	Government
            


            
              	-Mayor

              	Larry O'Brien
            


            
              	- City Council

              	Ottawa City Council
            


            
              	- MPs

              	
                
                  
                    List of MPs
                  


                  
                    Mauril Blanger

                    Paul Dewar

                    John Baird

                    Royal Galipeau

                    David McGuinty

                    Pierre Lemieux

                    Gordon O'Connor

                    Pierre Poilievre
                  

                

              
            


            
              	- MPPs

              	
                
                  
                    List of MPPs
                  


                  
                    Lisa MacLeod

                    Jean-Marc Lalonde

                    Dalton McGuinty

                    Phil McNeely

                    Madeleine Meilleur

                    Yasir Naqvi

                    Norm Sterling

                    Jim Watson
                  

                

              
            


            
              	Area
            


            
              	-City

              	2,778.64km(1,072.9sqmi)
            


            
              	- Metro

              	5,318.36km(2,053.4sqmi)
            


            
              	Elevation

              	70m (230ft)
            


            
              	Population (2006)
            


            
              	-City

              	812,129 ( Ranked 4th)
            


            
              	- Density

              	305.4/km(791/sqmi)
            


            
              	- Urban

              	860,928
            


            
              	- Metro

              	1,168,788
            


            
              	- Metro Density

              	219.8/km(569.3/sqmi)
            


            
              	Time zone

              	Eastern (EST) ( UTC-5)
            


            
              	-Summer( DST)

              	EDT ( UTC-4)
            


            
              	Postal code span

              	K0A, K1A-K4C
            


            
              	Area code(s)

              	(613)
            


            
              	Website: http://www.ottawa.ca
            

          


          Ottawa (pronounced /ˈɒtəwə/ or sometimes /ˈɒtəwɑː/) is the capital of Canada and the country's fourth largest municipality. With a metropolitan population estimated at 1,190,982 Ottawa is also the second largest city in the province of Ontario. It is located in the Ottawa Valley in the eastern portion of the province of Ontario. Ottawa lies on the banks of the Ottawa River, a major waterway that forms the boundary between Ontario and Quebec.


          There is no federal capital district in Canada. Ottawa is a municipality within the Province of Ontario. Although it does not constitute a separate administrative district, Ottawa is part of the federally designated National Capital Region, which includes the neighbouring Quebec municipality of Gatineau. As with other national capitals, the word "Ottawa" is also used to refer by metonymy to the country's federal government, especially as opposed to provincial or municipal authorities.


          The current mayor of Ottawa is Larry O'Brien, who succeeded Bob Chiarelli on December 1, 2006.


          


          History


          The Ottawa region was long home to the Odawa or Odaawaa, meaning "traders" First Nations people. The Odawa are an Algonquin people who called the river the Kichi Sibi or Kichissippi, meaning "Great River". The first European settlement in the region was that of Philemon Wright who started a community on the Quebec side of the river in 1800. Wright discovered that transporting timber by river from the Ottawa Valley to Montreal was possible, and the area was soon booming based almost exclusively upon the timber trade. Favoured by many European nations for its extremely straight and strong trunk, the White Pine was found throughout the valley.
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          In the years following the War of 1812, in addition to settling some military regiment families, the government began sponsored immigration schemes which brought over Irish Catholics and Protestants to settle the Ottawa area, which began a steady stream of Irish immigration there in the next few decades. Along with French Canadians who crossed over from Quebec, these two groups provided the bulk of labourers involved in the Rideau Canal project and the booming timber trade, both instrumental in putting Ottawa on the map.


          The region's population grew significantly when the canal was completed by Colonel John By in 1832. It was intended to provide a secure route between Montreal and Kingston on Lake Ontario, by-passing the stretch of the St. Lawrence River bordering New York State (with the U.S invasions of Canada from the War of 1812 with the U.S.A. being in recent memory). Construction of the canal began at the northern end, where Colonel By set up a military barracks on what later became Parliament Hill, and laid out a townsite that soon became known as Bytown. Original city leaders of Bytown include a number of Wright's sons,most notably Ruggles Wright. Nicholas Sparks, Braddish Billings and Abraham Dow were the first to settle on the Ontario side of the Ottawa river.


          The west side of the canal became known as "Uppertown" where the Parliament buildings are located, while the east side of the canal (wedged between the canal and Rideau River) was known as the "Lowertown". At that time, Lowertown was a crowded, boisterous shanty town, frequently receiving the worst of disease epidemics, such as the Cholera outbreak in 1832, and typhus in 1847.


          Ottawa became a centre for lumber milling and square-cut timber industry in Canada and, in fact, for North America as a whole. From there, it quickly expanded further up (or westward along) the Ottawa River, and logs were boomed by raftsmen great distances down the river to the mills. Bytown was renamed Ottawa in 1855.
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          Ottawa as the capital


          On December 31, 1857, Queen Victoria was asked to choose a common capital for the then province of Canada (modern Quebec and Ontario) and chose Ottawa. There are old folk tales about how she made the choice: that she did so by sticking her hatpin on a map roughly halfway between Toronto and Montreal, or that she liked watercolours she had seen of the area. While such stories have no historical basis, they do illustrate how arbitrary the choice of Ottawa seemed to Canadians at the time. While Ottawa is now a major metropolis and Canada's fourth largest city, at the time it was a sometimes unruly logging town in the hinterland, far away from the colony's main cities, Quebec City and Montreal in Canada East, and Kingston and Toronto in Canada West.


          In fact, the Queen's advisers had her pick Ottawa for many important reasons: first, it was the only settlement of any significant size located right on the border of Canada East and Canada West (Quebec/Ontario border today), making it a compromise between the two colonies and their French and English populations; second, the War of 1812 had shown how vulnerable major Canadian cities were to American attack, since they were all located very close to the border while Ottawa was (then) surrounded by a dense forest far from the border; third, the government owned a large parcel of land on a spectacular spot overlooking the Ottawa River. Ottawa's position in the back country made it more defensible, while still allowing easy transportation via the Ottawa River to Canada East, and the Rideau Canal to Canada West. Two other considerations were that Ottawa was at a point nearly exactly midway between Toronto and Quebec City (~500km/310mi) and that the small size of the town made it less likely that politically motivated mobs could go on a rampage and destroy government buildings, as had been the case in the previous Canadian capitals. The Ottawa River and the Rideau Canal network meant that Ottawa could be supplied by water from Kingston and Montreal without going along the potentially treacherous US-Canada border.


          The original Centre Block of the Parliament Buildings in Ottawa was destroyed by fire on February 3, 1916. The House of Commons and Senate were temporarily relocated to the recently constructed Victoria Memorial Museum, currently the Canadian Museum of Nature, located about 1km (1mi) south of Parliament Hill on Metcalfe Street. A new Centre Block was completed in 1922, the centrepiece of which is a dominant Gothic revival styled structure known as the Peace Tower which has become a common emblem of the city.
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              The National War Memorial, in Confederation Square.
            

          


          On September 5, 1945, only weeks after the end of World War II, Ottawa was the site of the event that many people consider to be the official start of the Cold War. A Soviet cipher clerk, Igor Gouzenko, defected from the Soviet embassy with over 100 secret documents. At first, the Royal Canadian Mounted Police (RCMP) refused to take the documents, as the Soviets were still allies of Canada and Britain, and the newspapers were not interested in the story. After hiding out for a night in a neighbour's apartment, listening to his own home being searched, Gouzenko finally persuaded the RCMP to look at his evidence, which provided proof of a massive Soviet spy network operating in western countries, and, indirectly, led to the discovery that the Soviets were working on an atomic bomb to match that of the Americans.


          In 2001, the old city of Ottawa (estimated 2005 population 350,000) was amalgamated with the suburbs of Nepean (135,000), Kanata (85,000), Gloucester (120,000), Rockcliffe Park (2,100), Vanier (17,000) and Cumberland (55,000), and the rural townships of West Carleton (18,000), Osgoode (13,000), Rideau (18,000) and Goulbourn (24,000), along with the systems and infrastructure of the Regional Municipality of Ottawa-Carleton, to become one municipality. Ottawa-Carleton used to be just Carleton County before 1969 and consisted of what is now the City of Ottawa except for Cumberland.
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          Geography and climate
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          Ottawa is situated on the south bank of the Ottawa River, and contains the mouths of the Rideau River and Rideau Canal. The oldest part of the city (including what remains of Bytown) is known as Lower Town, and occupies an area between the canal and the rivers. Across the canal to the west lies Centretown (often just called "downtown"), which is the city's financial and commercial hub. Situated between Centretown and the Ottawa River, the slight elevation of Parliament Hill is home to many of the capital's landmark government buildings, including the Peace Tower, and the Legislative seat of Canada. As of June 29, 2007, the Rideau Canal, which stretches 202km (126mi) to Kingston, Fort Henry and four Martello towers in the Kingston area was recognized as a UNESCO World Heritage Site.


          
            [image: In view: the Rideau Canal, the Rideau River, Colonel By Drive, Carleton University, Downtown Ottawa and the Laurentian mountains]

            
              In view: the Rideau Canal, the Rideau River, Colonel By Drive, Carleton University, Downtown Ottawa and the Laurentian mountains
            

          


          The City of Ottawa has a main urban area but there are many other urban, suburban and rural areas within the city's limits. The main suburban area extends a considerable distance to the east, west and south of the centre, and includes the former cities of Gloucester, Nepean and Vanier, the former village of Rockcliffe Park and also the communities of Blackburn Hamlet and Orlans (pop. 100,000). The Kanata suburban area consists of Kanata (pop. 90,000) and the former village of Stittsville (pop. 20,000). Nepean is another major suburb which also includes Barrhaven (pop. 70,000) and the former village of Manotick (pop. 7,545). There are also the communities of Riverside South (pop. 8,000) on the other side of the Rideau River, Morgan's Grant (pop. 8,000) and Greely (pop. 4,152), southeast of Riverside South. There are also a number of rural communities ( villages and hamlets) that lie beyond the greenbelt but are administratively part of the Ottawa municipality. Some of these communities are Burritts Rapids ( hamlet, pop. 300); Ashton ( hamlet, pop. 300); Fallowfield ( hamlet, pop. 600); Kars (small village, pop. 1,539); Fitzroy Harbour (small village, pop. 1,549); Munster (large village, pop. 1,390); Carp (large village, pop. 1,400); North Gower (large village, pop. 1,700); Metcalfe (large village, pop. 1,810); Constance Bay (large village, pop. 2,327) and Osgoode (large village, pop. 2,571) and Richmond (very large village, pop. 3,301). There are also a number of towns in the national capital region but outside the city of Ottawa, one of these urban communities is Almonte, Ontario ( town, pop. 4,649).


          Across the Ottawa River, which forms the border between Ontario and Quebec, lies the city of Gatineau. Although formally and administratively separate cities in two separate provinces, Ottawa and Gatineau (along with a number of nearby municipalities) collectively constitute the National Capital Region, with a combined population exceeding one million residents, which is is considered a single metropolitan area. One federal crown corporation (the National Capital Commission, or NCC) has significant land holdings in both cities, including sites of historical and touristic importance. The NCC, through its responsibility for planning and development of these lands, is an important contributor to both cities.
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          Around the main urban area is an extensive greenbelt, administered by the National Capital Commission for conservation and leisure, and comprising mostly forest, farmland and marshland.


          Ottawa itself is a single-tiered city, meaning it is in itself a census division and has no county or regional municipality government above it. Ottawa is bounded on the east by the United Counties of Prescott and Russell; by Renfrew County and Lanark County in the west; on the south by the United Counties of Leeds and Grenville and the United Counties of Stormont, Dundas and Glengarry; and on the north by the Regional County Municipality of Les Collines-de-l'Outaouais and the City of Gatineau.


          Ottawa is made up of eleven historic townships, ten of which are from historic Carleton County and one from historic Russell. They are Cumberland, Fitzroy, Gloucester, Goulbourn, Huntley, March, Marlborough, Nepean, North Gower, Osgoode and Torbolton.
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          Climate


          Ottawa has a humid continental climate ( Koppen Dfb) with a range of temperatures from a record high of 37.8 C (100 F) in the summers of 1986 and 2001, to a record low of -38.9C (-38F) being recorded on December 29, 1933, the third coldest temperature recorded in a capital city (after Ulaanbaatar, Mongolia and Moscow, Russia). This extreme range in temperature allows Ottawa to boast a variety of annual activities - more notable events such as the Winterlude Festival on the Rideau Canal in the winter and the National Canada Day celebrations on Parliament Hill in July - and the requirement of a wide range of clothing. Because of its relatively warm summers, Ottawa is only the seventh coldest capital in the world by annual average temperature, however by mean January temperature, Ottawa ranks third behind Ulaanbaatar, Mongolia and Astana, Kazakhstan.


          Snow and ice are dominant during the winter season. Ottawa receives about 235 centimetres (93 in) of snowfall annually. Its biggest snowfall was recorded on March 3-4, 1947 with 73 cm (2.5 feet) of snow. Average January temperature is -10.8C (13F), although days well above freezing and nights below -30C (-22F) both occur in the winter. The snow season is quite variable; in an average winter, a lasting snow cover is on the ground from mid-December until early April, although some years are snow-free until beyond Christmas, particularly in recent years. The year 2007 was notable for having no lasting snow cover until the third week of January. It was also notable for having lasting snow cover from the first snow fall in November, with the 2007-2008 winter season snowfall (436.7 cm (171.9 inches)) coming within 10 cm (4 inches) of the record snowfall set in 1970-1971 (444.1 cm (174.8 inches)). High wind chills are common, with annual averages of 51, 14 and 1 days with wind chills below -20C (-4F), -30C (-22F) and -40C (-40F) respectively. The lowest recorded wind chill was of -47.8 C (-54.0F) on January 8, 1968.


          Freezing rain is also relatively common, even relative to other parts of the country. One such large storm caused power outages and affected the local economy, and came to be known as the 1998 Ice Storm.


          



          
            
              	Weather averages for Ottawa
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Record high C (F)

              	12 (54)

              	12.4 (54)

              	26.7 (80)

              	31.1 (88)

              	32.8 (91)

              	36.1 (97)

              	36.7 (98)

              	37.8 (100)

              	35 (95)

              	27.8 (82)

              	23.9 (75)

              	16.3 (61)

              	27.4 (81)
            


            
              	Average high C (F)

              	-6.1 (21)

              	-4.1 (25)

              	2.2 (36)

              	10.8 (51)

              	19.1 (66)

              	23.8 (75)

              	26.5 (80)

              	24.9 (77)

              	19.5 (67)

              	12.5 (55)

              	4.8 (41)

              	-3 (27)

              	10.9 (52)
            


            
              	Average low C (F)

              	-15.3 (4)

              	-13.3 (8)

              	-7.1 (19)

              	0.6 (33)

              	7.7 (46)

              	12.7 (55)

              	15.4 (60)

              	14.1 (57)

              	9.1 (48)

              	3 (37)

              	-2.8 (27)

              	-11.1 (12)

              	1.1 (34)
            


            
              	Record low C (F)

              	-35.6 (-32)

              	-36.1 (-33)

              	-30.6 (-23)

              	-16.7 (2)

              	-5.6 (22)

              	-0.1 (32)

              	5 (41)

              	2.6 (37)

              	-3 (27)

              	-7.8 (18)

              	-21.7 (-7)

              	-34.4 (-30)

              	-15.3 (4)
            


            
              	Precipitation mm (inches)

              	70.2 (2.76)

              	58.9 (2.32)

              	73.9 (2.91)

              	72.4 (2.85)

              	79 (3.11)

              	85 (3.35)

              	90.6 (3.57)

              	87.1 (3.43)

              	85.3 (3.36)

              	79.4 (3.13)

              	80.1 (3.15)

              	81.5 (3.21)

              	943.5 (37.15)
            


            
              	Rain Fall mm (inches)

              	25.2 (0.99)

              	17.6 (0.69)

              	36.3 (1.43)

              	60.5 (2.38)

              	78.4 (3.09)

              	85 (3.35)

              	90.6 (3.57)

              	87.1 (3.43)

              	85.3 (3.36)

              	74.9 (2.95)

              	59.8 (2.35)

              	31.3 (1.23)

              	732 (28.82)
            


            
              	Snow Fall cm (inches)

              	55.2 (21.7)

              	46 (18.1)

              	39.8 (15.7)

              	11 (4.3)

              	0.6 (0.2)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	4.1 (1.6)

              	21.9 (8.6)

              	57.2 (22.5)

              	235.7 (92.8)
            


            
              	Source: Environment Canada 2008-04-10
            

          


          Summers are fairly warm and humid in Ottawa, although they are moderate in length. The average July maximum temperature is 29.5C (85F), with occasional incursions of cool northerly air which drop humidity levels, although temperatures of 30C (86F) or higher occur frequently. A maximum temperature of 39.5C (103F) was recorded in the summer of 2005 at certain locations. During periods of hot weather, high humidity is often an aggravating factor, especially close to the rivers. Ottawa annually averages 41, 12 and 2 days with humidex readings above 30C (86F), 35C (95F) and 40C (104F) respectively. The highest recorded humidex was 48C (118F) on August 1, 2006.


          
            
              Top 12 Ottawa snowiest winters
            

            
              	Year

              	Snowfall Amounts
            


            
              	cm

              	in
            


            
              	1970-71

              	444.1

              	174.8
            


            
              	2007-08

              	436.7

              	171.9
            


            
              	1992-93

              	347.3

              	136.7
            


            
              	1946-47

              	337.5

              	132.9
            


            
              	1942-43

              	316.4

              	124.6
            


            
              	1971-72

              	312.6

              	123.1
            


            
              	1996-97

              	301.8

              	118.8
            


            
              	1993-94

              	284.6

              	112.0
            


            
              	1995-96

              	283.2

              	111.5
            


            
              	1959-60

              	280.3

              	110.4
            


            
              	2000-01

              	277.6

              	109.3
            


            
              	1954-55

              	274.6

              	108.1
            


            
              	All amounts are snowfall only
            

          


          Spring and fall are variable, prone to extremes in temperature and unpredictable swings in conditions. Hot days above 30C (86F) have occurred as early as March (as in 2002) or as late as October, as well as snow well into May and early in October (although such events are extremely unusual and brief). Average annual precipitation averages around 943 millimetres (37in.). The biggest one-day rainfall occurred on September 9, 2004 when the remnants of Hurricane Frances dumped nearly 136mm (5 inches) of rain in the city. There are about 2,060 hours of average sunshine annually (47% of possible).


          Destructive summer weather events such as tornadoes, major flash floods, extreme heat waves, severe hail and remnant effects from hurricanes are rare, but all have occurred. Some of the most notable tornadoes in the region occurred in 1978 (F2), 1994 (F3), 1999 (F1) and 2002 (F1). However, it is very unlikely that F4 or F5 tornadoes like in the U.S. Plain States will occur since it is located much farther away from the interaction of the airmass from both the Gulf of Mexico and the Rocky Mountains, which can produce strong to violent tornadoes further south.


          On February 24, 2006, an earthquake measuring 4.5 on the Richter Scale struck Ottawa. On January 1, 2000, an earthquake measuring 5.2 on the Richter Scale struck Ottawa. On average, a small tremor occurs in Ottawa every three years.


          


          Transportation
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          Ottawa is served by VIA Rail, a number of airlines that fly into Ottawa Macdonald-Cartier International Airport, and inter-city bus companies such as Greyhound through the Ottawa Bus Central Station.


          The capital city of Canada is also served by a network of freeways, the main one being provincial Highway 417 (called The Queensway), Ottawa-Carleton Regional Road 174 (Formerly Provincial Highway 17), and the newly constructed Highway 416 (Veterans' Memorial Highway), connecting Ottawa to the rest of the 400-Series Highway network in Ontario. Highway 417 is also the Ottawa portion of the Trans-Canada Highway. The city also has a few Scenic Parkways (Promenades), such as the Ottawa River Parkway, and has a freeway connection to Autoroute 5 and Autoroute 50, in Hull. For a complete listing of the parkways and roads in Ottawa, see the List of Ottawa roads.


          Ottawa's main mass transit service is OC Transpo (provided by the City of Ottawa). The Ottawa rapid transit system includes the transitway (a network of mostly grade-separated, extremely high-frequency, reserved bus rapid transit lanes with full stations instead of stops) and a light rail system called the O-Train. A new light rail system, including a tunnel under the downtown core, was considered for connecting the north-south and the east-west sections of the city, however the city had cancelled an expansion plan of the north-south line that would have linked Barrhaven to downtown in 2009. A series of 4 new rapid transit proposals have now been tabled to City Concil, all of which include a tunnel under the downtown core. The most elaborate proposal includes the conversion of Bus Transitway between Baseline Station in the west, Blair Station in the east and MacDonald-Cartier International Airport in the south being converted to Light Rail, as well as the expansion of the Bus only Transitway out to Kanata in the west, Orleans in the east, Bowesville (Riverside South) and Barrhaven in the south. There are also discussions of having OC Transpo Light Rail and STO Transitway networks linking on the Gatineau side of the Ottawa River. Both OC Transpo and the Quebec-based Socit de transport de l'Outaouais (STO) operate bus services between Ottawa and Gatineau. A transfer or bus pass of one is accepted on the other without having to pay a top-up fare on regular routes.
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          The Rideau Canal, which starts in Kingston, Ontario, winds its way through the city. The final flight of locks on the canal are between Parliament Hill and the Chteau Laurier. Also, during the winter season the canal is usually open and is a form of transportation downtown for about 7.8 kilometres (4.8 mi) for ice skaters (from a point near Carleton University to the Rideau Centre) and forms the world's largest skating rink.


          There is a large network of paved multi-use pathways that wind their way through much of the city, including along the Ottawa River, Rideau River, and Rideau Canal. These pathways are used for transportation, tourism, and recreation. Because most streets either have wide curb lanes or bicycle lanes, cycling is a popular mode of transportation in the region throughout the year.


          Ottawa sits at the confluence of three major rivers: the Ottawa River, the Gatineau River and the Rideau River. The Ottawa and Gatineau rivers were historically important in the logging and lumber industries, and the Rideau as part of the Rideau Canal system connecting the Great Lakes and Saint Lawrence River with the Ottawa River.


          


          Landmarks and notable institutions


          Ottawa is home to a wealth of national museums, official residences, government buildings, memorials and heritage structures. Federal buildings in the National Capital Region are managed by the Public Works Canada, while most of the federal lands in the Region are managed by the National Capital Commission or NCC; its control of much undeveloped land gives the NCC a great deal of influence over the city's development.


          In 2006, the National Capital Commission completed work on the long-discussed Confederation Boulevard, a ceremonial route linking key attractions in National Capital Region, on both sides of the Ottawa River, in Ottawa as well as Gatineau, Quebec.


          Below is a map of the National Capital Region showing the prominent buildings and structures. Click on the stars to read articles on the individual buildings.
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          Primary industries


          Ottawa's primary employers are the Canadian federal government and the hi-tech industry. Ottawa has become known as "Silicon Valley North."
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              The Chteau Laurier in downtown Ottawa.
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              The glass faade of Canada's National Gallery.
            

          


          


          Sports


          Ottawa is home to one major league sports team, the Ottawa Senators of the National Hockey League. The Senators' home rink is located at Scotiabank Place. Recently, they were eliminated by the Pittsburgh Penguins, 4-0, in the 2008 Eastern Conference quarter finals. In 2007, they were the Eastern Conference champions, having defeated the Buffalo Sabres in the Eastern Conference Final of the National Hockey League playoffs, but lost in five games to the Anaheim Ducks in the Stanley Cup finals.


          Ottawa was also home to a AAA minor league baseball team, the Ottawa Lynx of the International League, which was affiliated with the Philadelphia Phillies. Until the team's sale (effective November 16, 2006), the team was a farm team of the Baltimore Orioles. Under the terms of the sale, the Lynx left Ottawa following the 2007 season. As of April 2008, the team began playing as the Lehigh Valley IronPigs at newly-constructed Coca-Cola Park in Allentown, Pennsylvania. As of spring 2008, the Ottawa Rapidz are playing at Rapidz Stadium as part of the Canadian-American Association of Professional Baseball.
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              Scotiabank Place, where the Ottawa Senators of the National Hockey League play.
            

          


          Ottawa had a significant presence in the Canadian Football League with the Ottawa Rough Riders football team and an attempted revival with the Ottawa Renegades (established 2002 - suspended operations 2006). Football was played at Frank Clair Stadium. On March 25, 2008, CFL commissionner Mark Cohon awarded a conditional franchise to a group led by 67s owner Jeff Hunt.


          Ottawa also has a major junior ice hockey team, the Ottawa 67's of the Ontario Hockey League. Ottawa's two major universities, Carleton University and the University of Ottawa both have athletic associations; the team names are the Carleton Ravens and the Ottawa Gee-Gees respectively. Ottawa's top soccer team is the Ottawa Fury who play in the women's W-League and the men's USL Premier Development League. Harness and Horse racing can be found at Rideau Carleton Raceway off Albion Road and Auto racing can be found at the Capital City Speedway off Highway 7. Ottawa also has a professional women's hockey team, the Ottawa Capital Canucks . Ottawa will be hosting the 2009 World Junior Hockey Championship . The Rideau Canoe Club, located at Hog's Back Park on the Rideau River, produces and supports many national- and international-level paddlers.


          The city also supports many casual sporting activities, such as skating on the Rideau Canal or curling in winter, cycling and jogging along the Ottawa River, Rideau Canal, and Rideau River in summer, playing Ultimate all year round (especially through the O.C.U.A.), skiing and hiking in the Greenbelt and the nearby Gatineau Park, and sailing on Lac Deschenes, part of the Ottawa River or golfing on many of the golf courses in the Ottawa area. During the coldest parts of winter there is ice fishing on the Ottawa river. Ottawa has many cricket clubs for people of all ages. Eastern Ontario's top rugby players are members of the Ottawa Harlequins which competes each summer in the Rugby Canada Super League.


          


          Sports teams


          
            
              	Club

              	League

              	Venue

              	Established

              	Championships
            


            
              	Ottawa Senators

              	NHL

              	Scotiabank Place

              	1992present


              	0 ( Stanley Cups)

              1 ( President's Trophy)

              1 ( Prince of Wales Trophy)
            


            
              	Ottawa Senators

              	NHL (and other leagues) ice hockey

              	Ottawa Auditorium

              	18841955

              	12 ( Stanley Cups)

              1 ( Prince of Wales Trophy)

              1 ( Allan Cup)
            


            
              	Ottawa Rapidz

              	Canadian-American Association of Professional Baseball

              	Rapidz Stadium

              	2008

              	0
            


            
              	Ottawa Gee-Gees

              	CIS various

              	University of Ottawa

              	1848

              	2 ( Vanier Cup)
            


            
              	Carleton Ravens

              	CIS various

              	Carleton University

              	1942

              	5 ( Canadian University Basketball)
            


            
              	Ottawa 67's

              	OHL ice hockey

              	Ottawa Civic Centre

              	1967-present

              	3 (OHL)

              2 ( Memorial Cups)
            


            
              	Ottawa Raiders

              	NWHL ice hockey

              	Sandy Hill Arena

              	1999-2007

              	0
            


            
              	Ottawa Capital Canucks

              	CWHL ice hockey

              	Sandy Hill Arena

              	2007

              	0
            


            
              	Ottawa Loggers

              	RHI ice hockey

              	Ottawa Civic Centre

              	1997-99

              	n/a
            


            
              	Ottawa Fury

              	W-League and

              USL PDL Football (soccer)

              	Keith Harris Stadium

              	2003

              	0
            


            
              	Ottawa Harlequins

              	Rugby Canada Super League (Rugby Union)

              	Twin Elm Rugby Park

              	1999

              	0
            


            
              	Ottawa Rebel

              	National Lacrosse League

              	Scotiabank Place

              	2001 - 2003

              	0
            


            
              	Ottawa Renegades

              	Canadian Football League

              	Frank Clair Stadium

              	2002 - 2006

              	0
            


            
              	Ottawa Rough Riders

              	Canadian Football League

              	Frank Clair Stadium

              	1876 - 1996

              	9 ( Grey Cups)
            


            
              	Ottawa Swans

              	Ontario Australian Football League

              	Rideau Carleton Raceway

              	2007-

              	0
            

          


          Government
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              Centre block of Parliament Hill.
            

          


          In addition to being the capital of Canada, Ottawa is politically diverse with regard to local politics. Most of the city traditionally supports the Liberal Party, although only some parts of the city are consistent Liberal strongholds. Perhaps the safest areas for the Liberals are the ones dominated by francophones, especially in Vanier and central Gloucester. Central Ottawa is usually more left-leaning, and the New Democratic Party can win ridings there as government unions and activist groups are fairly strong. Some of Ottawa's suburbs are swing areas, notably central Nepean and, despite its Francophone population, Orlans. The southern and western parts of the old city of Ottawa are generally moderate or slightly left of centre but periodically swing to the Conservative Party. The farther one goes from the city centre - into suburban fringes like Kanata and Barrhaven and rural areas - the voters tend to be increasingly conservative, both fiscally and socially. This is especially true in the former Townships of West Carleton, Goulbourn, Rideau and Osgoode, which are more in line with the staunchly conservative areas in the surrounding counties. However not all rural areas support the Conservative Party. Rural parts of the former township of Cumberland, with a large number of Francophones, traditionally support the Liberal Party, though their support has recently weakened.


          Ottawa became the legislative capital of the Northwest Territories when it reverted to 1870 constitutional status, after Alberta, and Saskatchewan were carved out in 1905. From 1905 to 1951 almost all of the council members were civil servants living in Ottawa. From 1951 to 1967 the territory alternated legislative sessions with various Northwest Territories communities. Ottawa only held legislative sessions of the council. Fort Smith, Northwest Territories became the administrative centre and officially housed the civil service from 1911 to 1967.
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          Demographics
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              	Ethnic Origin

              	Population

              	Percent
            


            
              	Canadian

              	463,280

              	44.09%
            


            
              	French

              	272,085

              	25.89%
            


            
              	English

              	200,900

              	19.11%
            


            
              	Irish

              	183,130

              	17.24%
            


            
              	Scottish

              	125,215

              	14.48%
            


            
              	German

              	63,290

              	6.02%
            


            
              	Italian

              	37,435

              	3.56%
            


            
              	Arab

              	24,105

              	2.19%
            


            
              	Jewish

              	13,445

              	1.83%
            


            
              	Iranian

              	12,846

              	1.66%
            

          


          In 2001 the population of the city of Ottawa was 774,072 (310,132 households, and 210,875 families of which 72.8% were married couples living together, 11.1% were common-law couples, and 13.2% had a female householder with no husband present), while the greater area had 1,063,664 inhabitants , an increase of 6.5 percent from the previous census in 1996. The population of the pre-amalgamated city was 337,031 at the 2001 census, and had fallen to 328,105 at the 2006 Census. The census of May 2006 estimates 1,148,800 people living in the greater Ottawa (Ottawa- Gatineau) area. In 2001 females made up 51.23 percent of the population. Youths under 14 years of age number 19.30 percent of the total population, while those of retirement age (65 years and older) make up 10.81 percent resulting in an average age of 36.6 years of age.


          Foreign born residents in Ottawa made up 18.46 percent of the population in which many come from China, Lebanon, northeast Africa, Iran, and Balkan Europe . Members of visible minority groups (non-white/ European) constituted 14.14 percent, while those of Aboriginal origin numbered 1.28 percent of the total population. The largest visible minority groups consisted of Black Canadians: 3.32%, Chinese Canadian: 2.59%, Arab: 2.19%, and Asian: 2.02%, as well as smaller mixed race, and other East Asian groups. Because Ottawa is the core of an urban area extending into French-speaking Quebec, the city is very bilingual. Those who speak English as a first language constitute 62.6 percent, those who speak both English and French, 0.85 percent, while those who speak French as a first language number 14.9 percent. Other languages include Arabic, Chinese, Italian, Spanish, German, Persian and many others.


          As expressed in 2001 census, the most popular religion is Christianity as 79.34 percent of the population described themselves belonging to various Christian denominations, the most popular being Roman Catholicism: 54.16%, Protestantism: 21.85%, Christian Orthodox: 1.68%, while the remaining 1.64% consists of independent Christian churches like Jehovah's Witness, LDS etc. Non-Christian religions are also very well established in Ottawa, the largest being Islam: 3.97%, Judaism: 1.09%, and Buddhism: 0.95%. Those professing no religion number about 13.29 percent.


          


          Education


          Ottawa has the highest per capita concentration of engineers, scientists, and residents with PhDs in Canada.
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            	Algonquin College


            	Carleton University


            	Dominican University College


            	La Cit Collgiale


            	Saint Paul University


            	University of Ottawa

          


          


          Items of interest
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            	The National Research Council of Canada's shortwave time signal station, CHU, is located in Ottawa.


            	The Ottawa ankle rules were developed in, and named after the city.


            	List of attractions in Ottawa


            	List of Ottawa cinemas


            	Beaver Tails

          


          


          Events


          
            	Canada Dance Festival


            	Remembrance Day


            	Carnival of Cultures


            	CKCU Ottawa Folk Festival


            	Ottawa Dragon Boat Race Festival


            	Ottawa Fringe Festival


            	Ottawa International Children's Festival


            	Ottawa International Hockey Festival


            	Winterlude is an annual winter carnival held each year in February. It is focused on the Rideau Canal.


            	Tulip Festival: each May Ottawa receives a gift of several hundred thousand tulips from the royal family of the Netherlands. The festival takes place in various locations throughout the city.


            	Canada Day is one of Ottawa's most important holidays and people from across the nation visit to celebrate the nation's birthday.


            	Ottawa SuperEX is an eleven-day exhibition with entertainment and amusements that takes place every August.


            	Ottawa International Jazz Festival


            	Ottawa Bluesfest is an annual outdoor music festival held in July, dubbed the largest blues festival in Canada.


            	Capital Pride is an annual summer festival celebrating the LGBT community in both Ottawa, Ontario and Gatineau, Quebec. It is the only Festival in Ottawa that has a parade (although there are other parades).


            	The August Ontario civic holiday which is called Simcoe Day in Toronto and Peter Robinson Day in Peterborough is named Colonel By Day in Ottawa.


            	Westfest


            	Ottawa International Chicken & Rib Cook-Off


            	Ottawa International Busker Festival
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Carnivora

                  


                  
                    	Family:

                    	Mustelidae

                  


                  
                    	Subfamily:

                    	Lutrinae

                  

                

              
            


            
              	Genera
            


            
              	
                Amblonyx

                Aonyx

                Enhydra

                Lontra

                Lutra

                Lutrogale

                Pteronura

              
            

          


          Otters are amphibious (or in one case aquatic) fish-eating mammals. The otter subfamily Lutrinae forms part of the family Mustelidae, which also includes weasels, polecats, badgers, as well as others. With thirteen species in seven genera, otters have an almost worldwide distribution.They eat mainly fish, clams, lobsters, shrimp, and mice if they have to.


          


          Etymology and terminology


          The word otter derives from the Old English word otr, otor or oter. This and cognate words in other Indo-European languages ultimately stem from a root which also gave rise to the English words water, wet and winter.


          An otter's den is called a holt. Male otters are dog-otters, females are queens and babies are cubs or pups. The collective noun pack or "romp" is sometimes used for a group of otters, being descriptive of their often playful nature.


          


          Characteristics


          Otters have long, slim bodies and relatively short limbs, with webbed paws. Most have sharp claws on their feet, and all have long muscular tails.


          They have a very soft underfur which is protected by their outer layer of long guard hair. This traps a layer of air, and keeps them dry and warm under water.


          


          Diet and behaviour


          Otters do not depend on their specialized fur alone for survival in the cold waters where many live: they also have very high metabolic rates. For example Eurasian otters must eat 15% of their body-weight a day, and sea otters, 20 to 25%, depending on the temperature. In water as warm as 10C (50F) an otter needs to catch 100 grams (3oz) of fish per hour to survive. Most species hunt for 3 to 5 hours a day, and nursing mothers up to 8 hours a day.


          Most otters have fish as the primary item in their diet, supplemented by frogs, crayfish and crabs. Some are expert at opening shellfish, and others will take any available small mammals or birds. This prey-dependence leaves otters very vulnerable to prey depletion.


          Otters are very active, chasing prey in the water or searching the beds of rivers, lakes or the sea. Most species live beside water, entering it mainly to hunt or travel, otherwise spending much of their time on land to avoid their fur becoming waterlogged. The sea otter actually lives in the sea.


          Otters are playful animals, for example sliding repeatedly down snowy slopes, apparently from sheer enjoyment. Different species vary in their social structure, with some being largely solitary, while others live in groupsin a few species these groups may be fairly large.
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          Genus Lutra


          
            	Eurasian otter (Lutra lutra)


            	Hairy-nosed otter (Lutra sumatrana)

          


          Genus Hydrictis


          
            	Speckle-throated otter (Hydrictis maculicollis)

          


          Genus Lutrogale


          
            	Smooth-coated otter (Lutrogale perspicillata)

          


          Genus Lontra


          
            	Northern river otter (Lontra canadensis)


            	Southern river otter (Lontra provocax)


            	Neotropical river otter (Lontra longicaudis)


            	Marine otter (Lontra felina)

          


          Genus Pteronura


          
            	Giant otter (Pteronura brasiliensis)

          


          Genus Aonyx


          
            	African clawless otter (Aonyx capensis)


            	Congo clawless otter (Aonyx congicus)


            	Oriental small-clawed otter (Aonyx cinerea)

          


          Genus Enhydra


          
            	Sea otter (Enhydra lutris)

          


          


          Northern river otter


          The northern river otter (Lontra canadensis) became one of the major animals hunted and trapped for fur in North America after European contact. River otters eat a variety of fish and shellfish, as well as small land mammals and birds. They grow to one metre (3 to 4ft) in length and weigh from five to fifteen kilograms (10 to 30lb).


          In some areas this is a protected species, and some places have otter sanctuaries, which help ill and injured otters to recover.


          


          Sea otter
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              A sea otter in Morro Bay, California
            

          


          Sea otters (Enhydra lutris) live along the Pacific coast of North America. Their historic range included shallow waters of the Bering Strait and Kamchatka, and as far south as Japan. Sea otters have some 200 thousand strands of hair per square centimetre of skin, a rich fur for which humans hunted them almost to extinction. By the time the 1911 Fur Seal Treaty gave them protection, so few sea otters remained that the fur trade had become unprofitable.


          Sea otters eat shellfish and other invertebrates (especially clams, abalone, and sea urchins ), frequently using rocks as crude tools to smash open shells. They grow to 1.0 to 1.5 metres (2.5 to 5ft) in length and weigh 30 kilograms (65lb). Although once near extinction, they have begun to spread again, from remnant populations in California and Alaska.


          Unlike most marine mammals (such as seals or whales), sea otters do not have a layer of insulating blubber. As with other species of otter, they rely on a layer of air trapped in their fur, which they keep topped up by blowing into the fur from their mouths. They spend most of their time in the water, whereas other otters spend much of their time on land.


          


          Eurasian otter
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              Eurasian otter, in England
            

          


          This species (Lutra lutra) inhabits Europe, and its range also extends across most of Asia and parts of North Africa. In the British Isles they occurred commonly as recently as the 1950s, but became rare in many areas due to the use of chlorinated hydrocarbon pesticides and as a result of habitat-loss and water pollution (they remained relatively common in parts of Scotland and Ireland). Population levels attained a low point in the 1980s, but are now recovering strongly. The UK Biodiversity Action Plan envisages the re-establishment of otters by 2010 in all the UK rivers and coastal areas that they inhabited in 1960. Roadkill deaths have become one of the significant threats to the success of their re-establishment.


          


          Giant otter
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              Giant otter
            

          


          The giant otter (Pteronura brasiliensis) inhabits South America, especially the Amazon river basin, but is becoming increasingly rare due to poaching, habitat loss, and the use of mercury and other toxins in illegal alluvial gold mining. This gregarious animal grows to a length of up to 1.8 metres (6ft), and is more aquatic than most other otters.
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                    دولت عالیه عثمانیه
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                    	Motto

                    دولت ابد مدت

                    Devlet-i Ebed-mddet

                    ("The Eternal State")
                  


                  
                    	Anthem

                    Ottoman imperial anthem
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                    	Capital

                    	Sğt (12991326)

                    Bursa (13261365)

                    Edirne (13651453)

                    Constantinople (14531922)
                  


                  
                    	Government

                    	Monarchy
                  


                  
                    	Sultans
                  


                  
                    	- 12811326 (first)

                    	Osman I
                  


                  
                    	- 191822 (last)

                    	Mehmed VI
                  


                  
                    	Grand Viziers
                  


                  
                    	- 132031 (first)

                    	Alaeddin Pasha
                  


                  
                    	- 192022 (last)

                    	Ahmed Tevfik Pasha
                  


                  
                    	History

                    	
                  


                  
                    	- Founded

                    	1299
                  


                  
                    	- Interregnum

                    	14021413
                  


                  
                    	- 1. Constitutional

                    	1876-1878
                  


                  
                    	- 2. Constitutional

                    	1908-1918
                  


                  
                    	- Succeeded

                    	July 24,1923
                  


                  
                    	Area
                  


                  
                    	-1680

                    	5,500,000km (2,123,562sqmi)
                  


                  
                    	Population
                  


                  
                    	-1856 est.

                    	35,350,000
                  


                  
                    	-1906 est.

                    	20,884,000
                  


                  
                    	-1914 est.

                    	18,520,000
                  


                  
                    	-1919 est.

                    	14,629,000
                  


                  
                    	Currency

                    	Ake, Kuruş, Lira
                  


                  
                    	Timeline of the Ottoman Empire
                  

                

              
            

          


          The Ottoman Empire (12991923) ( Old Ottoman Turkish: دولت عالیه عثمانیه Devlet-i liye-yi Osmniyye, Late Ottoman and Modern Turkish: Osmanlı Devleti or Osmanlı İmparatorluğu), was a Turkish state. The state was known as the Turkish Empire or Turkey by its contemporaries. (See the other names of the Ottoman State.) It was succeeded by the Republic of Turkey, which was officially proclaimed on October 29, 1923.


          At the height of its power (16th17th century), it spanned three continents, controlling much of Southeastern Europe, the Middle East and North Africa. It stretched from the Strait of Gibraltar (and, in 1553, the Atlantic coast of Morocco beyond Gibraltar) in the west to the Caspian Sea and Persian Gulf in the east, and from the edge of Austria, Hungary and parts of Ukraine in the north to Sudan, Eritrea, Somalia and Yemen in the south. The Ottoman Empire contained 29 provinces, in addition to the tributary principalities of Moldavia, Transylvania, and Wallachia.


          The empire was at the centre of interactions between the Eastern and Western worlds for six centuries. With Constantinople (Istanbul) as its capital city, and lands during the reign of Suleiman the Magnificent which largely corresponded to the lands ruled by Justinian the Great exactly 1000 years earlier, the Ottoman Empire was, in many respects, an Islamic successor to the Eastern Roman (Byzantine) Empire.


          


          Rise (12991453)
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              Turkish chain mail
            

          


          With the demise of the Seljuk Sultanate of Rūm (about 1300), Turkish Anatolia was divided into a patchwork of independent states, the so-called Ghazi emirates.


          By 1300, a weakened Byzantine Empire had seen most of its Anatolian provinces lost to ten Ghazi principalities. One of the Ghazi emirates was led by Osman I (from which the name Ottoman is derived), son of Ertuğrul in the region of Eskişehir in western Anatolia. According to tradition, as Ertuğrul migrated across Asia Minor leading approximately four hundred horsemen, he chanced upon a battle between two armies. Having decided to intervene, he chose the side of the losing army and turned the battle in their favour to secure victory. The troops he supported were those of a Seljuk Sultan who rewarded him with territory in Eskişehir. Following Ertuğrul's death in 1281, Osman became chief, or Bey, and by 1299 declared himself a sovereign ruler from the Seljuk state.


          Osman I extended the frontiers of Ottoman settlement towards the edge of the Byzantine Empire. He moved the Ottoman capital to Bursa, and shaped the early political development of the nation. Given the nickname "Kara" ( Turkish for black) for his courage, Osman I was admired as a strong and dynamic ruler long after his death, as evident in the centuries-old Turkish phrase, "May he be as good as Osman." His reputation has also been burnished by the medieval Turkish story known as " Osman's Dream", a foundation myth in which the young Osman was inspired to conquest by a prescient vision of empire.


          In this period, a formal Ottoman government was created whose institutions would remain largely unchanged for almost four centuries. The government used the legal entity known as the millet, under which religious and ethnic minorities were able to manage their own affairs with substantial independence from central control.


          In the century after the death of Osman I, Ottoman rule began to extend over the Eastern Mediterranean and the Balkans. The important city of Thessaloniki was captured from the Venetians in 1387, and the Turkish victory at the Battle of Kosovo in 1389 effectively marked the end of Serbian power in the region, paving the way for Ottoman expansion into Europe. The Battle of Nicopolis in 1396, widely regarded as the last large-scale crusade of the Middle Ages, failed to stop the advance of the victorious Ottomans. With the extension of Turkish dominion into the Balkans, the strategic conquest of Constantinople became a crucial objective. The Empire controlled nearly all of the former Byzantine lands surrounding the city, but the Byzantines were temporarily relieved when Tamerlane invaded Anatolia with the Battle of Ankara in 1402, taking Sultan Bayezid I as a prisoner. Part of the Ottoman territories in the Balkans (such as Thessaloniki, Macedonia and Kosovo) were temporarily lost after 1402, but were later recovered by Murad II between the 1430s and 1450s.


          The capture of Bayezid I threw the Turks into disorder. The state fell into a civil war which lasted from 1402 to 1413, as Bayezid's sons fought over succession. It ended when Mehmed I emerged as the sultan and restored Ottoman power, bringing an end to the Interregnum. His grandson, Mehmed the Conqueror, reorganized the state and the military, and demonstrated his martial prowess by capturing Constantinople on May 29, 1453, at the age of 21. The city became the new capital of the Ottoman Empire, and Mehmed II assumed the title of Kayser-i Rm (Roman Emperor). However, this title was not recognized by the Greeks or Western Europe, and the Russian Czars also claimed to be the successors of the Eastern Imperial title. To consolidate his claim, Mehmed II aspired to gain control over the Western capital, Rome, and Ottoman forces occupied parts of the Italian peninsula, starting from Otranto and Apulia on July 28, 1480. But after Mehmed II's death on May 3, 1481, the campaign in Italy was cancelled and the Ottoman forces retreated.


          


          Growth (14531683)


          This period in Ottoman history can roughly be divided into two distinct eras: an era of territorial, economic, and cultural growth prior to 1566, followed by an era of relative military and political stagnation.


          


          Expansion and apogee (14531566)
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          The Ottoman conquest of Constantinople in 1453 cemented the status of the Empire as the preeminent power in southeastern Europe and the eastern Mediterranean. During this time, the Ottoman Empire entered a long period of conquest and expansion, extending its borders deep into Europe and North Africa. Conquests on land were driven by the discipline and innovation of the Ottoman military; and on the sea, the Ottoman navy established the Empire as a great trading power. The state also flourished economically thanks to its control of the major overland trade routes between Europe and Asia.


          The Empire prospered under the rule of a line of committed and effective sultans. Sultan Selim I (15121520) dramatically expanded the Empire's eastern and southern frontiers by defeating Shah Ismail of Safavid Persia, in the Battle of Chaldiran. Selim I established Ottoman rule in Egypt, and created a naval presence on the Red Sea. After this Ottoman expansion, a competition started between the Portuguese Empire and the Ottoman Empire to become the dominant power in the region.
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          Selim's successor, Suleiman the Magnificent (15201566), further expanded upon Selim's conquests. After capturing Belgrade in 1521, Suleiman conquered the Kingdom of Hungary and established Ottoman rule in the territory of present-day Hungary and other Central European territories, after his victory in the Battle of Mohcs in 1526. He then laid siege to Vienna in 1529, but failed to take the city after the onset of winter forced his retreat. In 1532, another planned attack on Vienna with an army thought to be over 250,000 strong was repulsed 60miles (97km) south of Vienna, at the fortress of Gns. After further advances by the Ottomans in 1543, the Habsburg ruler Ferdinand officially recognised Ottoman ascendancy in Hungary in 1547. During the reign of Suleiman, Transylvania, Wallachia and, intermittently, Moldavia, became tributary principalities of the Ottoman Empire. In the east, the Ottomans took Baghdad from the Persians in 1535, gaining control of Mesopotamia and naval access to the Persian Gulf. By the end of Suleiman's reign, the Empire's population reached about 15,000,000 people.
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          Under Selim and Suleiman, the Empire became a dominant naval force, controlling much of the Mediterranean Sea. The exploits of the Ottoman admiral Barbarossa Hayreddin Pasha, who commanded the Ottoman Navy during Suleiman's reign, led to a number of military victories over Christian navies. Among these were the conquest of Tunis and Algeria from Spain; the evacuation of Muslims and Jews from Spain to the safety of Ottoman lands (particularly Salonica, Cyprus, and Constantinople) during the Spanish Inquisition; and the capture of Nice from the Holy Roman Empire in 1543. This last conquest occurred on behalf of France as a joint venture between the forces of the French king Francis I and those of Barbarossa. France and the Ottoman Empire, united by mutual opposition to Habsburg rule in both Southern Europe and Central Europe, became strong allies during this period. The alliance was economic and military, as the sultans granted France the right of trade within the Empire without levy of taxation. In fact, the Ottoman Empire was by this time a significant and accepted part of the European political sphere, and entered into a military alliance with France, the Kingdom of England and the Dutch Republic against Habsburg Spain, Italy and Habsburg Austria.


          As the 16th century progressed, Ottoman naval superiority was challenged by the growing sea powers of western Europe, particularly Portugal, in the Persian Gulf, Indian Ocean and the Spice Islands. With the Ottomans blockading sea-lanes to the East and South, the European powers were driven to find another way to the ancient silk and spice routes, now under Ottoman control. On land, the Empire was preoccupied by military campaigns in Austria and Persia, two widely-separated theatres of war. The strain of these conflicts on the Empire's resources, and the logistics of maintaining lines of supply and communication across such vast distances, ultimately rendered its sea efforts unsustainable and unsuccessful. The overriding military need for defence on the western and eastern frontiers of the Empire eventually made effective long-term engagement on a global scale impossible.


          


          Revolts and revival (15661683)


          Suleiman's death in 1566 marked the beginning of an era of diminishing territorial gains. The rise of western European nations as naval powers and the development of alternative sea routes from Europe to Asia and the New World damaged the Ottoman economy. The effective military and bureaucratic structures of the previous century also came under strain during a protracted period of misrule by weak Sultans. But in spite of these difficulties, the Empire remained a major expansionist power until the Battle of Vienna in 1683, which marked the end of Ottoman expansion into Europe.


          European states initiated efforts at this time to curb Ottoman control of overland trade routes. Western European states began to circumvent the Ottoman trade monopoly by establishing their own naval routes to Asia. Economically, the huge influx of Spanish silver from the New World caused a sharp devaluation of the Ottoman currency and rampant inflation. This had serious negative consequences at all levels of Ottoman society. Sokullu Mehmet Pasha, who was the grand vizier of Selim II, began the projects of Suez Channel and Don-Volga Channel to save the economy but these were later cancelled.
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          In southern Europe, a coalition of Catholic powers, led by Philip II of Spain, formed an alliance to diminish Ottoman naval strength in the Mediterranean Sea. Their victory over the Ottomans at the naval Battle of Lepanto (1571) hastened the end of the Empire's primacy in the Mediterranean. In fact, Lepanto was considered by some earlier historians to signal the beginning of Ottoman decline. By the end of the 16th century, the golden era of sweeping conquest and territorial expansion was over. Nevertheless, within six months of the defeat a new Ottoman fleet of some 250 sail including eight modern galleasses had been built, with the harbours of Constantinople turning out a new ship every day at the height of the construction. In any case Lepanto was a mere "revenge attack" since Cyprus had been taken from the Venetians before the two navies engaged in 1571. In discussing with a Venetian minister, the Turkish Grand Vizier commented "In capturing Cyprus from you we have cut off one of your arms; in defeating our fleet you have merely shaved off our beard". The Sultan himself said, "the infidel has only singed my beard. It will grow again." In reality, the enormous loss of experienced sailors proved to be a disaster from which the Ottomans never recovered, diminishing the effectiveness of their fleet.
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          The Habsburg frontier in particular became a more or less permanent border until the 19th century, marked only by relatively minor battles concentrating on the possession of individual fortresses. This stalemate was mostly caused by the European development of the trace italienne, low bastioned fortifications built by Austria along the border that were almost impossible to capture without lengthy sieges. The Ottomans had no answer to these new-style fortifications that rendered the artillery they previously used so effectively (as in the Siege of Constantinople) almost useless. The stalemate was also a reflection of simple geographical limits: in the pre-mechanized age, Vienna marked the furthest point that an Ottoman army could march from Constantinople during the early-spring to late-autumn campaigning season. It also reflected the difficulties imposed on the Empire by the need to maintain two separate fronts: one against the Austrians (see: Ottoman wars in Europe), and the other against a rival Islamic state, the Safavids of Persia (see: Ottoman wars in Near East).


          On the battlefield, the Ottomans gradually fell behind the Europeans in military technology as the innovation which fed the Empire's forceful expansion became stifled by growing religious and intellectual conservatism. Changes in European military tactics and weaponry in the military revolution caused the once-feared Sipahi cavalry to lose military relevance. Discipline and unit cohesion in the army also became a problem because of relaxations in recruitment policy and the growth of the Janissary corps at the expense of other military units. The development of pike and shot and later linear tactics with increased use of firearms by Europeans proved deadly against the massed infantry in close formation used by the Ottomans.


          Murad IV (16121640), who recaptured Yerevan (1635) and Baghdad (1639) from the Safavids, is the only example in this era of a sultan who exercised strong political and military control of the Empire. Notably, Murad IV was the last Ottoman emperor who led his forces from the front.


          The Jelali revolts (15191610) and Janissary revolts (1622) caused widespread lawlessness and rebellion in Anatolia in the late 16th and early 17th centuries, and toppled several governments. However, the 17th century was not simply an era of stagnation and decline, but also a key period in which the Ottoman state and its structures began to adapt to new pressures and new realities, internal and external. With the Empire's population reaching 30,000,000 people by 1600, shortage of land placed further pressure on the government.


          The Sultanate of women (1530s1660s) was a period in which the political impact of the Imperial Harem was unchallenged, as the mothers of young sultans exercised power on behalf of their sons. Hrrem Sultan, who established herself in the early 1530s as the successor of Nurbanu, the first Valide Sultan, was described by the Venetian Baylo Andrea Giritti as 'a woman of the utmost goodness, courage and wisdom' despite the fact that she 'thwarted some while rewarding others'. The last prominent women of this period were Ksem Sultan and her daughter-in-law Turhan Hatice, whose political rivalry culminated in Ksem's murder in 1651. This period gave way to the Kprl Era (16561703), during which the Empire was controlled first by the powerful members of the Imperial Harem, and later by a sequence of Grand Viziers. The relative ineffectiveness of the successive sultans and the diffusion of power to lower levels of the government have characterized the Kprl Era.


          


          Stagnation and reform (16991827)


          During the stagnation period much territory in the Balkans was ceded to Austria. Certain areas of the Empire, such as Egypt and Algeria, became independent in all but name, and subsequently came under the influence of Britain and France. In the 18th century, centralized authority gave way to varying degrees of provincial autonomy enjoyed by local governors and leaders. A series of wars were fought between the Russian and Ottoman empires from the 17th to the 19th century.


          The long period of Ottoman stagnation is typically characterized by historians as an era of failed reforms. In the latter part of this period there were educational and technological reforms, including the establishment of higher education institutions such as Istanbul Technical University; Ottoman science and technology had been highly regarded in medieval times, as a result of Ottoman scholars' synthesis of classical learning with Islamic philosophy and mathematics, and knowledge of such Chinese advances in technology as gunpowder and the magnetic compass. By this period though the influences had become regressive and conservative. The guilds of writers denounced the printing press as "the Devil's Invention", and were responsible for a 43-year lag between its invention by Johannes Gutenberg in Europe in 1450 and its introduction to the Ottoman society with the Gutenberg press in Constantinople that was established by the Sephardic Jews of Spain in 1493. Sephardic Jews migrated to the Ottoman Empire as they escaped from the Spanish Inquisition of 1492.


          The Tulip Era (or Lle Devri in Turkish), named for Sultan Ahmed III's love of the tulip flower and its use to symbolize his peaceful reign, the Empire's policy towards Europe underwent a shift. The region was peaceful between 1718 and 1730, after the Ottoman victory against Russia in the Pruth Campaign in 1712 and the subsequent Treaty of Passarowitz brought a period of pause in warfare. The Empire began to improve the fortifications of cities bordering the Balkans to act as a defence against European expansionism. Other tentative reforms were also enacted: taxes were lowered; there were attempts to improve the image of the Ottoman state; and the first instances of private investment and entrepreneurship occurred.


          Ottoman military reform efforts begin with Selim III (17891807) who made the first major attempts to modernize the army along European lines. These efforts, however, were hampered by reactionary movements, partly from the religious leadership, but primarily from the Janissary corps, who had become anarchic and ineffectual. Jealous of their privileges and firmly opposed to change, they created a Janissary revolt. Selim's efforts cost him his throne and his life, but were resolved in spectacular and bloody fashion by his successor, the dynamic Mahmud II, who massacred the Janissary corps in 1826.


          


          Decline and modernization (18281908)


          The period of Ottoman decline (loss of huge territories) is typically characterized by historians also as an era of modern times. The Empire lost territory on all fronts, and there was administrative instability because of the breakdown of centralized government, despite efforts of reform and reorganization such as the Tanzimat. During this period, the Empire faced challenges in defending itself against foreign invasion and occupation. The Empire ceased to enter conflicts on its own and began to forge alliances with European countries such as France, the Netherlands, the United Kingdom, and Russia. As an example, in the Crimean War the Ottomans united with the British, French, and others against Russia.
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          During the Tanzimat period (from Arabic Tanzmt, meaning "reorganization") (18391876), a series of constitutional reforms led to a fairly modern conscripted army, banking system reforms, and the replacement of guilds with modern factories. In 1856, the Hatt-ı Hmayun promised equality for all Ottoman citizens irrespective of their ethnicity and confession, widening the scope of the 1839 Hatt-ı Şerif of Glhane. The Christian millets gained privileges; such as in 1863 the Armenian National Constitution (Ottoman Turkish:"Nizmnme-i Millet-i Ermeniyn") was Divan approved form of the "Code of Regulations" composed of 150 articles drafted by the "Armenian intelligentsia", and newly formed " Armenian National Assembly". The reformist period peaked with the Constitution, called the Kann-ı Ess (meaning " Basic Law" in Ottoman Turkish), written by members of the Young Ottomans, which was promulgated on 23 November 1876. It established freedom of belief and equality of all citizens before the law.


          
            [image: Punch cartoon from June 17, 1876. Russian Empire preparing to let slip the Balkan "Dogs of War" to attack the Ottoman Empire, while policeman John Bull (UK) warns Russia to take care. Supported by Russia, Serbia and Montenegro declared war on the Ottoman Empire one day later.]

            
              Punch cartoon from June 17, 1876. Russian Empire preparing to let slip the Balkan "Dogs of War" to attack the Ottoman Empire, while policeman John Bull (UK) warns Russia to take care. Supported by Russia, Serbia and Montenegro declared war on the Ottoman Empire one day later.
            

          


          The Empire's First Constitutional era (or Birinci Meşrtiyet Devri in Turkish), was short-lived; however, the idea behind it ( Ottomanism), proved influential as a wide-ranging group of reformers known as the Young Ottomans, primarily educated in Western universities, believed that a constitutional monarchy would provide an answer to the Empire's growing social unrest. Through a military coup in 1876, they forced Sultan Abdlaziz (18611876) to abdicate in favour of Murad V. However, Murad V was mentally ill, and was deposed within a few months. His heir-apparent Abdlhamid II (1876-1909) was invited to assume power on the condition that he would declare a constitutional monarchy, which he did on 23 November 1876. However, the parliament survived for only two years. The sultan suspended, but did not abolish, the parliament until he was forced to reconvene it. The effectiveness of Kann-ı Ess was then largely minimized.


          The rise of nationalism swept through many countries during the 19th century, and the Ottoman Empire was not immune. A burgeoning national consciousness, together with a growing sense of ethnic nationalism, made nationalistic thought one of the most significant Western ideas imported to the Ottoman empire, as it was forced to deal with nationalism both within and beyond its borders. There was a significant increase in the number of revolutionary political parties. Uprisings in Ottoman territory had many far-reaching consequences during the 19th century and determined much of Ottoman policy during the early 20th century. Many Ottoman Turks questioned whether the policies of the state were to blame: some felt that the sources of ethnic conflict were external, and unrelated to issues of governance. While this era was not without some successes, the ability of the Ottoman state to have any effect on ethnic uprisings was seriously called into question. Greece declared its independence from the Empire in 1829 after the end of the Greek War of Independence. Reforms did not halt the rise of nationalism in the Danubian Principalities and Serbia, which had been semi-independent for almost six decades; in 1875 Serbia, Montenegro, Bosnia, Wallachia and Moldova declared their independence from the Empire; and following the Russo-Turkish War of 1877-78, independence was formally granted to Serbia, Romania and Montenegro, and autonomy to Bulgaria, with the other Balkan territories remaining under Ottoman control. A Serbian Jew, Yehuda Solomon Alkalai, encouraged a return to Zion and independence for Israel during this wave of decolonialization. Following defeat in the Russo-Turkish War of 1877-78, Cyprus was lent to the British in 1878 in exchange for Britain's favors at the Congress of Berlin. Egypt, which had previously been occupied by the forces of Napoleon I of France in 1798 but recovered in 1801 by a joint Ottoman-British force, was occupied in 1882 by British forces on the pretext of bringing order; though Egypt and Sudan remained Ottoman provinces de jure until 1914, when the Ottoman Empire joined the Central Powers of World War I, and Britain officially annexed these two provinces as a response. Other Ottoman provinces in North Africa were lost between 1830 and 1912, starting from Algeria (occupied by France in 1830), Tunisia (occupied by France in 1881) and Libya (occupied by Italy in 1912.)


          Economically, the Empire had difficulty in repaying the Ottoman public debt to European banks, which caused the establishment of the Council of Administration of the Ottoman Public Debt. By the end of the 19th century, the main reason the Empire was not entirely overrun by Western powers came from the Balance of Power doctrine. Both Austria and Russia wanted to increase their spheres of influence and territory at the expense of the Ottoman Empire, but were kept in check mostly by the United Kingdom, which feared Russian dominance in the Eastern Mediterranean.


          


          Dissolution (19081922)
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          The Second Constitutional Era ( Turkish: İkinci Meşrtiyet Devri'') established after the Young Turk Revolution ( 3 July 1908) with the sultan's announcement of the restoration of the 1876 constitution and the reconvening of the Ottoman Parliament marks the dissolution of the Ottoman Empire. This era is dominated by the politics of the Committee of Union and Progress ( Turkish: İttihd ve Terakk Cemiyeti), and the movement that would become known as the Young Turks ( Turkish: Jn Trkler). Profiting from the civil strife, Austria-Hungary officially annexed Bosnia and Herzegovina in 1908. During the Italo-Turkish War (1911-1912), the Balkan League declared war against the Ottoman Empire, which lost its Balkan territories except Thrace and the historic Ottoman capital city of Edirne (Adrianople) with the Balkan Wars (19121913). The Baghdad Railway under German control became a source of international tension and played a role in the origins of World War I. The Ottoman Empire entered the First World War after the pursuit of Goeben and Breslau and took part in the Middle Eastern theatre on the side of the Central Powers. There were several important victories in the early years of the war, such as the Battle of Gallipoli and the Siege of Kut; but there were setbacks as well, such as the disastrous Caucasus Campaign against the Russians. The Arab Revolt which began in 1916 turned the tide against the Ottomans at the Middle Eastern front, where they initially seemed to have the upper hand.
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          The interior minister of the period, Talat Pasha, expressing the fear that the ethnic Armenians of the Empire would form a Fifth Column, ordered the arrest of Armenian leaders with a circular on April 24, 1915 and sent a request for the Tehcir Law on May 29, 1915, which initiated large scale deportations and massacres of the Armenians. In response was the creation of an Armenian resistance (April 1915) movement in the province of Van and the establishment of an Armenian Administration. The Ottoman government had accused the Armenians of being in collaboration with the invading Russian forces in eastern Anatolia against their native state because of the Armenian volunteer units in the Russian Army. Organized by the Ottoman government of that time, the Ottoman soldiers and Kurdish warlords killed Armenians indiscriminately both in their villages and as they marched south to camps in the Syrian Desert, during what is known as the Armenian Genocide.


          When the Armistice of Mudros was signed in 1918, Yemen, together with Medina, was the only part of the Arabian peninsula that was still under Ottoman control. However, the Ottomans were eventually forced to cede Yemen and Medina following the armistice, along with parts of present-day Georgia, Armenia and Azerbaijan which were gained by the Ottoman forces during the final stages of the war, following the Russian Revolution of 1917. Under the terms of the Treaty of Svres, the partitioning of the Ottoman Empire was solidified. The new countries created from the remnants of the Empire currently number 40 (including the disputed Turkish Republic of Northern Cyprus). Given the fact that the Turkish peasantry of Anatolia dropped to 40% of the pre-war levels, regardless of the method used in calculations, the Ottoman Empire's casualties during World War I were significant.
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          The occupation of Constantinople along with the occupation of Smyrna mobilized the establishment of the Turkish national movement, which won the Turkish War of Independence (19191922) under the leadership of Mustafa Kemal Pasha. The Sultanate was abolished on November 1, 1922, and the last sultan, Mehmed VI Vahdettin (reigned 19181922), left the country on November 17, 1922. The new independent Grand National Assembly of Turkey (GNA) was internationally recognized with the Treaty of Lausanne on July 24, 1923. The GNA officially declared the Republic of Turkey on October 29, 1923. The Caliphate was constitutionally abolished several months later, on March 3, 1924. The Sultan and his family were declared persona non grata of Turkey and exiled. Fifty years later, in 1974, the GNA granted descendants of the former Ottoman dynasty the right to acquire Turkish citizenship.


          


          Fall of the Empire
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          The fall of the Ottoman Empire can be attributed to the failure of its economic structure; the size of the Empire created difficulties in economically integrating its diverse regions. Also, the Empire's communication technology was not developed enough to reach all territories. In many ways, the circumstances surrounding the Ottoman Empire's fall closely paralleled those surrounding the fall of the Roman Empire, particularly in terms of the ongoing tensions between the Empire's different ethnic groups, and the various governments' inability to deal with these tensions. In the case of the Ottomans, the introduction of increased cultural rights, civil liberties and a parliamentary system during the Tanzimat proved too late to reverse the nationalistic and secessionist trends that had already been set in motion since the early 19th century.
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          Ottoman government deliberately pursued a policy for the development of Bursa, Edirne (Adrianople) and Constantinople, successive Ottoman capitals, into major commercial and industrial centres, considering that merchants and artisans were indispensable in creating a new metropolis. To this end, Mehmed and his successor Bayezid, also encouraged and welcomed migration of the Jews from different parts of Europe, who were settled in Constantinople and other port cities like Salonica. In many places in Europe, Jews were suffering persecution at the hands of their Christian counterparts. The tolerance displayed by the Ottomans was welcomed by the immigrants. The Ottoman economic mind was closely related to the basic concepts of state and society in the Middle East in which the ultimate goal of a state was consolidation and extension of the ruler's power, and the way to reach it was to get rich resources of revenues by making the productive classes prosperous. The ultimate aim was to increase the state revenues as much as possible without damaging the prosperity of subjects to prevent the emergence of social disorder and to keep the traditional organization of the society intact.


          The organization of the treasury and chancery were developed under the Ottoman Empire more than any other Islamic government and, until the 17th century, they were the leading organization among all of their contemporaries. This organization developed a scribal bureaucracy (known as "men of the pen") as a distinct group, partly highly trained ulema, which developed into a professional body. The effectiveness of this professional financial body stands behind the success of many great Ottoman statesmen. The economic structure of the Empire was defined by its geopolitical structure. The Ottoman Empire stood between the West and the East, thus blocking the land route eastward and forcing Spanish and Portuguese navigators to set sail in search of a new route to the Orient. The Empire controlled the spice route that Marco Polo once used. When Christopher Columbus first journeyed to the Bahamas in 1492, the Ottoman Empire was at its zenith, an economic power that extended over three continents. Modern Ottoman studies think that the change in relations between the Ottomans and central Europe was caused by the opening of the new sea routes. It is possible to see the decline in the significance of the land routes to the East as Western Europe opened the ocean routes that bypassed the Middle East and Mediterranean as parallel to the decline of the Ottoman Empire itself. The Anglo-Ottoman Treaty, also known as the Treaty of Balta Liman that opened the Ottoman markets directly to English and French competitors, would should be seen as one of the staging posts along this development.


          By developing commercial centres and routes, encouraging people to extend the area of cultivated land in the country and international trade through its dominions, the state performed basic economic functions in the Empire. But in all this the financial and political interests of the state were prevalent and the Ottoman administrators could not have realized, within the social and political system they were living in, the dynamics and principles of the capitalist economy of the Modern Age.


          The exact amount of annual income the Ottoman government received, is a matter of considerable debate, due to the scantness and ambiguous nature of the primary sources. The following table contains approximate estimates.


          
            
              	Year

              	Annual Revenue
            


            
              	1433

              	2,500,000 ducats
            


            
              	1496

              	3,300,000 ducats
            


            
              	1520

              	3,130,000 ducats
            


            
              	1526

              	4,500,000 ducats
            


            
              	1530

              	6,000,000 ducats
            


            
              	1553

              	7,166,000 ducats
            


            
              	1558

              	7,740,000 ducats
            


            
              	1566

              	8,000,000 ducats
            


            
              	1587

              	9,000,000 ducats
            


            
              	1592

              	10,000,000 ducats
            


            
              	1603

              	8,000,000 ducats
            


            
              	1660

              	12,000,000 ducats
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          The state organisation of the Ottoman Empire was a very simple system that had two main dimensions: the military administration and the civic administration. Sultan was the highest position in the system. The civic system was based on local administrative units based on the region's characteristics. The Ottomans practiced a system in which the state had control over the clergy, like the Byzantine. Certain pre-Islamic Turkish traditions that had survived the adoption of administrative and legal practices from Islamic Iran remained important in Ottoman administrative circles. According to Ottoman understanding, the state's primary responsibility was to defend and extend the land of the Muslims and to ensure security and harmony within its borders within the overarching context of orthodox Islamic practice and dynastic sovereignty.


          The " Ottoman dynasty" or, as an institution, " House of Osman" was unprecedented and unequaled in the Islamic world for its size and duration. The Ottoman dynasty was ethnically Turkish in its origins, as were some of its supporters and subjects, however the dynasty immediately lost this " Turkic" identification through intermarriage with many different ethnicities. On eleven occasions, the sultan was deposed because he was perceived by his enemies as a threat to the state. There were only two attempts in the whole of Ottoman history to unseat the ruling Osmanlı dynasty, both failures, which is suggestive of a political system that for an extended period was able to manage its revolutions without unnecessary instability.


          The highest position in Islam, caliphate, was claimed by the sultan which was established as Ottoman Caliphate. The Ottoman sultan, pdişh or "lord of kings", served as the Empire's sole regent and was considered to be the embodiment of its government, though he did not always exercise complete control. The Imperial Harem was one of the most important powers of the Ottoman court. It was ruled by the Valide Sultan. On occasion, the Valide Sultan would become involved in state politics. For a period of time the women of the Harem effectively controlled the state in what was termed the " Sultanate of Women". New sultans were always chosen from among the sons of the previous sultan. The strong educational system of the palace school geared towards eliminating the unfit potential heirs, and establishing support amongst the ruling elite for a successor. The palace schools, which would also educate the future administrators of the state, were not a single track. First, the Madrasa ( Ottoman Turkish: Medrese) was designated for the Muslims, and educated scholars and state officials in accordance with Islamic tradition. The financial burden of the Medrese was supported by vakifs, allowing children of poor families to move to higher social levels and income. The second track was a free boarding school for the Christians, the Endern, which recruited 3,000 students annually from Christian boys between eight and twenty years old from one in forty families among the communities settled in Rumelia and/or the Balkans, a process known as Devshirmeh (Devşirme).


          
            [image: Bâb-ı Âlî, the Sublime Porte]

            
              Bb-ı l, the Sublime Porte
            

          


          Though the sultan was the supreme monarch, the sultan's political and executive authority was delegated. The politics of the state had a number of advisors and ministers gathered around a council known as Divan (after the 17th century it was renamed the " Porte"). The Divan, in the years when the Ottoman state was still a Beylik, was composed of the elders of the tribe. Its composition was later modified to include military officers and local elites (such as religious and political advisors). Later still, beginning in 1320, a Grand Vizier was appointed in order to assume certain of the sultan's responsibilities. The Grand Vizier had considerable independence from the sultan with almost unlimited powers of appointment, dismissal and supervision. Beginning with the late 16th century, sultans withdrew from politics and the Grand Vizier became the de facto head of state. Throughout Ottoman history, there were many instances in which local governors acted independently, and even in opposition to the ruler. After the Young Turk Revolution of 1908, the Ottoman state became a constitutional monarchy. The sultan no longer had executive powers. A parliament was formed, with representatives chosen from the provinces. The representatives formed the Imperial Government of the Ottoman Empire.


          The rapidly expanding empire used loyal, skilled subjects to manage the Empire, whether Albanians, Phanariot Greeks, Armenians, Serbs, Bosniaks, Hungarians or others. The incorporation of Greeks (and other Christians), Muslims, and Jews revolutionized its administrative system. This eclectic administration was apparent even in the diplomatic correspondence of the Empire, which was initially undertaken in the Greek language to the west.


          The Tughra were calligraphic monograms, or signatures, of the Ottoman Sultans, of which there were 35. Carved on the Sultan's seal, they bore the names of the Sultan and his father. The prayer/statement ever victorious was also present in most. The earliest belonged to Orhan Gazi. The ornately stylized Tughra spawned a branch of Ottoman-Turkish calligraphy.
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          One of the successes of the social structure of the Ottoman Empire was the unity that it brought about among its highly varied populations through an organization named as millets. The Millets were the major religious groups that were allowed to establish their own communities under Ottoman rule. The Millets were established by retaining their own religious laws, traditions, and language under the general protection of the sultan. Plurality was the key to the longevity of the Empire. As early as the reign of Mehmed II, extensive rights were granted to Phanariot Greeks, and Jews were invited to settle in Ottoman territory. Ultimately, the Ottoman Empire's relatively high degree of tolerance for ethnic differences proved to be one of its greatest strengths in integrating the new regions but this non-assimilative policy became a weakness after the rise of nationalism. The dissolution of the Empire based on ethnic differentiation ( balkanization) brought the final end which the failed Ottomanism among the citizens and participatory politics of the first or the constitutional Era had successfully addressed. Numerous traditions and cultural traits of this previous empire (in fields such as architecture, cuisine, music, leisure and government) were adopted by the Ottomans, who elaborated them into new forms. These cultural traits were later blended with the characteristics of the ethnic and religious groups living within the Ottoman territories, which resulted in a new and distinctively Ottoman cultural identity.


          The lifestyle of the Ottoman Empire was a mixture of western and eastern life. One unique characteristic of Ottoman life style was it was very fragmented. The millet concept generated this fragmentation and enabled many to coexist in a mosaic of cultures. The capital of the Ottoman Empire, Constantinople also had a unique culture, mainly because prior to Ottoman rule it had been the seat of both the Roman and Byzantine Empires. The lifestyle in the Ottoman court in many aspects assembled ancient traditions of the Persian Shahs, but had many Greek and European influences. The culture that evolved around the Ottoman court was known as the Ottoman Way, which was epitomized with the Topkapı Palace. There were also large metropolitan centers where the Ottoman influence expressed itself with a diversity similar to metropolises of today: Sarajevo, Skopje, Thessaloniki, Dimashq, Baghdad, Beirut, Jerusalem, Makkah and Algiers with their own small versions of Ottoman Provincial Administration replicating the culture of the Ottoman court locally. The seraglio, which were the non-imperial places, in the context of the Turkish fashion, became the subject of works of art, where non-imperial prince or referring to other grand houses built around courtyards.


          Slavery in the Ottoman Empire was a part of Ottoman society. As late as 1908 women slaves were still sold in the Empire. During the 19th century the Empire came under pressure from Western European countries to outlaw the practice. Policies developed by various Sultans throughout the 19th century attempted to curtail the slave trade but, since slavery did have centuries of religious backing and sanction, they could never directly abolish the institution outright  as had gradually happened in Western Europe and the Americas.
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              	1520

              	11,692,480

              	
            


            
              	1566

              	15,000,000

              	
            


            
              	1683

              	30,000,000

              	
            


            
              	1831

              	7,230,660

              	
            


            
              	1856

              	35,350,000

              	
            


            
              	1881

              	17,388,604

              	
            


            
              	1906

              	20,884,000

              	
            


            
              	1914

              	18,520,000

              	
            


            
              	1919

              	14,629,000
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          The Ottoman Empire had filled roughly the territories around the Mediterranean Sea and Black Sea, while adopting their traditions, art and institutions of cultures in these regions; and adding new dimensions to them. Many different cultures lived under the umbrella of the Ottoman Empire, and as a result, a specifically "Ottoman" culture can be difficult to define, except for those of the regional centers and capital. However, there was also, to a great extent, a specific melding of cultures that can be said to have reached its highest levels among the Ottoman elite, who were composed of myriad ethnic and religious groups. This multicultural perspective of " millets" was reflected in the Ottoman State's multi-cultural and multi-religious policies. As the Ottomans moved further west, the Ottoman leaders absorbed some of the culture of the conquered regions. Intercultural marriages also played their part in creating the characteristic Ottoman elite culture. When compared to the Turkish folk culture, the influence of these new cultures in creating the culture of the Ottoman elite was very apparent.
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          " Ottoman architecture" was influenced by Persian Architecture, Byzantine Greek, and Islamic architecture. The Ottoman architecture are a continuation of the pre-Islamic Persian Sassanid architecture. For instance, the dome covered square, which had been a dominant form in Sassanid became the nucleus of all Ottoman architecture. During the Rise period the early or first Ottoman architecture period, the Ottoman art was in search of new ideas. The growth period of the Empire become the classical period of architecture, which Ottoman art was at its most confident. During the years of the Stagnation period, Ottoman architecture moved away from this style however.


          During the Tulip Era, it was under the influence of the highly ornamented styles of Western Europe; Baroque, Rococo, Empire and other styles intermingled. Concepts of Ottoman architecture mainly circle around the mosque. The mosque was integral to society, city planning and communal life. Besides the mosque, it is also possible to find good examples of Ottoman architecture in soup kitchens, theological schools, hospitals, Turkish baths and tombs.
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          Examples of Ottoman architecture of the classical period, aside from İstanbul and Edirne, can also be seen in Egypt, Eritrea, Tunisia, Algiers, the Balkans and Hungary, where mosques, bridges, fountains and schools were built. The art of Ottoman decoration developed with a multitude of influences due to the wide ethnic range of the Ottoman Empire. The greatest of the court artisans enriched the Ottoman Empire with many pluralistic artistic influences: such as mixing traditional Byzantine art with elements of Chinese art.


          " Ottoman Turkish language" was a variety of Turkish, highly influenced by Persian and Arabic. Ottomans had three influential languages; Turkish, Persian, Arabic but they did not have a parallel status. Throughout the vast Ottoman bureaucracy and, in particular, within the Ottoman court in later times, a version of Turkish was spoken, albeit with a vast mixture of both Arabic and Persian grammar and vocabulary. If the basic grammar was still largely Turkish, the inclusion of virtually any word in Arabic or Persian in Ottoman made it a language that was essentially incomprehensible to any Ottoman subject who had not mastered Arabic, Persian or both. The two varieties of the language became extremely differentiated and this resulted in a low literacy rate among the general public (about 23% until the early 19th century and just about 15% at the end of 19th century). Consequently, ordinary people had to hire special "request-writers" (arzıhlcis) in order to be able to communicate with the government. The ethnic groups continued to speak within their families and neighborhoods ( mahalles) with their own languages (e.g., Jews, Greeks, Armenians, etc.) In villages where two or more populations lived together, the inhabitants would often speak each other's language. In cosmopolitan cities, people often spoke their family languages, some Ottoman or Persian if they were educated, and some Arabic if they were Muslim. In the last two centuries, French and English emerged as popular languages, especially among the Christian Levantine communities. The elite learned French at school, and used European products as a fashion statement. The use of Turkish grew steadily under the Ottomans, but, since they were still interested in their two other official languages, they kept these in use as well. Usage of these came to be limited, though, and specific: Persian served mainly as a literary language, while Arabic was used solely for religious rites. At this time many famous Persian poets emerged.


          " Ottoman classical music" was an important part of the education of the Ottoman elite, a number of the Ottoman sultans were accomplished musicians and composers themselves, such as Selim III, whose compositions are still frequently performed today. Ottoman classical music arose largely from a confluence of Byzantine music, Arabic music, and Persian music. Compositionally, it is organised around rhythmic units called usul, which are somewhat similar to meter in Western music, and melodic units called makam, which bear some resemblance to Western musical modes. The instruments used are a mixture of Anatolian and Central Asian instruments (the saz, the bağlama, the kemence), other Middle Eastern instruments (the ud, the tanbur, the kanun, the ney), and  later in the tradition  Western instruments (the violin and the piano). Because of a geographic and cultural divide between the capital and other areas, two broadly distinct styles of music arose in the Ottoman Empire: Ottoman classical music, and folk music. In the provinces, several different kinds of Folk music were created. The most dominant regions with their distinguished musical styles are: Balkan-Thracian Trks, North-Eastern ( Laz) Trks, Aegean Trks, Central Anatolian Trks, Eastern Anatolian Trks, and Caucasian Trks. Some of the distinctive styles were: Janissary Music, Roma music, Belly dance, Turkish folk music.


          " Ottoman cuisine" refers to the cuisine of the capital  Constantinople, and the regional capital cities, where the melting pot of cultures created a common cuisine that all the populations enjoyed. This diverse cuisine was honed in the Imperial Palace's kitchens by chefs brought from certain parts of the Empire to create and experiment with different ingredients. The creations of the Ottoman Palace's kitchens filtered to the population, for instance through Ramadan events, and through the cooking at the Yalıs of the Pashas, and from there on spread to the rest of the population. Today, Ottoman cuisine lives in the Balkans, Anatolia and the Middle East, "common heirs to what was once the Ottoman life-style, and their cuisines offer treacherous circumstantial evidence of this fact". It is typical of any great cuisine in the world to be based on local varieties and on mutual exchange and enrichment among them, but at the same time to be homogenized and harmonized by a metropolitan tradition of refined taste.


          


          Religion


          Before adopting Islam  a process that was greatly facilitated by the Abbasid victory at the 751 Battle of Talas, which ensured Abbasid influence in Central Asia  the Turkic peoples practised a variety of shamanism. After this battle, many of the various Turkic tribes  including the Oghuz Turks, who were the ancestors of both the Seljuks and the Ottomans  gradually converted to Islam, and brought the religion with them to Anatolia beginning in the 11th century.


          The Ottoman Empire was, in principle, tolerant towards Christians and Jews (the "Ahl Al-Kitab", or "People of the Book", according to the Qu'ran) but not towards the polytheists, in accordance with the Sharia law. Such tolerance was subject to a non-Muslim tax, the Jizya.


          Under the millet system, non-Muslim people were considered subjects of the Empire, but were not subject to the Muslim faith or Muslim law. The Orthodox millet, for instance, was still officially legally subject to Justinian's Code, which had been in effect in the Byzantine Empire for 900 years. Also, as the largest group of non-Muslim subjects (or zimmi) of the Islamic Ottoman state, the Orthodox millet was granted a number of special privileges in the fields of politics and commerce, in addition to having to pay higher taxes than Muslim subjects.,


          The Ottoman Sultan Mehmed II allowed the local Christians to stay in Constantinople (Istanbul) after conquering the city in 1453, and to retain their institutions such as the Greek Orthodox Patriarchate. In 1461 Sultan Mehmed II established the Armenian Patriarchate of Constantinople. Previously, the Byzantines considered the Armenian Church as heretical and thus did not allow them to build churches inside the walls of Constantinople. In 1492, when the Muslims and Sephardic Jews were expelled from Spain during the Spanish Inquisition, the Ottoman Sultan Bayezid II sent his fleet under Kemal Reis to save them and granted the refugees the right to settle in the Ottoman Empire.


          The state's relationship with the Greek Orthodox Church was largely peaceful, and recurrent oppressive measures taken against the Greek church were a deviation from generally established practice. The church's structure was kept intact and largely left alone but under close control and scrutiny until the Greek War of Independence of 18211831 and, later in the 19th and early 20th centuries, the rise of the Ottoman constitutional monarchy, which was driven to some extent by nationalistic currents, tried to be balanced with Ottomanism. Other Orthodox churches, like the Bulgarian Orthodox Church, were dissolved and placed under the jurisdiction of the Greek Orthodox Patriarchate; until Sultan Abdlaziz established the Bulgarian Exarchate in 1870 and reinstated the autonomy of the Bulgarian Church.


          Similar millets were established for the Ottoman Jewish community, who were under the authority of the Haham Başı or Ottoman Chief Rabbi; the Armenian Orthodox community, who were under the authority of a head bishop; and a number of other religious communities as well.


          


          Law
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          Ottoman legal system accepted the Religious law over its subjects. The Ottoman Empire was always organized around a system of local jurisprudence. Legal administration in the Ottoman Empire was part of a larger scheme of balancing central and local authority. Ottoman power revolved crucially around the administration of the rights to land, which gave a space for the local authority develop the needs of the local millet. The jurisdictional complexity of the Ottoman Empire was aimed to permit the integration of culturally and religiously different groups. The Ottoman system had three court systems: one for Muslims, one for non-Muslims, involving appointed Jews and Christians ruling over their respective religious communities, and the "trade court". The entire system was regulated from above by means of the administrative Kanun, i.e. laws, a system based upon the Turkic Yasa and Tre which were developed in the pre-Islamic era. The kanun law system, on the other hand, was the secular law of the sultan, and dealt with issues not clearly addressed by the sharia system.


          These court categories were not, however, wholly exclusive in nature: for instance, the Islamic courts  which were the Empire's primary courts  could also be used to settle a trade conflict or disputes between litigants of differing religions, and Jews and Christians often went to them so as to obtain a more forceful ruling on an issue. The Ottoman state tended not to interfere with non-Muslim religious law systems, despite legally having a voice to do so through local governors. The Islamic Sharia law system had been developed from a combination of the Qur'ān; the Hadīth, or words of the prophet Muhammad; ijmā', or consensus of the members of the Muslim community; qiyas, a system of analogical reasoning from previous precedents; and local customs. Both systems were taught at the Empire's law schools, which were in Constantinople and Bursa.


          Tanzimat reforms, had a drastic effect on the law system. In 1877, the civil law (excepting family law) was codified in the Mecelle code. Later codifications covered commercial law, penal law and civil procedure.
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          Ottoman Army


          The first military unit of the Ottoman State was an army that was organized by Osman I from the tribesmen inhabiting western Anatolia in the late 13th century. The military system became an intricate organization with the advance of the Empire.
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          The Ottoman military was a complex system of recruiting and fief-holding. The main corps of the Ottoman Army included:


          
            	Janissary: Infantry units recruited at a very young age from the non-Muslim ethnic groups of the Empire and raised as Muslim Turkish warriors; also forming the Sultan's household troops and bodyguard. Most of the recruits were Christian Balkans.

          


          
            	Sipahi: Elite cavalry knights who were granted tımars ( fiefs) throughout the Empire's lands. Their alternative name was Tmrlı Sipahi (Enfiefed Knight).

          


          
            	Akıncı: Frontline cavalry units of the Ottoman Army which raided and scouted the border areas and outposts. These units were known as ghazis before the establishment of the Ottoman army and contributed significantly to early Ottoman success against an incompetent Byzantine army.

          


          
            	Mehtern: Ottoman Army Band which played martial tunes during military campaigns. The mehtern was usually associated with the Janissary corps.

          


          The Ottoman army was once among the most advanced fighting forces in the world, being one of the first to employ muskets. The Ottoman cavalry used bows and short swords and often applied nomad tactics similar to those of the Mongol Empire; such as pretending to retreat while surrounding the enemy forces inside a crescent-shaped formation and then making the real attack.


          Starting from the Battle of Kosovo in 1389 and the Battle of Nicopolis in 1396, the Ottoman army quickly advanced towards central Europe, capturing Hungary with the Battle of Mohcs in 1526 and twice laying siege to Vienna, in 1529 and 1683. However, the decline in the army's performance became evident from the mid 17th century and after the Great Turkish War, the Ottoman army's reputation as one of the most feared fighting forces in the world was never regained. The 18th century saw some limited success against Venice, but in the north the European-style Russian armies forced the Ottomans to concede land.


          The modernization of the Ottoman Empire in the 19th century started with the military. In 1826 Sultan Mahmud II abolished the Janissary corps (which had become obsolete in battle, but effective deposing sultans) and established the modern Ottoman army, which he named as the Nizam-ı Cedid (New Order). The Ottoman army was also the first institution to hire foreign experts and send its officers for training in western European countries. Consequently, the Young Turks movement first began when these relatively young and newly trained men returned with their education.


          


          Ottoman Navy
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          The conquest of İmralı Island in the Sea of Marmara in 1308 marked the first Ottoman naval victory (for a timeline of the naval actions of the Ottoman fleet, see the History of the Turkish Navy). In 1321 the Ottoman fleet made its first landings on Thrace in southeastern Europe, and vastly contributed to the expansion of the Empire's territories on the European continent. The Ottoman navy was one of the first to use cannons, and the Battle of Zonchio in 1499 went down in history as the first naval battle where cannons were used on ships. It was also the Ottoman navy which initiated the conquest of North Africa, with the addition of Algeria and Egypt to the Ottoman Empire in 1517. The Battle of Preveza in 1538 and the Battle of Djerba in 1560 marked the apex of Ottoman naval domination in the Mediterranean Sea. The Ottomans also confronted the Portuguese forces based in Goa at the Indian Ocean in numerous battles between 1538 and 1566. In 1553, the Ottoman admiral Salih Reis conquered Morocco and the lands of North Africa beyond the Strait of Gibraltar, extending Ottoman territory into the Atlantic Ocean. In 1566 the Sultan of Aceh asked for support against the Portuguese and declared allegiance to the Ottoman Empire, which sent its Indian Ocean fleet under Kurtoğlu Hızır Reis to Sumatra. The fleet landed at Aceh in 1569, and the event marked the easternmost Ottoman territorial expansion. In 1585 the Ottoman admiral Murat Reis captured Lanzarote of the Canary Islands. In 1617 the Ottoman fleet captured Madeira in the Atlantic Ocean, before raiding Sussex, Plymouth, Devon, Hartland Point, Cornwall and the other counties of western England in August 1625. In 1627 Ottoman naval ships, accompanied by corsairs from the Barbary Coast, raided the Shetland Islands, Faroe Islands, Denmark, Norway and Iceland. Between 1627 and 1631 the same Ottoman force also raided the coasts of Ireland and Sweden. In 1655 a force of 40 Ottoman ships captured the Isle of Lundy in the Bristol Channel, which served as the main base for Ottoman naval and privateering operations in the North Atlantic until 1660, when Ottoman ships appeared off the eastern coasts of North America, particularly being sighted at the British colonies like Newfoundland and Virginia. The overseas territorial acquisitions of the Ottoman Navy further expanded the extent of the Ottoman sphere of influence on distant lands in both the Indian and Atlantic oceans, such as the addition of Aceh (1569) as a vassal state to the Ottoman Empire, and temporary occupations like those of Lanzarote (1585), Madeira (1617), Vestmannaeyjar (1627) and Lundy (16551660).
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          Following defeat against the combined British-French-Russian navies at the Battle of Navarino in 1827, and the subsequent loss of Algeria (1830) and Greece (1832), Ottoman naval power, and control over the Empire's distant overseas territories declined. Sultan Abdlaziz (reigned 18611876) attempted to reestablish a strong Ottoman navy, building the third largest fleet after that of Britain and France with 21 battleships and 173 other types of warships. The shipyard at Barrow, United Kingdom built its first submarine in 1886 for the Ottoman Empire. The submarine Abdul Hamid achieved fame as the worlds first to fire a torpedo underwater. But the collapsing Ottoman economy could not sustain the fleet strength. Sultan Abdlhamid II (reigned 18761908) distrusted the navy, when the admirals supported the reformist Midhat Pasha and the First Ottoman Parliament of 1876. Claiming that the large and expensive navy was of no use against the Russians during the Russo-Turkish War (18771878), he locked most of the fleet inside the Golden Horn, where the ships decayed for the next 30 years.
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          Following the Young Turk Revolution in 1908, the Committee of Union and Progress which effectively took control of the country sought to develop a strong Ottoman naval force. The poor condition of the fleet during the Ottoman Naval Parade of 1910 saddened every Turk who saw it, and the Ottoman Navy Foundation was established in order to purchase new ships through public donations. Those who made donations received different types of medals according to the size of their contributions. With this public money, the Ottoman government ordered large battleships like Sultan Osman I and Reşadiye, but despite the payment for both ships, the United Kingdom confiscated them at the outbreak of World War I and renamed them as HMS Agincourt and HMS Erin. This caused some ill-feeling towards Britain among the Ottoman public, and the German Empire took advantage of the situation by sending the battlecruiser Yavuz Sultan Selim and light cruiser Midilli which entered service in the Ottoman fleet. This event significantly contributed to the decision of supporting Germany in the First World War, with whom the Ottomans sided.


          


          Ottoman Air Force
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          The Ottoman Air Force was founded in June 1909, making it one of the first combat aviation organizations in the world. Its formation came about after the Ottoman Empire sent two Turkish pilots to the International Aviation Conference in Paris. After witnessing the growing importance of an air combat support branch, the Ottoman government decided to organize its own military aviation program. For this purpose, officers were sent to Europe by the end of 1910 to participate in the study of combat flight. However, because of bad living conditions, the student program was aborted and the trainees returned to Turkey in early 1911. Although left without any governmental guidelines for establishing an air force, the Ottoman Minister of Defence of the time, Mahmut Şevket Paşa, continued to encourage the idea of a military aviation program and sent officers Fesa and Yusuf Kenan, who achieved the highest maneuvering points in a piloting test conducted in 1911, to France for receiving a more satisfactory flight education. In late 1911 Sreyya Ilmen was instructed with founding the Havacılık Komisyonu (Aviation Commission) bound to the Harbiye Bakanlığı Fen Kıtaları Mstahkem Genel Mfettişliği (War Ministry Science Detachment General Inspectorship). On February 21, 1912, Fesa and Yusuf Kenan completed their flight education and returned home with the 780th and 797th French aviation diplomas. In the same year, eight more Turkish officers were sent to France for flight education.


          The Ottoman Empire started preparing its first pilots and planes, and with the founding of the Hava Okulu (Air Academy) in Constantinople on July 3, 1912, the Empire began to tutor its own flight officers. The founding of the Air Academy quickened advancement in the military aviation program, increased the number of enlisted persons within it, and gave the new pilots an active role in the Armed Forces. In May 1913 the world's first specialized Reconnaissance Training Program was activated by the Air Academy and the first separate Reconnaissance division was established by the Air Force.


          Because of the lack of experience of the Turkish pilots, the first stage (1912) of the Balkan Wars (19121913) ended with the loss of several aircraft. However, the second stage (1913) was marked with great success since the pilots had become more battle-hardened. Many recruits joined the Air Academy following a surge of Turkish nationalism during the war.


          With the end of the Balkan Wars a modernization process started and new planes were purchased. In June 1914 a new military academy, Deniz Hava Okulu (Naval Aviation Academy) was founded, also in Constantinople. With the outbreak of World War I, the modernization process stopped abruptly, but in 1915 some German officers came to the Ottoman Empire and some Turkish officers went to Germany for flight education.


          The Ottoman Air Force fought on many fronts during World War I, from Galicia in the west to the Caucasus in the east and Yemen in the south. Efforts were made to reorganize the Ottoman Air Force, but this ended in 1918 with the end of World War I and the occupation of Constantinople.
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          Otto Eduard Leopold von Bismarck, Count of Bismarck-Schnhausen, Duke of Lauenburg, Prince of Bismarck (born April 1, 1815 in Schnhausen, today Saxony-Anhalt; died July 30, 1898 in Friedrichsruh near Hamburg), was a Prussian and German statesman of the 19th century. As Minister-President of Prussia from 186290, he oversaw the unification of Germany. From 1867 on, he was Chancellor of the North German Confederation. When the second German Empire was formed in 1871, he served as its first Chancellor, gaining the nickname "Iron Chancellor". As Chancellor, Bismarck held an important role in German government and greatly influenced German politics during his time of service.


          


          Early life


          Bismarck was born in Schnhausen, the wealthy family estate situated west of Berlin in the Prussian Province of Saxony. His father, Karl Wilhelm Ferdinand von Bismarck (Schnhausen, November 13, 1771 - November 22, 1845), was a landowner and a former Prussian military officer; his mother, Wilhelmine Luise Mencken ( Potsdam, February 24, 1789 - Berlin), the educated daughter of a politician. A.J.P. Taylor later remarked on the importance of this dual heritage: although Bismarck physically resembled his father, and appeared as a Prussian Junker to the outside world - an image which he often encouraged by wearing military uniform, even though he was not a regular officer - he was also more cosmopolitan and highly educated than was normal for men of such background. He was fluent in English, and as a young man would often quote Shakespeare or Byron in letters to his wife.


          Bismarck was educated at the Friedrich-Wilhelm and the Graues Kloster-Gymnasium. Thereafter, at the age of seventeen, he joined the Georg August University of Gttingen, where he spent only a year as a member of the Corps Hannovera before enrolling in the Friedrich Wilhelm University of Berlin.


          Whilst at Gttingen university, he had become the lifelong friend of an American student John Lothrop Motley, who described Bismarck as Otto v. Rabenmark in his novel Morton's Hope, or the Memoirs of a Provincial (1839). Motley was later an eminent historian.


          Although Bismarck hoped to become a diplomat, he could only obtain minor administrative positions in Aachen and Potsdam, and soon resigned, having first placed his career in jeopardy by taking unauthorised leave to pursue two English girls, first Laura Russell, niece of the Duke of Cleveland, and then Isabella Loraine-Smith, daughter of a wealthy clergyman. He did not succeed in marrying either. He also served in the army for a year and became an officer in the Landwehr (reserve), before returning to run the family estates at Schnhausen on his mother's death in his mid-twenties.


          Round about the age of thirty Bismarck had an intense friendship with Marie von Thadden, newly-married to a friend of his. Under her influence, he became a Pietist Lutheran, and later recorded that at Marie's deathbed (from typhoid) he prayed for the first time since his childhood. Bismarck married Marie's cousin, the noblewoman Johanna von Puttkamer (Viartlum, April 11, 1824 - Varzin, November 27, 1894) at Alt-Kolziglow on July 28, 1847. Their long and happy marriage produced one daughter (Marie) and two sons ( Herbert and Wilhelm, known as "Bill"), all of whom survived into adulthood. Johanna was a shy, retiring and deeply religious woman - although famed for her sharp tongue in later life - and in his public life Bimarck was sometimes accompanied by his sister Malwine ("Malle") von Arnim.


          Whilst on holiday alone in Biarritz in the summer of 1862 (prior to becoming Prime Minister of Prussia), Bismarck would later have a romantic liaison with Kathy Orlov, the twenty-two year old wife of a Russian diplomat - it is not known whether or not their relationship was sexual. Bismarck kept his wife informed of his new friendship by letter, and in a subsequent year Kathy broke off plans to meet Bismarck on holiday again on learning that his wife and family would be accompanying him this time. They continued to write to one another until Kathy's premature death in 1874.


          


          Early political career


          In the year of his marriage, 1847, at age 32, Bismarck was chosen as a representative to the newly created Prussian legislature, the Vereinigter Landtag. There, he gained a reputation as a royalist and reactionary politician with a gift for stinging rhetoric; he openly advocated the idea that the monarch had a divine right to rule. His election was arranged by the Gerlach brothers, who were also Pietist Lutherans and whose ultra-conservative faction was known as the "Kreuzzeitung" after their newspaper, which featured an Iron Cross on its cover.


          In March 1848, Prussia faced a revolution (one of the revolutions of 1848 in various European nations), which completely overwhelmed King Frederick William IV. The monarch, though initially inclined to use armed forces to suppress the rebellion, ultimately declined to leave Berlin for the safety of military headquarters at Potsdam (Bismarck later recorded that there had been a "rattling of sabres in their scabbards" from Prussian officers when they learned that the King would not suppress the revolution by force). He offered numerous concessions to the liberals: he wore the red-yellow-and black revolutionary colours (as seen on the flag of today's democratic Germany), promised to promulgate a constitution, agreed that Prussia and other German states should merge into a single nation, and appointed a liberal, Ludolf Cam, as Minister-President.


          Bismarck had at first tried to rouse the peasants of his estate into an army to march on Berlin in the King's name. He travelled to Berlin in disguise to offer his services, but was instead told to make himself useful by arranging food supplies for the Army from his estates in case they were needed. The King's brother Prince William (the future King and Emperor William I) had fled to England, and Bismarck intrigued with William's wife Augusta to place their teenage son (the future Frederick III) on the Prussian throne in King Frederick William IV's place - Augusta would have none of it, and detested Bismarck thereafter, although Bismarck did later help to restore a working relationship between the King and his brother, who were on poor terms. Bismarck was not a member of the Landtag elected that year. But the liberal victory perished by the end of the year. The movement became weak due to internal fighting, while the conservatives regrouped, formed an inner group of advisers - including the Gerlach brothers - known as the "Camarilla" around the King, and retook control of Berlin. Although a constitution was granted, its provisions fell far short of the demands of the revolutionaries.


          In 1849, Bismarck was elected to the Landtag, the lower house of the new Prussian legislature. At this stage in his career, he opposed the unification of Germany, arguing that Prussia would lose its independence in the process. He accepted his appointment as one of Prussia's representatives at the Erfurt Parliament, an assembly of German states that met to discuss plans for union, but only in order to oppose that body's proposals more effectively. The Parliament failed to bring about unification, for it lacked the support of the two most important German states, Prussia and Austria. In 1850, after a dispute over Hesse, Prussia was humiliated and forced to back down by Austria (supported by Russia) in the so-called Punctation of Olmutz; a plan for the unification of Germany under Prussian leadership, proposed by Prussia's Prime Ministers Radowitz, was also abandoned.


          In 1851, Frederick William appointed Bismarck as Prussia's envoy to the Diet of the German Confederation in Frankfurt. Bismarck gave up his elected seat in the Landtag, but was appointed to the Prussian House of Lords a few years later. In Frankfurt he engaged in a battle of wills with the Austrian representative Count Thun, insisting on being treated as an equal by petty tactics such as insisting on doing the same when Thun claimed the privileges of smoking and removing his jacket in meetings.


          Bismarck's eight years in Frankfurt were marked by changes in his political opinions, detailed in the numerous lengthy memoranda which he sent to his ministerial superiors in Berlin. No longer under the influence of his ultraconservative Prussian friends, Bismarck became less reactionary and more pragmatic. He became convinced that in order to countervail Austria's newly-restored influence, Prussia would not only have to ally herself with other German states - thus, he grew more accepting of the notion of a united German nation - but also maintain the friendship of Russia and a working relationship with Napoleon III's France - the latter being anathema to his conservative friends the Gerlachs, but necessary both to threaten Austria and to prevent France allying herself to Russia. In a famous letter to Leopold von Gerlach, Bismarck wrote that it was foolish to play chess having first put 16 of the 64 squares out-of-bounds, an ironic observation as after 1871 France would indeed become Germany's permanent enemy and would indeed eventually ally with Russia against Germany in the 1890s.


          Bismarck was also horrified by Prussia's isolation during the Crimean War of the mid-1850s (in which Austria sided with Britain and France against Russia - Prussia was almost not invited to the peace talks in Paris). In the Eastern crisis of the 1870s, fear of a repetition of this turn of events would later be a factor in Bismarck's signing the Dual Alliance with Austria-Hungary in 1879. However, in the 1850s Bismarck correctly foresaw that by failing to support Russia (after Russian help in crushing the Hungarian Revolt in 1849, and at Olmutz in 1850, the Austrian leader Schwarzenberg had said that "Austria would astonish the world by the depth of her ingratitude") Austria could no longer count on Russian support in Italy and Germany, and had thus exposed herself to attack by France and Prussia.


          In 1858, Frederick William IV suffered a stroke that paralyzed and mentally disabled him. His brother, William, took over the government of Prussia as regent. At first William was seen as a moderate ruler, whose friendship with liberal Britain was symbolised by the recent marriage of his son (the future Frederick III) to Queen Victoria's eldest daughter Vicky; their son (the future Wilhelm II) was born in 1859. As part of William's "New Course" he brought in new ministers, moderate conservatives known as the "Wochenblatt" party after their newspaper.


          Soon the Regent replaced Bismarck as envoy in Frankfurt and made him Prussia's ambassador to the Russian Empire. In theory this was a promotion as Russia was one of the two most powerful neighbors of Prussia (the other was Austria). In reality Bismarck was sidelined ("on ice") from events in Germany, watching impotently as France drove Austria out of Lombardy during the Italian War of 1859. Bismarck proposed that Prussia should exploit Austria's weakness to move her frontiers "as far south as Lake Constance" on the Swiss border; instead Prussia mobilised troops in the Rhineland to deter further French advances into Venetia. As a further snub, the Regent, who scorned Bismarck as a "Landwehrleutnant" (reserve lieutenant), had declined to promote him to the rank of major-general, normal for the ambassador to St Petersburg (and important as Prussia and Russia were close military allies, whose heads of state often communicated through military contacts rather than diplomatic channels). Bismarck stayed in Saint Petersburg for four years, during which he almost lost his leg to botched medical treatment and once again met his future adversary, the Russian Prince Gorchakov, who had been Russian representative in Frankfurt in the early 1850s. The Regent also appointed Helmuth von Moltke as the new Chief of Staff for the Prussian Army, and Albrecht von Roon as Prussian Minister of War and to the job of reorganizing the army. These three people over the next twelve years transformed Prussia.


          Despite his lengthy stay abroad, Bismarck was not entirely detached from German domestic affairs; he remained well-informed due to his friendship with Roon, and they formed a lasting political alliance. In June 1862, he was sent to Paris, so that he could serve as ambassador to France. He also visited England that summer. These visits enabled him to meet and get the measure of his adversaries Napoleon III, and the British Prime Minister Palmerston and Foreign Secretary Earl Russell, and also of the British Conservative politician Disraeli, later to be Prime Minister in the 1870s - who later claimed to have said of Bismarck's visit "be careful of that man - he means what he says".


          


          Ministerprsident (Prime Minister) of Prussia
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          The regent became King William I upon his brother's death in 1861. The new monarch was often in conflict with the increasingly liberal Prussian Diet. A crisis arose in 1862, when the Diet refused to authorise funding for a proposed re-organization of the army. The King's ministers could not convince legislators to pass the budget, and the King was unwilling to make concessions. Wilhelm threatened to abdicate (his son would not hear of it) and believed that Bismarck was the only politician capable of handling the crisis, but was ambivalent about appointing a person who demanded unfettered control over foreign affairs. When, in September 1862, the Abgeordnetenhaus (House of Deputies) overwhelmingly rejected the proposed budget, Wilhelm was persuaded to recall Bismarck to Prussia on the advice of Roon. On 23 September 1862, Wilhelm appointed Bismarck Minister-President and Foreign Minister. Despite the initial distrust of the King and Crown Prince, and the loathing of Queen Augusta, Bismarck soon acquired a powerful hold over the King by force of personality and powers of persuasion.


          Bismarck was intent on maintaining royal supremacy by ending the budget deadlock in the King's favour, even if he had to use extralegal means to do so. He contended that, since the Constitution did not provide for cases in which legislators failed to approve a budget, he could merely apply the previous year's budget. Thus, on the basis of the budget of 1861, tax collection continued for four years.


          Bismarck's conflict with the legislators grew more heated during the following years. In 1863, the House of Deputies passed a resolution declaring that it could no longer come to terms with Bismarck; in response, the King dissolved the Diet, accusing it of trying to obtain unconstitutional control over the ministry. Bismarck then issued an edict restricting the freedom of the press; this policy even gained the public opposition of the Crown Prince, Friedrich Wilhelm (the future King Friedrich III). Despite attempts to silence critics, Bismarck remained a largely unpopular politician. His supporters fared poorly in the elections of October 1863, in which a liberal coalition (whose primary member was the Progress Party) won over two-thirds of the seats in the House. The House made repeated calls to the King to dismiss Bismarck, but the King supported him as he feared that if he dismissed him, a liberal ministry would follow.


          


          German unification


          


          Defeat of Denmark and Austria


          Germany consisted of a multitude of principalities loosely bound together as members of the German Confederation. Bismarck used both diplomacy and the Prussian military to achieve unification, excluding Austria from unified Germany. Not only did he make Prussia the most powerful and dominant component of the new Germany, but he also ensured that Prussia would remain an authoritarian state, rather than a liberal parliamentary regime.
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          Bismarck faced a diplomatic crisis when Frederick VII of Denmark died in November 1863. Succession to the duchies of Schleswig and Holstein was disputed; they were claimed by Christian IX (Frederick VII's heir as King) and by Frederick von Augustenburg (a German duke). Prussian public opinion strongly favoured Augustenburg's claim, as Holstein and southern Schleswig were (and are) German-speaking. Bismarck took an unpopular step by insisting that the territories legally belonged to the Danish monarch under the London Protocol signed a decade earlier. Nonetheless, Bismarck did denounce Christian's decision to completely annex Schleswig to Denmark. With support from Austria, he issued an ultimatum for Christian IX to return Schleswig to its former status; when Denmark refused, Austria and Prussia invaded, commencing the Second war of Schleswig and Denmark was forced to cede both duchies. Britain under Prime Minister Palmerston and Foreign Secretary Earl Russell was humiliated and left impotent, as she was unwilling to commit ground troops to Denmark.


          At first this seemed like a victory for Augustenberg, but Bismarck soon bullied him out of the picture by making impossible demands, namely that Prussia should have control over the army and navy of the Duchies. Originally, it was proposed that the Diet of the German Confederation (in which all the states of Germany were represented) should determine the fate of the duchies; but before this scheme could be effected, Bismarck induced Austria to agree to the Gastein Convention. Under this agreement signed 20 August 1865, Prussia received Schleswig, while Austria received Holstein. In that year he was made Graf (Count)von Bismarck-Schnhausen.


          But in 1866, Austria reneged on the prior agreement by demanding that the Diet determine the Schleswig-Holstein issue. Bismarck used this as an excuse to start a war with Austria by charging that the Austrians had violated the Convention of Gastein. Bismarck sent Prussian troops to occupy Holstein. Provoked, Austria called for the aid of other German states, who quickly became involved in the Austro-Prussian War. With the aid of Albrecht von Roon's army reorganization, the Prussian army was nearly equal in numbers to the Austrian army. With the organizational genius of Helmuth von Moltke the Elder, the Prussian army fought battles it was able to win. Bismarck had also made a secret alliance with Italy, who desired Austrian-controlled Venetia. Italy's entry into the war forced the Austrians to divide their forces.


          To the surprise of the rest of Europe, Prussia quickly defeated Austria and its allies, at the Battle of Kniggrtz (aka "Battle of Sadowa"), the largest battle fought in Europe up until that time. The King and his generals wanted to push on, conquer Bohemia and march to Vienna, but Bismarck, worried that Prussian military luck might change or that France might intervene on Austria's side, enlisted the help of the Crown Prince (who had opposed the war but had commanded one of the Prussian armies at Sadowa) to change his father's mind after stormy meetings.


          As a result of the Peace of Prague (1866), the German Confederation was dissolved; Prussia annexed Schleswig, Holstein, Frankfurt, Hanover, Hesse-Kassel, and Nassau; and Austria promised not to intervene in German affairs. To solidify Prussian hegemony, Prussia and several other North German states joined the North German Confederation in 1867; King Wilhelm I served as its President, and Bismarck as its Chancellor. From this point on begins what historians refer to as "The Misery of Austria", in which Austria served as a mere vassal to the superior Germany, a relationship that was to shape history up to the two World Wars.


          Bismarck, who by now held the rank of major in the Landwehr, wore uniform during the campaign, and was at last promoted to the rank of major-general in the Landwehr cavalry after the war. Although he never personally commanded troops in the field, he usually wore a general's uniform in public for the rest of his life, as seen in numerous paintings and photographs. He was also given a cash grant by the Prussian Landtag, which he used to buy a new country estate, Varzin, larger than his existing estates combined.


          Military success brought Bismarck tremendous political support in Prussia. In the elections to the House of Deputies in 1866, liberals suffered a major defeat, losing their large majority. The new, largely conservative House was on much better terms with Bismarck than previous bodies; at the Minister-President's request, it retroactively approved the budgets of the past four years, which had been implemented without parliamentary consent. Hence, Bismarck is considered one of the most talented statesmen in history.


          


          The Reptiles Slush Fund


          Following the 1866 war, Bismarck annexed the Kingdom of Hanover, which had been allied with Austria against Prussia. An agreement was reached whereby the deposed King George V of Hanover was allowed to keep about 50% of the crown assets. The rest were deemed to be state assets and were transferred to the national treasury. Subsequently Bismarck accused George of organizing a plot against the state and sequestered his share (16 million thalers) in early 1868. Bismarck used this money to set up a secret slush fund (the "Reptilienfonds" or Reptiles Fund), which he used to bribe journalists and to discredit his political enemies. In 1870 he used some of these funds to win the support of King Ludwig II of Bavaria for making William I German Emperor.


          Bismarck also used these funds to place informers in the household of Crown Prince Frederick and is wife Vicky. Some of the bogus stories that Bismarck planted in newspapers accused the royal couple of acting as British agents by revealing state secrets to the British government. Frederick and Victoria were great admirers of her father Prince Albert of Saxe-Coburg-Gotha. They planned to rule as consorts, like Albert and Queen Victoria, and they planned to reform the fatal flaws in the executive branch that Bismarck would create for himself. The office of Chancellor responsible to the Kaiser would be replaced with a British-style cabinet, with ministers responsible to the Reichstag. Government policy would be based on the consensus of the cabinet. In order to undermine the royal couple, when the future Kaiser William II was still a teenager, Bismarck would separate him from his parents and would place him under his tutelage. Bismarck planned to use William as a weapon against his parents in order to retain his own power. Bismarck would drill William on his prerogatives and would teach him to be insubordinate to his parents. Consequently, William II developed a dysfunctional relationship with his father and especially with his English mother.


          In 1892, after Bismarck's dismissal, Kaiser William II stopped the abuse of the fund by releasing the interest payments into the official budget.


          


          Establishment of the German Empire


          Prussia's victory over Austria increased tensions with France. The French Emperor, Napoleon III, feared that a powerful Germany would change the balance of power in Europe (the French opposition politician Adolphe Thiers had correctly observed that it had really been France who had been defeated at Sadowa). Bismarck, at the same time, did not avoid war with France. He believed that if the German states perceived France as the aggressor, they would unite behind the King of Prussia, and kept Napoleon III involved in various intrigues whereby France might gain territory from Luxembourg or Belgium - France never achieved any such gain, but was made to look greedy and untrustworthy.


          A suitable premise for war arose in 1870, when the German Prince Leopold of Hohenzollern-Sigmaringen was offered the Spanish throne, which had been vacant since a revolution in 1868. France blocked the candidacy and demanded assurances that no member of the House of Hohenzollern become King of Spain. To provoke France into declaring war with Prussia, Bismarck published the Ems Dispatch, a carefully edited version of a conversation between King Wilhelm and the French ambassador to Prussia, Count Benedetti.
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          France mobilized and declared war on July 19, five days after the dispatch was published in Paris. It was seen as the aggressor and German states, swept up by nationalism and patriotic zeal, rallied to Prussia's side and provided troops. Russia remained aloof and used the opportunity to remilitarise the Black Sea, demilitarised after the Crimean War of the 1850s. Both of Bismarck's sons served as officers in the Prussian cavalry. The Franco-Prussian War (1870) was a great success for Prussia. The German army, under nominal command of the King but controlled by Chief of Staff Helmuth von Moltke the Elder, won victory after victory. The major battles were all fought in one month ( 7 August till 1 September), and both the two French armies were captured at Sedan (Napoleon III was taken prisoner along with the former and kept in Germany for a while in case Bismarck had need of him to head a puppet regime; he later died in England in 1873) and Metz, the latter after a siege of some weeks. The remainder of the war featured a siege of Paris, which the Prussians shocked world opinion by bombarding and which the new French republican regime tried to relieve with various hastily-assembled armies and increasingly bitter partisan warfare.


          Bismarck acted immediately to secure the unification of Germany. He negotiated with representatives of southern German states, offering special concessions if they agreed to unification. The negotiations succeeded; while the war was still going on King Wilhelm was proclaimed as a 'German Emperor' on 18 January 1871 in the Hall of Mirrors in the Chteau de Versailles. The new German Empire was a federation: each of its 25 constituent states (kingdoms, grand duchies, duchies, principalities, and free cities) retained some autonomy. The King of Prussia, as German Emperor, was not sovereign over the entirety of Germany; he was only primus inter pares, or first amongst equals. But he held presidency of this body the Bundesrat, which met to discuss policy presented from the Chancellor (whom the president appointed.)


          At the end, France was asked to surrender Alsace and part of Lorraine, because Moltke and his generals insisted that it was needed to keep France defensive.. Bismarck opposed the annexation because he did not wish to make a permanent enemy of France. France was also required to pay a large indemnity.


          In his later years Bismarck claimed that Prussia's wars against Austria and France had come about through his manipulation of surrounding states according to his "master plan". However Bismarck himself once said "man cannot create the current of events. He can only float with them, and steer". This view was widely accepted by contemporaries and historians up to the 1950s. However, this view was largely based upon his Memoirs written after his resignation in which Bismarck's role is unsurprisingly placed in the foreground of events. The idea that Bismarck actually controlled major events is disputed by some historians such as the controversial Briton A.J.P. Taylor who challenged previous interpretations by claiming Bismarck to be a "flawed leader with little control of events." Bismarck's greatest talent as a statesman, according to this view, was the skill with which he merely reacted to events as they unfolded and turned them to his advantage.


          


          Chancellor of the German Empire
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          In 1871, Otto von Bismarck was raised to the rank of Frst (Prince) von Bismarck. He was also appointed Imperial Chancellor of the German Empire, but retained his Prussian offices (including those of Minister-President and Foreign Minister). He was also promoted to the rank of lieutenant-general, and given another country estate, Friedrichsruh, near Hamburg, which was larger than Varzin, making him a very wealthy landowner. Because of both the imperial and the Prussian offices that he held, Bismarck had a large amount of control over domestic and foreign policy. The office of Minister-President (M-P) of Prussia was temporarily separated from that of Chancellor in 1873, when Albrecht von Roon was appointed to the former office. But by the end of the year, Roon resigned due to ill health, and Bismarck again became M-P.


          In the following years, one of Bismarck's primary political objectives was to reduce the influence of the Catholic church in Germany. This may have been due to the anti-liberal message of Pope Pius IX in the Syllabus of Errors of 1864, and especially to the dogma of Papal infallibility (1870). Bismarck feared that Pope Pius IX and future popes would use the definition of the doctrine of their infallibility as a political weapon for creating instability by driving a wedge between Catholics and Protestants. To prevent this, Bismarck attempted, without success, to reach an understanding with other European governments, whereby future papal elections would be manipulated. The European governments would agree on unsuitable papal candidates, and then instruct their national cardinals to vote in the appropriate manner. Prussia (except Rhineland) and most other northern German states were predominantly Protestant, but many Catholics lived in the southern German states (especially Bavaria). In total, one third of the population was Catholic. Bismarck believed that the Roman Catholic Church held too much political power, and was also concerned about the emergence of the Catholic Centre Party (organised in 1870).


          Accordingly, he began an anti-Catholic campaign known as the Kulturkampf. In 1871, the Catholic Department of the Prussian Ministry of Culture was abolished. In 1872, the Jesuits were expelled from Germany. Bismarck somewhat supported the emerging anti-Roman Old Catholic Churches and Lutheranism. More severe anti-Roman Catholic laws of 1873 allowed the government to supervise the education of the Roman Catholic clergy, and curtailed the disciplinary powers of the Church. In 1875, civil ceremonies were required for weddings, which could hitherto be performed in churches. However, these efforts only ended up strengthening the Catholic Centre Party, and Bismarck abandoned the Kulturkampf im 1878 to preserve what political capital he had left. Pius died that same year, replaced by a more pragmatic Pope Leo XIII which would eventually establish a better relationship with Bismarck.
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          The Kulturkampf had won Bismarck a new supporter in the secular National Liberal Party, which had become Bismarck's chief ally in the Reichstag. But in 1873, Germany and much of Europe had entered the Long Depression beginning with the crash of the Vienna Stock Exchange in 1873, the Grnderkrise. A downturn hit the German economy for the first time since vast industrial development in the 1850s after the 184849 revolutions. To aid faltering industries, the Chancellor abandoned free trade and established protectionist tariffs, which alienated the National Liberals who supported free trade. The Kulturkampf and its effects also stirred up public opinion against the party who supported it, and Bismarck used this opportunity to distance himself from the National Liberals. This marked a rapid decline in the support of the National Liberals, and by 1879 their close ties with Bismarck had all but ended. Bismarck instead returned to conservative factions  including the Centre Party  for support.


          To prevent the Austro-Hungarian problems of different nationalities within one state, the government tried to Germanize the state's national minorities, situated mainly in the borders of the empire, such as the Danes in the North of Germany, the French of Alsace-Lorraine and the Poles in the East of Germany.


          His policies concerning the Poles of Prussia were generally unfavourable to them, and anti-Polish, furthering enmity between the German and Polish peoples. The policies were usually motivated by Bismarck's view that Polish existence was a threat to German state; Bismarck himself wrote about Poles "one shoots the wolves if one can", and spoke Polish.


          Bismarck worried about the growth of the socialist movement  in particular, that of the Social Democratic Party. In 1878, he instituted the Anti-Socialist Laws. Socialist organizations and meetings were forbidden, as was the circulation of socialist literature. Socialist leaders were arrested and tried by police courts. But despite these efforts, the movement steadily gained supporters and seats in the Reichstag. Socialists won seats in the Reichstag by running as independent candidates, unaffiliated with any party, which was allowed by the German Constitution.


          Then the Chancellor tried to reduce the appeal of socialism to the public, by trying to appease the working class. He enacted a variety of paternalistic social reforms, which can be considered the first European labor laws. The Health Insurance Act of 1883 entitled workers to health insurance; the worker paid two-thirds, and the employer one-third, of the premiums. Accident insurance was provided in 1884, and old age pensions and disability insurance in 1889. Other laws restricted the employment of women and children. Still, these efforts were not very successful; the working class largely remained unreconciled with Bismarck's conservative government.


          


          Foreign policies
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          Bismarck devoted himself to keeping peace in Europe, so that the strength of the German Empire would not be threatened. He was forced to contend with French revanchism  the desire to avenge the loss in the Franco-Prussian War. Bismarck adopted a policy of diplomatically isolating France, while maintaining cordial relations with other nations in Europe. In order to avoid alienating the United Kingdom, he initially declined to seek a colonial empire or an expansion of the navy. In 1872, he offered friendship to the Austro-Hungarian Empire and Russia, whose rulers joined Wilhelm I in the League of the Three Emperors, also known as the Dreikaiserbund.


          In 1875 Bismarck tried to browbeat France by forbidding her to buy German saddles for her cavalry and encouraging a friendly newspaper to ask "Is War in Sight?", but was forced to back down when Russia (under Gorchakov) and Britain made it clear that they would support France. He also quarrelled at this time with Harry von Arnim, German Ambassador to France - a member of a prominent Prussian family, to whom Bismarck was related, and who saw himself as a rival to Bismarck - who was eventually tried and imprisoned for misappropriating official doscuments.


          Bismarck also maintained good relations with Italy. He can be seen as partially responsible for Italian Unification. His role in pursuing the 1866, Austro-Prussian War against Austria allowed Italy to truly annex Venetia, which had been an Austrian vassal state since 1815, and the Congress of Vienna. Bismark's persual of the 1870 Franco-Prussian War, made it necessary for Napoleon III to remove the French troops, which had been guarding the Pope, from Rome and The Papal States. Without both of these actions, the process of Italian Unification would have been hindered.


          But after Russia's victory over the Ottoman Empire in the Russo-Turkish War (1877-1878), Bismarck helped negotiate a settlement at the Congress of Berlin. The Treaty of Berlin, 1878, revised the earlier Treaty of San Stefano, reducing the size of the newly-independent Bulgaria (a pro-Russian state at that time). Bismarck and other European leaders opposed the growth of Russian influence, and so tried to protect the power of the Ottoman Empire (see Eastern Question). As a result, Russo-German relations suffered; the Russian Prince Gorchakov denounced Bismarck for compromising his nation's victory. The relationship further suffered due to Germany's protectionist policies.


          The League of the Three Emperors having fallen apart, Bismarck negotiated the Dual Alliance (1879) with Austria-Hungary, in which each guaranteed the other against Russian attack. This became the Triple Alliance in 1882 with the addition of Italy, while Italy and Austria-Hungary soon reached the "Mediterranean Agreement" with Britain. Attempts to reconcile Germany and Russia did not have lasting effect: the Three Emperors' League was re-established in 1881, but quickly fell apart (the end of the Russian-Austrian-Prussian solidarity which had existed in various forms since 1813), and the Reinsurance Treaty of 1887 (in which both powers promised to remain neutral towards one another unless Russia attacked Austria-Hungary) was allowed to expire in 1890 - by this time German generals such as Waldersee were increasingly calling for conflict with Russia.


          At first, Bismarck opposed the idea of seeking colonies, arguing that the burden of obtaining and defending them would outweigh the potential benefits. But during the late 1870s public opinion shifted to favour the idea of a colonial empire, and Bismarck was perhaps motivated by the desire to stir up Anglo-German friction ahead of the imminent accession to the throne of the pro-British Crown Prince. Other European nations also began to rapidly acquire colonies (see New Imperialism). During the early 1880s, Germany joined other European powers in the Scramble for Africa. Among Germany's colonies were Togoland (now part of Ghana and Togo), Cameroon, German East Africa (now Rwanda, Burundi, and Tanzania), and German South-West Africa (now Namibia). The Berlin Conference (18841885) established regulations for the acquisition of African colonies; in particular, it protected free trade in certain parts of the Congo basin.


          In February 1888, during a Bulgarian crisis, Bismarck addressed the Reichstag on the dangers of a European war.


          
            He warned of the imminent possibility that Germany will have to fight on two fronts; he spoke of the desire for peace; then he set forth the Balkan case for war and demonstrates its futility: Bulgaria, that little country between the Danube and the Balkans, is far from being an object of adequate importance for which to plunge Europe from Moscow to the Pyrenees, and from the North Sea to Palermo, into a war whose issue no man can foresee. At the end of the conflict we should scarcely know why we had fought.


            

          


          


          Last years
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          In 1888, the German Emperor, Wilhelm I, died leaving the throne to his son, Friedrich III. But the new monarch was already suffering from an incurable throat cancer and died after reigning for only three months. He was replaced by his son, Wilhelm II. The new Emperor opposed Bismarck's careful foreign policy, preferring vigorous and rapid expansion to protect Germany's "place in the sun."


          Conflicts between Wilhelm II and his chancellor soon poisoned their relationship. Bismarck believed that he could dominate Wilhelm, and showed little respect for his policies in the late 1880s. Their final split occurred after Bismarck tried to implement far-reaching anti-Socialist laws in early 1890. Kartell majority in the Reichstag, of the amalgamated Conservative Party and the National Liberal Party, was willing to make most of the laws permanent. But it was split about the law allowing the police the power to expel socialist agitators from their homes, a power used excessively at times against political opponents. The National Liberals refused to make this law permanent, while the Conservatives supported only the entirety of the bill and threatened to and eventually vetoed the entire bill in session because Bismarck wouldn't agree to a modified bill.
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          As the debate continued, Wilhelm became increasingly interested in social problems, especially the treatment of mine workers who went on strike in 1889, and keeping with his active policy in government, routinely interrupted Bismarck in Council to make clear his social policy. Bismarck sharply disagreed with Wilhelm's policy and worked to circumvent it. Even though Wilhelm supported the altered anti-socialist bill, Bismarck pushed for his support to veto the bill in its entirety. But when his arguments couldn't convince Wilhelm, Bismarck became excited and agitated until uncharacteristically blurting out his motive to see the bill fail: to have the socialists agitate until a violent clash occurred that could be used as a pretext to crush them. Wilhelm replied that he was not willing to open his reign with a bloody campaign against his own subjects. The next day, after realizing his blunder, Bismarck attempted to reach a compromise with Wilhelm by agreeing to his social policy towards industrial workers, and even suggested a European council to discuss working conditions, presided by the German Emperor.
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          Despite this, a turn of events eventually led to his distancing from Wilhelm. Bismarck, feeling pressured and unappreciated by the Emperor and undermined by ambitious advisers, refused to sign a proclamation regarding the protection of workers along with Wilhelm, as was required by the German Constitution, to protest Wilhelm's ever increasing interference to Bismarck's previously unquestioned authority. Bismarck also worked behind the scenes to break the Continental labour council which on which Wilhelm had set his heart.


          The final break came as Bismarck searched for a new parliamentary majority, with his Kartell voted from power due to the anti-socialist bill fiasco. The remaining forces in the Reichstag were the Catholic Centre Party and the Conservative Party. Bismarck wished to form a new block with the Centre Party, and invited Ludwig Windthorst, the parliamentary leader to discuss an alliance. This would be Bismarck's last political manoeuvre. Wilhelm was furious to hear about Windthorst's visit. In a parliamentary state, the head of government depends on the confidence of the parliamentary majority, and certainly has the right to form coalitions to ensure his policies a majority. However, in Germany, the Chancellor depended on the confidence of the Emperor alone, and Wilhelm believed that the Emperor had the right to be informed before his minister's meeting. After a heated argument in Bismarck's office Wilhelm, whom Bismarck had allowed to see a letter from Tsar Alexander III describing him as a "badly brought-up boy", stormed out, after first ordering the rescinding of the Cabinet Order of 1851, which had forbidden Prussian Cabinet Ministers to report directly to the King of Prussia, requiring them instead to report via the Prime Minister. Bismarck, forced for the first time into a situation he could not use to his advantage, wrote a blistering letter of resignation, decrying Wilhelm's interference in foreign and domestic policy, which was only published after Bismarck's death. As it turned out, Bismarck became the first victim of his own creation, and when he realized that his dismissal was imminent:


          
            	All Bismarcks resources were deployed; he even asked Empress Frederick to use her influence with her son on his behalf. But the wizard had lost his magic; his spells were powerless because they were exerted on people who did not respect them, and he who had so signally disregarded Kants command to use people as ends in themselves had too small a stock of loyalty to draw on. As Lord Salisbury told Queen Victoria: 'The very qualities which Bismarck fostered in the Emperor in order to strengthen himself when the Emperor Frederick should come to the throne have been the qualities by which he has been overthrown.' The Empress, with what must have been a mixture of pity and triumph, told him that her influence with her son could not save him for he himself had destroyed it.

          


          Bismarck resigned at Wilhelm II's insistence in 1890, at age 75, to be succeeded as Chancellor of Germany and Minister-President of Prussia by Leo von Caprivi. Bismarck was discarded ("dropping the pilot" in the words of the famous Punch cartoon), promoted to the rank of "Colonel-General with the Dignity of Field Marshal" (so-called because the German Army did not appoint full Field Marshals in peacetime) and given a new title, Duke of Lauenburg, which he joked would be useful when travelling incognito. He was soon elected as a National Liberal to the Reichstag for Bennigsen's old and supposedly safe Hamburg seat, but was embarrassed by being forced to a second ballot by a Social Democrat rival, and never actually took up his seat. He entered into restless, resentful retirement to his estates at Varzin (in today's Poland). Within one month after his wife died on 27 November 1894, he moved to Friedrichsruh near Hamburg, waiting in vain to be petitioned for advice and counsel.


          As soon as he had to leave his office, citizens started to praise him, collecting money to build monuments like the Bismarck Memorial or towers dedicated to him. Much honour was given to him in Germany, many buildings have his name, books about him were best-sellers, and he was often painted, e.g., by Franz von Lenbach and C.W. Allers.


          Bismarck spent his final years gathering his memoirs (Gedanken und Erinnerungen, or Thoughts and Memories), which criticized and discredited the Emperor. He died in 1898 (at the age of 83) at Friedrichsruh, where he is entombed in the Bismarck-Mausoleum. He was succeeded as Frst von Bismarck-Schnhausen by Herbert.


          On his Gravestone it is written "Loyal German Servant of Kaiser William I".


          


          Last warning and prediction
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          In December 1897, Wilhelm II visited Bismarck for the last time. Bismarck again warned the Kaiser about the dangers of improvising government policy based on the intrigues of courtiers and militarists. Bismarcks last warning was:


          
            "Your Majesty, so long as you have this present officer corps, you can do as you please. But when this is no longer the case, it will be very different for you."


             Alan Palmer, Bismarck, Charles Scribners Sons (1976) p. 267]

          


          Subsequently, Bismarck made these accurate predictions:


          
            " Jena came twenty years after the death of Frederick the Great; the crash will come twenty years after my departure if things go on like this" ― a prophecy fulfilled almost to the month.


             A.J.P. Taylor, Bismarck, Alfred A Knopf, New York (1969) p. 264]

          


          


          Bismarcks social legislation


          
            [...] the actual complaint of the worker is the insecurity of his existence; he is unsure if he will always have work, he is unsure if he will always be healthy and he can predict that he will reach old age and be unable to work. If he falls into poverty, and be that only through prolonged illness, he will find himself totally helpless being on his own, and society currently does not accept any responsibility towards him beyond the usual provisions for the poor, even if he has been working all the time ever so diligently and faithfully. The ordinary provisions for the poor, however, leaves a lot to be desired [...].


             Otto von Bismarck, 20.03.1884

          


          The 1880s were a period when Germany started on its long road towards the welfare state it is today. The Social Democratic, National Liberal and Centre parties were all involved in the beginnings of social legislation, but it was Bismarck who established the first practical aspects of this program. The program of the Social Democrats included all of the programs that Bismarck eventually implemented, but also included programs designed to preempt the programs championed by Karl Marx and Fredrick Engels. Bismarcks idea was to implement the minimum aspects of these programs that were acceptable to the German government without any of the overtly Socialistic aspects.


          Bismarck opened debate on the subject on 17 November 1881 in the Imperial Message to the Reichstag, using the term applied Christianity to describe his program. In 1881 Bismarck had also referred to this program as Staatssozialismus, when he made the following accurate prediction to a colleague:


          
            	"It is possible that all our politics will come to nothing when I am dead but state socialism will drub itself in. (Der Staatssozialismus paukt sich durch.)"

          


          Bismarcks program centered squarely on insurance programs designed to increase productivity, and focus the political attentions of German workers on supporting the Junker's government. The program included Health Insurance; Accident Insurance (Workmans Compensation); Disability Insurance; and an Old-age Retirement Pension, none of which were then currently in existence to any great degree.


          Based on Bismarcks message, The Reichstag filed three bills designed to deal with the concept of Accident insurance, and one for Health Insurance. The subjects of Retirement pensions and Disability Insurance were placed on the back burner for the time being.


          


          Health Insurance Bill of 1883


          The first bill that had success was the Health Insurance bill, which was passed in 1883. The program was considered the least important from Bismarcks point of view, and the least politically troublesome. The program was established to provide health care for the largest segment of the German workers. The health service was established on a local basis, with the cost divided between employers and the employed. The employers contributed 1/3rd, while the workers contributed 2/3rds . The minimum payments for medical treatment and Sick Pay for up to 13 weeks were legally fixed. The individual local health bureaus were administered by a committee elected by the members of each bureau, and this move had the unintended effect of establishing a majority representation for the workers on account of their large financial contribution. This worked to the advantage of the Social Democrats who  through heavy Worker membership  achieved their first small foothold in public administration.


          


          Accident Insurance Bill of 1884


          Bismarcks government had to submit three draft bills before they could get one passed by the Reichstag in 1884. Bismarck had originally proposed that the Federal Government pay a portion of the Accident Insurance contribution. Bismarcks motive was a demonstration of the willingness of the German government to lessen the hardship experienced by the German workers as a means of weaning them away from the various left-wing parties, most importantly the Social Democrats. The National Liberals took this program to be an expression of State Socialism, which they were dead set against. The Centre party was afraid of the expansion of Federal Power at the expense of States Rights. As a result, the only way the program could be passed at all was for the entire expense to be underwritten by the Employers. To facilitate this, Bismarck arranged for the administration of this program to be placed in the hands of Der Arbeitgeberverband in den beruflichen Korporationen, which translates as The organization of employers in occupational corporations. This organization established central and bureaucratic insurance offices on the Federal, and in some cases the State level to perform the actual administration. The program kicked in to replace the health insurance program as of the 14th week. It paid for medical treatment and a Pension of up to 2/3rds of earned wages if the worker was fully disabled. This program was expanded in 1886 to include Agricultural workers.


          


          Old Age and Disability Insurance Bill of 1889


          The Old Age Pension program, financed by a tax on workers, was designed to provide a pension annuity for workers who reached the age of 70 years. At the time, the life expectancy for the average Prussian was 45 years. Unlike the Accident Insurance and Health Insurance programs, this program covered Industrial, Agrarian, Artisans and Servants from the start. Also, unlike the other two programs, the principle that the Federal Government should contribute a portion of the underwriting cost, with the other two portions prorated accordingly, was accepted without question. The Disability Insurance program was intended to be used by those permanently disabled. This time, the State or Province supervised the programs directly.


          


          Legacy
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          Bismarck's most important legacy is the unification of Germany. Germany had existed as a collection of hundreds of separate principalities and Free Cities since the formation of the Holy Roman Empire. Over the next thousand years various kings and rulers had tried to unify the German states without success until Bismarck. Largely as a result of Bismarck's efforts, the various German kingdoms were united into a single country. Following unification, Germany became one of the most powerful nations in Europe. Bismarck's astute, cautious, and pragmatic foreign policies allowed Germany to retain peacefully the powerful position into which he had brought it; maintaining amiable diplomacy with almost all European nations. France, the main exception, was devastated by Bismarck's wars and his harsh subsequent policies towards it; France became one of Germany's most bitter enemies in Europe. Austria, too, was weakened by the creation of a German Empire, though to a much lesser extent than France. Bismarck's diplomatic feats were accidentally undone, however, by Kaiser Wilhelm II, whose policies unified other European powers against Germany in time for World War I.


          In British writing (eg. the biographies by Taylor, Palmer or Crankshaw) Bismarck is often seen as an ambivalent figure, undoubtedly a man of great skill but who left no lasting system in place to guide successors less skilled than himself. It is often argued by such historians that his unification of Germany by force of arms, arresting of the development of liberal parliamentary rule in Prussia and diplomacy of secret treaties set Germany and Europe on the path to the First World War and ultimately the Third Reich.


          During most of his nearly 30 year-long tenure, Bismarck held undisputed control over the government's policies. He was well supported by his friend Albrecht von Roon, the war minister, as well as the leader of the Prussian army Helmuth von Moltke. Bismarck's diplomatic moves relied on a victorious Prussian military, and these two people gave Bismarck the victories he needed to convince the smaller German states to join Prussia.
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          Bismarck took steps to silence or restrain political opposition, as evidenced by laws restricting the freedom of the press, the Kulturkampf, and the anti-socialist laws. His king (later Emperor) Wilhelm I rarely challenged the Chancellor's decisions; on several occasions, Bismarck obtained his monarch's approval by threatening to resign. However, Wilhelm II intended to govern the country himself, making the ousting of Bismarck one of his first tasks as Kaiser. Bismarck's successors as Chancellor were much less influential, as power was concentrated in the Emperor's hands.


          Two ships of the German Imperial Navy ( Kaiserliche Marine), as well as the German battleship Bismarck from the World War II-era, were named after him.


          Numerous statues and memorials dot the cities, towns, and countryside of Germany, including numerous Bismarck towers on four continents, and the famous Bismarck Memorial in Berlin. The only memorial showing him as a student at Gttingen University (together with his dog Ariel) and as a member of his Corps Hannovera was re-erected in 2006 at the Rudelsburg. The gleaming white The Bismarck-Denkmal (German for Bismarck monument) is a monument in the city of Hamburg. It stand in the centre of the St. Pauli district. Built in 1906, it is the largest and probably most well-known memorial to Bismarck world-wide.


          


          Documentaries


          
            	Bismarck - Chancellor and Demon, a two-part German documentary from 2007 which sheds light on Bismarck's contradictory personality. Written and directed by Christoph Weinert.

          


          


          Place names


          
            	Bismarck Archipelago, near the former German colony of New Guinea


            	Bismarck, Illinois


            	Bismarck, North Dakota, a city and state capital in the United States.


            	Bismarck Sea

          


          


          Titles from birth to death


          
            	1865- 30 July 1898: High Born Count Otto of Bismarck-Schnhausen


            	1871- 30 July 1898: His Serene Highness The Prince of Bismarck


            	1890- 30 July 1898: His Serene Highness The Prince of Bismarck, Duke of Lauenburg

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Otto_von_Bismarck"
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Location within Burkina Faso
              
            


            
              	Coordinates:
            


            
              	Country

              	Burkina Faso
            


            
              	Region

              	Centre Region
            


            
              	Province

              	Kadiogo
            


            
              	Government
            


            
              	-Mayor

              	Simon Compaor
            


            
              	Area
            


            
              	- Metro

              	1,083sqmi(2,805km)
            


            
              	Population (2006-Dec-09)
            


            
              	-City

              	1,181,702
            


            
              	- Urban

              	1,181,702
            


            
              	- Metro

              	1,523,980
            


            
              	- Metro Density

              	1,406.4/sqmi(543/km)
            

          


          Ouagadougou (IPA: /ˌwɑgəˈduːguː/, Mossi IPA: [wɑgədəgə]) is the capital of Burkina Faso. The administrative, communications, cultural and economic centre of the nation, it is also the country's largest city, with a population of 1,181,702 ( as of 2006). The city's name is often shortened to Ouaga.


          Ouagadougou's primary industries are food processing and textiles. It is served by an international airport, rail links to Abidjan in Cte d'Ivoire and to Kaya in the north of Burkina, and a highway to Niamey, Niger. Being such a focal point, there are many cinemas, nightclubs, and French, American, and Zaka cultural centers. Ouagadougou was the site of Ouagadougou grand market, one of the largest markets in West Africa, which burned in 2003 and remains closed. Other attractions include the National Museum of Burkina Faso, the Moro-Naba Palace (site of the Moro-Naba Ceremony), the National Museum of Music, and several craft markets.


          


          History
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          The name Ouagadougou goes back to the 15th century when the Yonyonse and the Ninsi tribes inhabited the area. They were in constant conflict until 1441 when Wubri, a Yonyonse hero and an important figure in Burkina Fasos history, led his tribe to victory. He then renamed the area from Kumbee-Tenga, as the Ninsi had called it, to Wogodogo, meaning "where people get honour and respect." Ouagadougou is a corruption of Wogodogo. The spelling of the name Ouagadougou is derived from the French orthography common in former French African colonies. If English orthography were used (as in Ghana or Nigeria), the spelling would be Wagadugu.


          


          Geography


          
            [image: Barrage in Ouagadougou]

            
              Barrage in Ouagadougou
            

          


          Ouagadougou, situated on the central plateau (12.4 N 1.5 W), grew around the imperial palace of the Mogho Naaba. Being an administrative center of colonial rule, it became an important urban centre in the post-colonial era. First the capital of the Mossi Empire and later of Upper Volta and Burkina Faso, Ouagadougou became a veritable communal centre in 1995.


          


          Government


          The first municipal elections were held in 1956. Ouagadougou is governed by a mayor, who is elected for a five-year term, two senior councilors, and 90 councilors.


          The city is divided into five arrondissements, consisting of 30 sectors, which are subdivided into districts. Districts of Ouagadougou include Gounghin, Kamsaoghin, Koulouba, Moemmin, Niogsin, Paspanga, Peuloghin, Bilbalogho, and Tiendpalogo. Seventeen villages comprise the Ouagadougou metropolitan area, which is about 219.3 km.


          The population of this metropolitan area is estimated to be 1,200,000 inhabitants, 48% of which are men and 52% women. The rural population is about 5% and the urban population about 95% of the total, and the density is 6,249 inhabitants per square kilometer, according to 1997 statistics.


          Concerning city management, the communes of Ouagadougou have made the decision to invest in huge projects. This is largely due to the fact that Ouagadougou constitutes a 'cultural centre' by merit of holding the SIAO (International Arts and Crafts fair) and the FESPACO (Panafrican Film and Television Festival of Ouagadougou). Moreover, the growing affluence of the villages allow for such investment, and the fact that the population is growing rapidly necessitates it.


          
            
              The Arrondissements of Ouagadougou
            

            
              	Arrondissement

              	Population (Census 2006)
            


            
              	Baskuy

              	180,512
            


            
              	Bogodogo

              	374,473
            


            
              	Boulmiougou

              	366,182
            


            
              	Nongremassom

              	188,329
            


            
              	Sig-Noghin

              	163,859
            

          


          


          Climate


          
            [image: ]
          


          The climate of Ouagadougou is rather hot. The city is part of the Soudano-Sahelian area, with a rainfall of 750mm (30in) per year. The rainy season stretches from May to October, with an average temperature of 30C (86F). The cold season runs from December to January, with a minimum temperature of 19C (66F). The maximum temperature during the hot season, which runs from April to May, can reach 45C (113F). The harmattan (a dry wind) and the monsoon are the two main factors that determine Ouagadougou's climate.


          


          Tourism
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          Parks


          A well-known site in Ouagadougou is the Bangr-Weoogo urban park (area: 2.63km (1sqmi)). Before colonialism, it belonged to the Mosse chiefs. Considering it a sacred forest, many went there for traditional initiations or for refuge. The French colonists, disregarding its local significance and history, established it as a park in the 1930s. In 1985, renovations were done in the park. In January 2001, the park was renamed Parc Urbain Bangr-Weoogo, meaning "the urban park of the forest of knowledge." Because of the many changes, new regulations have been put in place along with a new set of objectives for the park.


          Another notable park in Ouagadougou is the  LUnit Pdagogique, which shelters animals in a semi-free state. This botanic garden/biosphere system stretches over 8 hectares (20 acres) and also serves as a museum for the countrys history.


           Jardin de lamiti Ouaga-Loudun (Garden of Ouaga-Loudun Friendship), with a green space that was renovated in 1996, is a symbol of the twin-city relationship between Ouagadougou and Loudun in France. It is situated in the centre of the city, near the  Nation Unies crossroads.


          


          Other sites
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           Naba Koom is a statue depicting a woman handling a calabash to pour water. The 6-metre (20ft) high-statue which faces the railway station, welcomes travellers into Ouaga. The place bears the name of an important chief in Burkina Fasos history.


           Laongo, 30km (19mi) east of the city, features enormous granite slabs that were designed by sculptors. The exhibit displays works of art from five continents.


          La Place du Grand Lyon is a monument that reflects the relationship between Burkina Fasos capital and Lyon in France. It is located near the French cultural Centre George Melies and features an imposing lion.
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          A zoo called  Parc Animalier de Ziniar is located 30km (19mi) east of the city in the hometown of the president and can be included among the great tourist attractions of Ouagadougou.


          
            	National Museum of Music- exhibits all the musical instruments of Burkina Faso.


            	 Muse de Manega, 55km (34mi) northwest of the city,

          


          


          Social life and education


          


          Education


          Though literacy in Ouagadougou is not high, there are currently 10 universities in the city. The state University of Ouagadougou was founded in 1974. The official language is French and the principal local languages are More, Dyula and Fulfulde. The bilingual program in schools (French plus one of the local languages) was established in 1994.


          


          Sport, culture, and leisure


          A wide array of sports, including association football, basketball, and volleyball, is played by Ouagadougou inhabitants. There are sports tournaments and activities organized by the local authorities.


          There are a number of cultural and art venues, such as the Maison du Peuple and Salle des Banquets, in addition to performances of many genres of music, including traditional folk music, modern music, and rap.


          


          Art and crafts
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          Several international festivals and activities are organized within the municipality, such as FESPACO (Panafrican Film and Television Festival of Ouagadougou), which is Africa's largest festival of this type, SIAO (International Art and Craft Fair), FESPAM (Pan-African Music Festival), FITMO (International Theatre and Marionnette Festival) and FESTIVO.


          


          Practical information


          Hotels and restaurants


          There has been a recent increase in the quality of hotels and restaurants, and there are now a great number of four- and five-star hotels available.


          


          Health
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          Ouagadougou has both state and private hospitals. The two state hospitals in the city are the Centre hospitalier national Yalgado Ouedraogo (CHNYO) and the Centre hospitalier national pdiatrique Charles de Gaulle (CHNP-CDG), but there are also a large number of private hospitals and additional health infrastructure. Despite that, the local population still largely trusts more-traditional local medicine and the pharmacope.


          


          Transport
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          The citizens of Ouagadougou prefer their own motorcycles and bicycles (and more recently, cars) to public transportation. The city's automobiles are generally small and inexpensively made, using a small two-stroke cycle engine. Ouagadougou's citizens also travel in readily available green cabs, which take their passengers anywhere in town for 200 to 400 CFA, but the price is higher after 10:00 p.m. and can then reach 1000 CFA. The downside is that they are slow and crowded since the drivers prefer to shuttle groups of people rather than individuals.


          Ouagadougou Airport serves the area with flights all over West Africa and to Europe.


          


          Sister cities
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              	Na h-Eileanan Siar

              (The Western Isles)
            


            
              	
            


            
              	Location
            


            
              	[image: ]
            


            
              	Geography
            


            
              	Area

              	Ranked 7th
            


            
              	-Total

              	3,071 km
            


            
              	-% Water

              	?
            


            
              	Admin HQ

              	Stornoway

              (Sternabhagh)
            


            
              	ISO 3166-2

              	GB-ELS
            


            
              	ONS code

              	00RJ
            


            
              	Demographics
            


            
              	Population

              	Ranked 30th
            


            
              	
                -Total (2006

                )

              

              	
                26,400

              
            


            
              	- Density

              	
                9/km (23/sqmi)

              
            


            
              	Politics
            


            
              	Comhairle nan Eilean Siar

              http://www.cne-siar.gov.uk/
            


            
              	Control

              	Independent
            


            
              	MPs

              	
                
                  	Angus MacNeil

                

              
            


            
              	MSPs

              	
                
                  	Alasdair Allan

                

              
            

          


          The Outer Hebrides, ( officially known for local government purposes by the Gaelic name, Na h-Eileanan Siar) comprise an island chain off the west coast of Scotland. The local government area is one of the 32 unitary council areas of Scotland.


          The islands form part of the Hebrides, separated from the Scottish mainland and from the Inner Hebrides by the stormy waters of the Minch, the Little Minch and the Sea of the Hebrides. Formerly the dominant language of the Islands, Scottish Gaelic remains widely spoken even though it has now been largely supplanted by English in some parts.


          The name for the UK Parliament constituency covering this area is Na h-Eileanan an Iar, whilst the Scottish Parliament constituency for the area continues to be officially known as Western Isles although it is almost always written as Western Isles (Eilean Siar). The islands were known as Sureyjar ("Southern Islands"; cf. Surland) under Norwegian rule for about 200 years until sovereignty was transferred to Scotland in the Treaty of Perth in 1266, which followed the Battle of Largs three years earlier. Colloquially, they are sometimes referred to collectively as An t-Eilean Fada or "The Long Island"; Na h-Eileanan a-Muigh (the Outer Isles) is also heard occasionally in Scottish Gaelic.


          


          Islands


          The main islands form an archipelago. With their smaller surrounding islands these are sometimes known poetically as the Long Isle. The major islands include Lewis and Harris, North Uist, Benbecula, South Uist, and Barra. Much of the western coastline of the islands is machair, a fertile low-lying dune pastureland.


          


          Populated islands


          
            
              	Island

              	Population (2001 census)
            


            
              	Lewis and Harris

              	19,918
            


            
              	South Uist

              	1,818
            


            
              	North Uist

              	1,271
            


            
              	Benbecula

              	1,219
            


            
              	Barra

              	1,078
            


            
              	Scalpay

              	322
            


            
              	Great Bernera

              	233
            


            
              	Grimsay

              	201
            


            
              	Berneray, North Uist

              	136
            


            
              	Eriskay

              	133
            


            
              	Vatersay

              	94
            


            
              	Baleshare

              	49
            


            
              	Grimsay, South East Benbecula

              	19
            


            
              	Flodaigh

              	11
            


            
              	TOTAL (2001)

              	26,502
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          Unpopulated islands


          The unpopulated islands include:


          
            	Barra Isles, Boreray


            	Calvay, Campay


            	Eilean Chaluim Chille, Eilean Iubhard, Eilean Kearstay, Eileanan Iasgaich, Ensay


            	Fiaray, Floday, Flodday, Floddaybeg, Flodaigh Mr, Fuday, Fuiay


            	Gighay, Gilsay, Groay


            	Hellisay, Hermetray


            	Killegray, Kirkibost


            	Lingay, Little Bernera


            	Mealasta Island, Mingulay


            	Opsay, Oronsay, Orosay


            	Pabbay near Harris, Pabbay Mr


            	Ronay


            	Seaforth Island, Scaravay, Scarp, Scotasay, Shiant Islands, Shillay, Soay Beag, Soay Mr, Stockinish Island, Stromay, Stuley, Sursay


            	Tahay, Taransay


            	Vacsay, Vallay, Vuia Beag, Vuia Mr


            	Wiay

          


          Small islands and island groups pepper the North Atlantic surrounding the main island group:


          To the west lie the Monach Islands, Flannan Isles, St Kilda, and Rockall, in increasing order of distance. The status of Rockall as part of the United Kingdom remains a matter of international dispute. About halfway between St Kilda and Rockall is Anton Dohrn Seamount, a large submerged volcano.


          To the north lie North Rona and Sula Sgeir, two small and remote islands. Not often included as part of the Outer Hebrides, they nevertheless come under the administration of the Western Isles district.


          


          Gaelic in the Western Isles


          The Western Isles have historically been a very strong Gaelic speaking area. Both in the 1901 and 1921 census, all parishes were reported to be over 75% Gaelic speaking, including areas of high population density such as Stornoway. By 1971 most areas still had more than 75% of speakers with the exception of Stornoway, Benbecula and South Uist, all at 50-74%.


          It remains a relatively strong Gaelic speaking area in spite of a continued decline. In the 2001 census, each Hebridean island overall had over 50% speakers: Lewis 56%, Harris 69%, North Uist 67%, Benbecula 56%, South Uist 71% and Barra 68%. With 59.6% of Gaelic speakers or a total of 15,842 speakers, this made the Western Isles the most strongly coherent Gaelic speaking area in the world.


          The areas with the highest density are:


          
            	Scalpay, Newtonferry and Kildonan (all over 80%)


            	Daliburgh, Linshader, Eriskay, Brue, Boisdale, West Harris, Ardveenish, Soval, Ness, Scaliscro and Bragar (all over 75%)

          


          Most other areas have between 60-74%.


          The lowest density of speakers are found in Stornoway 44%, Braigh 41%, Melbost 41%, and Balivanich 37%.


          


          The Hebrides under Norse control


          The Outer and Inner Hebrides came under Norse control and settlement before the 9th century AD. The Norse control of the Hebrides was formalized in 1098 when Edgar of Scotland formally signed the islands over to Magnus III of Norway. The Scottish acceptance of Magnus III as King of the Isles came after the Norwegian king had conquered the Orkney Islands, the Hebrides and the Isle of Man in a swift campaign earlier the same year, directed against the local Norwegian leaders of the various islands. By capturing the islands Magnus III subdued the Norsemen, who had seized the islands centuries earlier, and imposed a more direct royal control.


          Norse control of both the Inner and Outer Hebrides would see almost constant warfare until being ultimately resolved by the partitioning of the Western Isles in 1156. The Outer Hebrides would remain under the Kingdom of Mann and the Isles while the Inner Hebrides broke out under Somerled, the Norse-Celtic kinsman of both Lulach and the Manx royal house.


          After his victory of 1156, Somerled went on two years later to seize control over the Isle of Man itself, and become the last King of Mann and the Isles to rule over all the islands the kingdom had once included. After Somerled's death in 1164 the rulers of Mann would only be in control of the Outer Hebrides.


          As a result of the 1266 Treaty of Perth the Outer Hebrides, along with the Isle of Man, were yielded to the Kingdom of Scotland.


          


          Local government
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                  Eriskay, southern Outer Hebrides
                

              

            

          


          The Western Isles have been a unitary council area since 1975. In most of the rest of Scotland, however, similar unitary councils were not established until 1996. Since then the islands have formed one of the 32 unitary council areas which now cover the whole of Scotland. The Western Isles council is officially known by its Gaelic name, Comhairle nan Eilean Siar, and known locally simply as 'the Comhairle' or 'a' Chomhairle', having changed its name under the Local Government (Gaelic Names) (Scotland) Act 1997. The council has its base in Stornoway on Lewis.


          Lewis is in the north of the island group and forms part of the county of Ross-shire. The rest of the group, including Harris, is part of Inverness-shire. Between 1890 and 1975 administration was split, by the Lewis-Harris boundary, between the county councils of Ross and Cromarty (which covered Ross-shire and Cromartyshire) and Inverness-shire.


          The Western Isles is a member of the International Island Games Association.


          


          Religion


          The Christian religion has deep roots in the Western Isles, but owing mainly to the different allegiances of the clans in the past, the people in the northern islands (Lewis, Harris, North Uist) have historically been predominantly Protestant ( Presbyterian), and those of the southern islands (Benbecula, South Uist, Barra) predominantly Roman Catholic. There are also small Episcopalian congregations in Lewis and Harris, though many of their members originate outside the islands.


          The northern parts of the Western Isles (particularly Lewis and Harris) have been described as the last bastion of fundamentalist Calvinism in Britain with large numbers of inhabitants belonging to the Free Church of Scotland or the still more conservative Free Presbyterian Church of Scotland. Services in the Free Church, the Free Presbyterian Church and some congregations of the Church of Scotland do not use instrumental music or any songs other than the metrical Psalms. In 2006 controversy arose over the decision of a local ferry company to sail to Harris on the Sabbath .


          It has also generally been considered unacceptable for people to appear in church improperly dressed, although this is slowly changing. Violations of this nature might include the failure by women to wear a hat, or trousers being worn instead of a skirt, or the wearing by worshippers of either sex of informal clothing such as jeans. The local council refused in December 2005 to conduct formal ceremonies for same-sex couples wishing to register under the Civil Partnerships Act 2004, though would accept all registrations of couples as required by law.


          South of Harris, Sunday observance is less strict.


          


          Ferries


          
            [image: Uig - Tarbert ferry]

            
              Uig - Tarbert ferry
            

          


          Scheduled Ferry services between the Outer Hebrides and the Scottish Mainland and Inner Hebrides operate on the following routes:


          
            	Oban to Castlebay on Barra and Lochboisdale on South Uist


            	Uig on Skye to Tarbert on Harris


            	Uig on Skye to Lochmaddy on North Uist


            	Ullapool to Stornoway on Lewis


            	Tiree to Castlebay, Barra (summer only)

          


          Other ferries operate between some of the islands.


          National Rail services are available for onward journeys, from stations at Oban, which has direct services to Glasgow, and Kyle of Lochalsh - the latter being the closest station to the Isle of Skye, and better positioned for journeys to Highland destinations via Dingwall and Inverness. Plans in the 1890s to lay a railway connection to Ullapool were unable to obtain sufficient funding, in spite of parliamentary approval.
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                  Profile of Oviraptor philoceratops.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Saurischia

                  


                  
                    	Suborder:

                    	Theropoda

                  


                  
                    	Family:

                    	Oviraptoridae

                  


                  
                    	Genus:

                    	Oviraptor

                    Osborn, 1924
                  

                

              
            


            
              	Species
            


            
              	
                O. philoceratops Osborn, 1924 ( type)


              
            

          


          Oviraptor is a genus of small Mongolian theropod dinosaur, first discovered by legendary paleontologist Roy Chapman Andrews, and first described by Henry Fairfield Osborn, in 1924. Its name is Latin for 'egg seizer', referring to the fact that the first fossil specimen was discovered atop a pile of what were thought to be Protoceratops eggs, and the specific name philoceratops means "lover of ceratopsians", also given as a result of this find. In his 1924 paper, Osborn explained that the name was given due to the close proximity of the skull of Oviraptor to the nest (it was separated from the eggs by only four inches of sand). However, Osborn also suggested that the name Oviraptor "may entirely mislead us as to its feeding habits and belie its character." In the 1990s, the discovery of nesting oviraptorids like Citipati proved that Osborn was correct in his caution regarding the name. These finds showed that the eggs in question probably belonged to Oviraptor itself, and that the specimen was actually brooding its eggs.


          Oviraptor lived in the late Cretaceous Period, during the Santonian stage, and may have lived in an earlier stage called the Campanian, between 80 to 70 million years ago; it comes almost exclusively from the Djadokhta Formation of Mongolia, as well as the northeast region of the Neimongol Autonomous Region of China, in an area called Bayan Mandahu.


          


          Description


          Oviraptor philoceratops is known from a single partial skeleton (specimen number AMNH 6517), as well as a nest of about 15 eggs that have been referred to this species (AMNH 6508).


          Oviraptor was one of the most bird-like of the non-avian dinosaurs. Its rib cage, in particular, displayed several features that are typical of birds, including a set of processes on each rib that would have kept the rib cage rigid. A relative of Oviraptor called Nomingia was found with a pygostyle, which is a set of fused vertebrae that would later help support the tail feathers of birds. Skin impressions from more primitive oviraptorosaurs, like Caudipteryx and Protarchaeopteryx, clearly show an extensive covering of feathers on the body, feathered wings and feathered tail fans. A tail fan is also indicated by the presence of a pygostyle in Nomingia, suggesting that this feature was widespread among oviraptorosaurs. Additionally, the nesting position of the brooding Citipati specimens implies the use of feathered wings to cover the eggs. Given the close anatomical similarity between these species and Oviraptor, it is highly likely that Oviraptor had feathers as well.


          Oviraptor is traditionally depicted with a distinctive crest, similar to that of the cassowary. However, re-examination of several oviraptorids show that this well-known, tall-crested species may actually belong to the genus Citipati, a relative of Oviraptor. It is likely that Oviraptor did have a crest, but its exact size and shape are unknown due to crushing in the skull of the only recognized specimen.


          


          Classification


          Oviraptor was originally allied with the ornithomimids by Osborn due to its toothless beak. Osborn also found similarities with Chirostenotes, which is still considered a close relative of Oviraptor. In 1976, Barsbold erected a new family to contain Oviraptor and its close kin, making Oviraptor the type genus of the Oviraptoridae.


          While the original specimens of Oviraptor were poorly preserved, especially the crushed and deformed skull, new and more complete oviraptorid specimens were assigned to the genus in the 1970s and 1980s. In 1976, Barsbold referred six additional specimens to the genus Oviraptor (including IGM 100/20 and 100/21) Another specimen, IGN 100/42, is perhaps the most famous, owing to its well-preserved complete skull and large size. This specimen was referred to the genus Oviraptor by Barsbold in 1981 and came to represent Oviraptor in most popular depictions and in scientific studies of oviraptorids. However, this specimen, with its distinctive tall, cassowary-like crest, was re-examined by the scientists who described the nesting oviraptorids, and found to resemble them more closely than the original specimens of Oviraptor. For this reason, they removed IGN 100/42 from the genus Oviraptor, provisionally re-classifying it as a species of Citipati.


          


          Paleobiology
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              Bust of Oviraptor philoceratops by Matt Martyniuk.
            

          


          As its name suggests, Oviraptor was originally presumed to have eaten eggs, based on its association with a fossilized nest. However, in 1977, Barsbold argued that the strength of its beak would indicate that it was strong enough to break the shells of mollusks such as clams, which are found in the same geological formation as Oviraptor. The idea of a crushing jaw was first proposed by H. F. Osborn, who believed that the toothless beak of the original skull, together with an extension of several bones below the jaw from the palate, would have made an "egg-piercing" tool, though this interpretation has been disputed. These bones form part of the main upper jaw bone or maxilla, which converge in the middle to form a pair of prongs. The rest of the bony palate, unlike all other dinosaurs, is extended below the jaw line and would have pushed into the space between the toothless lower jaws. A beak (rhamphotheca) covered the edges of upper and lower jaws and probably the palate, as proposed by Barsbold and Osborn.


          


          In popular culture


          Thanks in part to its bizarre, bird-like appearance, and reputation as an egg thief, Oviraptor is a staple of popular fiction featuring dinosaurs. However, almost all popular depictions of Oviraptor have actually been based on earlier reconstructions of the tall-crested oviraptorid now known as Citipati, not on currently recognized specimens of Oviraptor.


          One notable example of Oviraptor in fiction is its appearance in James Gurney's book Dinotopia. Because he no longer considered it a predator of eggs, Gurney renamed the animal "Ovinutrix", which means "egg nurse". Oviraptor is often depicted in dinosaur films, such as Disney's Dinosaur, in which one was shown stealing an Iguanodon egg, and in the first episode of the Discovery Channel television series Dinosaur Planet, competing for food with Velociraptor. Oviraptor has also appeared in several video games, including Dino Stalker and Dino Crisis 2, both of which erroneously depicted the animal as capable of spitting poison in the manner of the fictionalized Dilophosaurus from the film Jurassic Park. Ruby is a young female Oviraptor that befriends the young dinosaurs in The Land Before Time TV series.
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                  The rare Northern Spotted Owl

                  Strix occidentalis caurina
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Strigiformes

                    Wagler, 1830
                  

                

              
            


            
              	Families
            


            
              	
                Strigidae

                Tytonidae

                Ogygoptyngidae (fossil)

                Palaeoglaucidae (fossil)

                Protostrigidae (fossil)

                Sophiornithidae (fossil)

              
            


            
              	Synonyms
            


            
              	
                Strigidae sensu Sibley & Ahlquist

              
            

          


          Owls are a group of birds of prey. Most are solitary and nocturnal, with some exceptions (e.g. the Burrowing Owl). They are classified in the order Strigiformes, in which there are over 200 extant species. Owls mostly hunt small mammals, insects, and other birds, though a few species specialize in hunting fish. They are found in all regions of the Earth except Antarctica, most of Greenland, and some remote islands. Though owls are typically solitary, the literary collective noun for a group of owls is a parliament.


          The living owls are divided into two families: the typical owls, Strigidae, and the barn-owls, Tytonidae.


          


          External appearance
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              A horned owl, genus bubo.
            

          


          Owls have large forward-facing eyes and ears, a hawk-like beak, and usually a conspicuous circle of feathers around each eye called a facial disc. Although owls have binocular vision, their large eyes are fixed in their sockets, as with other birds, and they must turn their entire head to change views.


          Owls are far-sighted, and are unable to clearly see anything within a few inches of their eyes. Their far vision, particularly in low light, is incredibly good, and they can turn their head 135 degrees in either direction; they can thus look behind their own shoulders. It is not correct, however, that they can turn the head so far as to face completely backwards.


          Different species of owls make different sounds; the wide range of calls aids owl species in finding mates or announcing their presence to potential competitors, and ornithologists and birders in locating these birds and recognizing species. The facial disc helps to funnel the sound of prey to their ears. In many species, these are placed asymmetrically, for better directional location (Norberg, 1977).


          


          Behaviour


          Most owls are nocturnal, actively hunting for prey only under cover of darkness. Several types of owl, however, are crepuscular, or active during the twilight hours of dawn and dusk; one example is the pygmy owl (Glaucidium). A few owls are also active during the day; examples are the Burrowing Owl (Speotyto cunicularia) and the Short-eared Owl (Asio flammeus).
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              Comparison of an owl (left) and hawk (right) remex.
            

          


          Much of the owl's hunting strategy depends on stealth and surprise. Owls have at least two adaptations that aid them in achieving stealth. First, the dull coloration of an owl's feathers can render them almost invisible under certain conditions. Secondly, the owl's remiges, or flight feathers, have fluffy trailing edges, muffling the owl's wingbeats and allowing its flight to be practically silent. Some fish-eating owls, which have no need of silence, lack this adaptation. Elf owls also lack the feathers for silent flying.


          Once prey has been captured, the owl's sharp beak and powerful clawed feet allow it to tear the food to pieces before eating, even though most items are swallowed whole. Scientists studying the diets of owls are helped by their habit of regurgitating the indigestible parts of their prey (bones, scales, fur, etc.) in the form of pellets. These "owl pellets" are often sold by companies to schools to be dissected by students as a lesson in biology and ecology, because they are plentiful and easy to interpret.


          Owl eggs are white and almost spherical, and range in number from a few to a dozen, depending on species. Their nests are crudely built and may be in trees, underground burrows, or in barns and caves.


          The smallest owl is the Elf Owl (Micrathene whitneyi), at as little as 31 g (1.1 oz) and 13.5 cm (5.3 inches). Some of the pygmy owls are scarcely larger. The largest owls are the two of the eagle owls, the Eurasian Eagle Owl (Bubo bubo) and Blakiston's Fish Owl (Bubo blakistoni), which may reach a size of 76.2 cm (30 in) long, have a wingspan of just over 2 m (6.6 ft), and weigh of nearly 4.5 kg (10 lb).


          


          Evolution and systematics


          The systematic placement of owls is disputed. For example, the Sibley-Ahlquist taxonomy finds that, based on DNA-DNA hybridization, owls are more closely related to the nightjars and their allies (Caprimulgiformes) than to the diurnal predators in the order Falconiformes; consequently, the Caprimulgiformes are placed in the Strigidae and the owls in general become a family Strigidae. This is not supported by more recent research. In any case, the relationships of the Caprimulgiformes, the owls, the falcons and the accipitrid raptors are not resolved to satisfaction; currently there is an increasing trend to consider each group (with the possible exception of the accipitrids) a distinct order.


          There are some 225 extant species of owls, which are subdivided into two families; typical owls (Strigidae) and barn-owls (Tytonidae). Some entirely extinct families have also been erected based on fossil remains; these differ much from modern owls in being less specialized or specialized in a very different way (such as the terrestrial Sophiornithidae). The Early Paleocene (c.58 mya) genus Ogygoptynx can be taken to indicate that owls were present as a distinct lineage already at the extinction of the non-avian dinosaurs, making them one of the oldest known groups of non- Galloanserae landbirds. The supposed "Cretaceous owl" Bradycneme is a non-avian dinosaur however, possibly Elopteryx.


          During the Paleogene, the Strigiformes radiated into ecological niches now mostly filled by other groups of birds. The owls as we know them today, on the other hand, evolved their characteristic morphology and adaptations during that time too. By the early Neogene, the other lineages had been displaced by other bird orders, leaving only barn-owls and typical owls. The latter at that time were usually a fairly generic type of (probably earless) owl similar to today's North American Spotted Owl or the European Tawny Owl; the diversity in size and ecology found in typical owls today developed only subsequently.


          Around the Paleogene-Neogene boundary (some 25 mya), barn-owls were the dominant group of owls in southern Europe and adjacent Asia at least; the distribution of fossil and present-day owl lineages indicates that their decline is contemporary with the evolution of the different major lineages of typical owls, which for the most part seems to have taken place in Eurasia. In the Americas, there was rather an expansion of immigrant lineages of ancestral typical owls.


          The supposed fossil herons "Ardea" perplexa (Middle Miocene of Sansan, France) and "Ardea" lignitum (Late Pliocene of Germany) were more probably owls; the latter was apparently close to the modern genus Bubo. Judging from this, the Late Miocene remains from France described as "Ardea" aureliensis should also be restudied.(Olson 1985:131, 267) The Messelasturidae, some of which were initially believed to be basal Strigiformes, are now generally accepted to be diurnal birds of prey showing some convergent evolution towards owls.


          For fossil species and paleosubspecies, see the genus and species articles.


          Unresolved and basal forms (all fossil)


          
            	Genus Berruornis (Late Paleocene of France) - basal? Sophornithidae?


            	Genus Palaeoglaux (Middle - Late Eocene of WC Europe) - own family Palaeoglaucidae or Strigidae?


            	Palaeobyas (Late Eocene/Early Oligocene of Quercy, France) - Tytonidae? Sophiornithidae?


            	Palaeotyto (Late Eocene/Early Oligocene of Quercy, France) - Tytonidae? Sophiornithidae?


            	Strigiformes gen. et spp. indet. (Early Oligocene of Wyoming, USA: Olson 1985:131)


            	Mioglaux (Late Oligocene? - Early Miocene of WC Europe) - includes "Bubo" poirreiri


            	Intutula (Early/Middle Miocene of WC Europe) - includes "Strix/Ninox" brevis


            	Alasio (Middle Miocene of Vieux-Collonges, France)

          


          


          Ogygoptyngidae


          
            	Genus Ogygoptynx (Middle/Late Paleocene of Colorado, USA)

          


          


          Protostrigidae


          
            	Genus Eostrix (Early Eocene of WC USA and England - Middle Eocene of WC USA)


            	Genus Minerva (Middle - Late Eocene of W USA) - formerly Protostrix, includes "Aquila" ferox, "Aquila" lydekkeri, and "Bubo" leptosteus

          


          


          Sophiornithidae


          
            	Genus Sophiornis


            	Genus Strigogyps - includes Aenigmavis and Ameghinornis

          


          


          


          Typical owls


          
            	Genus Otus - scops owls; includes Megascops, some 65 species


            	Genus Pyrroglaux - Palau Owl


            	Genus Gymnoglaux - Cuban Screech Owl


            	Genus Ptilopsis - white-faced owls, 2 species


            	Genus Mimizuku - Mindanao Eagle Owl


            	Genus Bubo - horned owls, eagle owls and fish owls; includes Nyctea, Ketupa and Scotopelia but possibly polyphyletic, some 25 species


            	Genus Strix - earless owls, some 15 species


            	Genus Ciccaba - 4 species


            	Genus Lophostrix - Crested Owl


            	Genus Jubula - Maned Owl


            	Genus Pulsatrix - spectacled owls, 3 species


            	Genus Surnia - Northern Hawk Owl


            	Genus Glaucidium - pygmy owls, about 30-35 species


            	Genus Xenoglaux - Long-whiskered Owlet


            	Genus Micrathene - Elf Owl


            	Genus Athene - 2-4 species (depending on whether Speotyto and Heteroglaux are included or not)


            	Genus Aegolius - saw-whet owls, 4 species


            	Genus Ninox - Australasian hawk-owls, some 20 species


            	Genus Uroglaux - Papuan Hawk


            	Genus Pseudoscops - Jamaican Owl and possibly Striped Owl


            	Genus Asio - eared owls, 6-7 species


            	Genus Nesasio - Fearful Owl


            	Genus Mascarenotus - Mascarene owls, 3 species; extinct (c.1850)


            	Genus Sceloglaux - Laughing Owl; extinct (1914?)


            	Genus Grallistrix - stilt-owls, 4 species; prehistoric


            	Genus Ornimegalonyx - Caribbean giant owls, 1-2 species; prehistoric

          


          Placement unresolved
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              A Barn Owl, Tyto alba
            

          


          
            	"Otus" wintershofensis - fossil (Early/Middle Miocene of Wintershof West, Germany) - may be close to extant genus Ninox (Olson 1985:131)


            	"Strix" edwardsi - fossil (Late Miocene)


            	"Asio" pygmaeus - fossil (Early Pliocene of Odessa, Ukraine)


            	Ibiza Owl, Strigidae gen. et sp. indet. - prehistoric (Snchez Marco 2004)

          


          


          Barn-owls


          
            	Genus Tyto - typical barn-owls, some 15 species and possibly 1 recently extinct


            	Genus Phodilus - bay-owls, 1-2 extant species and possibly 1 recently extinct

          


          Fossil genera


          
            	Basityto (Early Eocene of Grafenmhle, Germany)


            	Nocturnavis (Late Eocene/Early Oligocene) - includes "Bubo" incertus


            	Necrobyas (Late Eocene/Early Oligocene - Late Miocene) - includes "Bubo" arvernensis and Paratyto


            	Selenornis (Late Eocene/Early Oligocene) - includes "Asio" henrici


            	Prosybris (Early Oligocene? - Early Miocene)

          


          


          Myth, lore, and popular culture


          In many parts of the world, owls have been associated with death and misfortune, likely due to their nocturnal activity and common screeching call. However, owls have also been associated with wisdom and prosperity as a result of frequently being companion animals for goddesses.


          Henry David Thoreau summarized one perception of owls, when he wrote in 1854's Walden, "I rejoice that there are owls. Let them do the idiotic and maniacal hooting for men. It is a sound admirably suited to swamps and twilight woods which no day illustrates, suggesting a vast and underdeveloped nature which men have not recognized. They represent the stark twilight and unsatisfied thoughts which all [men] have."


          


          Owls in popular culture


          


          Africa


          
            
              	
                
                  
                    	[image: m]
                  

                

              
            

          


          Ancient Egyptians used a representation of an owl for their hieroglyph for the sound m, although they would often draw this hieroglyph with its legs broken to keep this bird of prey from coming to life..
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              A Burrowing Owl, Athene cunicularia.
            

          


          


          The Americas


          In the culture of many Native Americans, (e.g. the Native American Hopi nation), taboos often surround owls and they are often associated with evil or sorcery. Like eagle feathers, the possession of owl feathers as religious objects is regulated by federal law (e.g. The Migratory Bird Treaty Act of 1918 and Title 50 Part 22 Code of Federal Regulations).


          The Aztecs and Mayans, along with other natives of Mesoamerica, considered the Owl a symbol of death and destruction. In fact, the Aztec god of death, Mictlantecuhtli, was often depicted with owls. There is a saying in Spanish that still exists today: cuando el tecolote canta, el indio se muere ("when the owl cries/sings, the Indian dies").


          Other Native American Tribes saw the owl as the carrier of the elders' spirits.


          


          Asia


          In Japanese culture, owls are seen as either negative or positive symbols depending on species. Owls are seen as divine messengers of the gods while Barn or Horned owls are perceived as demonic figures.


          In Indian culture, a white owl is considered a companion of the goddess of wealth, and therefore a harbinger of prosperity. The owl has been adapted as an emblem to reflect its implications of wisdom (Wise old owl) by a revered military institution in India known as the Defence Service Staff College. In colloquial use, however, it is commonly used to refer to stupidity.


          The demoness Lilith is thought to have been associated with (screech) owls as well, by way of the KJV translation of the passage in Isaiah 34:14. Prior to the rise of Islam, owls were considered bad omens and associated with evil spirits in most Middle Eastern pagan traditions. In modern times, although such superstitions are less prevalent, owls are still popularly considered "evil" because of their fierce, horrific appearance.


          


          Europe


          In Greek mythology, the owl, and specifically the Little Owl, was often associated with the goddess Athena, a bird goddess who became associated with wisdom, the arts, and skills, and as a result, owls also became associated with wisdom. They are the unofficial mascot of the high-IQ society Mensa.


          The Romans, in addition to having borrowed the Greek associations of the owl (see Owl of Minerva), also considered owls to be funerary birds, due to their nocturnal activity and often having their nests in inaccessible places. As a result, seeing an owl in the daytime was considered a bad omen. The vampiric strix of Roman mythology was in part based on the owl.


          Likewise, in Romanian culture, the mournful call of an owl is thought to predict the death of somebody living in the neighbourhood. Such superstitions caused a minor disturbance when an owl showed up at Romanian President's residence, Cotroceni Palace.


          In the Welsh Cycles of the Mabinogion, the Owl is considered cursed - the first owl was Blodeuedd, a woman born of flowers to be the wife of Lleu Llaw Gyffes. Because she fell in love with another man and plotted to kill Lleu, Lleu's guardian Gwydion turned her into the first owl, saying "You are never to show your face to the light of day, rather you shall fear other birds; they will be hostile to you, and it will be their nature to maul and molest you wherever they find you. You will not lose your name but always be called Blodeuwedd." The addition of the w in her name changed her from a woman of flowers to an owl.


          In Finland the owl is paradoxically viewed as both a symbol of wisdom, and as a symbol of imbecility (presumably because of it's "dumb" stare).
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            [image: Songhua River, northeast China. Swirls and curves, showing paths the river once took, as well as oxbow lakes, are easily seen in this satellite photo.]

            
              Songhua River, northeast China. Swirls and curves, showing paths the river once took, as well as oxbow lakes, are easily seen in this satellite photo.
            

          


          An oxbow lake is a U-shaped lake water body formed when a wide meander from the mainstem of a river is cut off to create a lake. This landform is called an oxbow lake for the distinctive curved shape that results from this process. In Australia, an oxbow lake is called a billabong. By itself, the word oxbow can also mean a U-shaped bend in a river or stream, whether or not it is cut off from the mainstream.


          
            [image: An oxbow in the making: meanders and sandbank deposition on the Nowitna River, Alaska]

            
              An oxbow in the making: meanders and sandbank deposition on the Nowitna River, Alaska
            

          


          


          Formation


          When a river reaches a low-lying plain, often in its final course to the sea or a lake, it meanders widely. In the vicinity of a river bend, deposition occurs on the convex bank (the bank with the smaller radius). In contrast, both lateral erosion and undercutting occur on the cut bank or concave bank (the bank with the greater radius.) Continuous deposition on the convex bank and erosion of the concave bank of a meandering river cause the formation of a very pronounced meander with two concave banks getting closer. The narrow neck of land between the two neighbouring concave banks is finally cut through, either by lateral erosion of the two concave banks or by the strong currents of a flood. When this happens, a new straighter river channel is created and an abandoned meander loop, called a cut-off, is formed. When deposition finally seals off the cut-off from the river channel, an oxbow lake is formed. This process can occur over a time scale from a few years to several decades and may sometimes become essentially static.


          Gathering of erosion products near the concave bank and transporting them to the convex bank is the work of the secondary flow across the floor of the river in the vicinity of a river bend. The process of deposition of silt, sand and gravel on the convex bank is clearly illustrated in point bars.


          It is instructive to demonstrate the effect of the secondary flow using a circular bowl. Partly fill the bowl with water and sprinkle dense particles such as sand or rice into the bowl. Set the water into circular motion with one hand or a spoon. The dense particles will quickly be swept into a neat pile in the centre of the bowl. This is the mechanism that leads to the formation of point bars and contributes to the formation of oxbow lakes. The primary flow of water in the bowl is circular and the streamlines are concentric with the side of the bowl. However, the secondary flow of the boundary layer across the floor of the bowl is inward toward the center. The primary flow might be expected to fling the dense particles to the perimeter of the bowl, but instead the secondary flow sweeps the particles toward the centre.


          The curved path of a river around a bend causes the surface of the water to be slightly higher on the outside of the river bend than on the inside. As a result, at any elevation within the river the water pressure is slightly greater near the outside of the river bend than on the inside. There is a pressure gradient toward the convex bank which provides the centripetal force necessary for each parcel of water to follow its curved path. The boundary layer flowing along the floor of the river is not moving fast enough to balance the pressure gradient laterally across the river. It responds to this pressure gradient and its velocity is partly downstream and partly across the river toward the convex bank. As it flows along the floor of the river it sweeps loose material toward the convex bank. This flow of the boundary layer is significantly different from the speed and direction of the primary flow of the river, and is part of the river's secondary flow.


          When a fluid follows a curved path, such as around a circular bowl, around a bend in a river or in a tropical cyclone, the flow is described as vortex flow  the fastest speed occurs where the radius is smallest, and the slowest speed occurs where the radius is greatest. The higher fluid pressure and slower speed where the radius is greater, and the lower pressure and faster speed where the radius is smaller, are all consistent with Bernoulli's principle.


          
            [image: A Horseshoe or oxbow lake near Hughes, Arkansas, USA. The bulges in the border reflect changes in the course of the river; when the river shifted its course and cut off the former channel, the border did not change.]

            
              A Horseshoe or oxbow lake near Hughes, Arkansas, USA.

              The bulges in the border reflect changes in the course of the river; when the river shifted its course and cut off the former channel, the border did not change.
            

          


          


          Examples


          
            [image: Early stages of formation of coastal plain ox-bow lake. Gower Peninsula, southwest Wales]

            
              Early stages of formation of coastal plain ox-bow lake. Gower Peninsula, southwest Wales
            

          


          The Reelfoot Lake in west Tennessee is an oxbow lake formed when the Mississippi River changed course following the New Madrid Earthquake of 18111812. There are many oxbow lakes alongside the Mississippi River and its tributaries. The largest oxbow lake in North America, Lake Chicot (located near Lake Village, Arkansas), was originally part of the Mississippi River.


          The town of Horseshoe Lake, Arkansas is named after the horseshoe shaped oxbow lake at the eastern tip of which the town is located.


          Cuckmere Haven in Sussex, England contains a widely meandering river with many oxbow lakes, often referred to in physical geography textbooks.


          
            Retrieved from " http://en.wikipedia.org/wiki/Oxbow_lake"
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              	Nickname(s): "The City of Dreaming Spires"
            


            
              	Motto: "Fortis est veritas" "Truth is strong"
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              	Coordinates:
            


            
              	Sovereign state

              	United Kingdom
            


            
              	Constituent country

              	England
            


            
              	Region

              	South East England
            


            
              	Ceremonial county

              	
            


            
              	Admin HQ

              	Oxford City Centre
            


            
              	Founded

              	9th century
            


            
              	Town charter

              	
            


            
              	City status

              	1542
            


            
              	Government
            


            
              	-Type

              	City
            


            
              	-Governingbody

              	Oxford City Council
            


            
              	- Lord Mayor

              	Susanna Pressel
            


            
              	- MPs:

              	Evan Harris (LD)

              Andrew Smith (L)
            


            
              	Area
            


            
              	-Total

              	17.6sqmi(45.59km)
            


            
              	Population (2006est.)
            


            
              	-Total

              	149,100 ( Ranked 112th)
            


            
              	- Density

              	8,469.3/sqmi(3,270/km)
            


            
              	- Ethnicity

              ( 2005 Estimates

              	73.0% White British

              9.1% Other White

              5.7% South Asian

              3.0% Black

              2.9% Chinese

              2.7% Mixed Race

              1.9% Other

              1.8% White Irish
            


            
              	Time zone

              	Greenwich Mean Time ( UTC+0)
            


            
              	Postcode

              	OX
            


            
              	Area code(s)

              	01865
            


            
              	ISO 3166-2

              	GB-OXF
            


            
              	ONS code

              	38UC
            


            
              	OS grid reference

              	SP513061
            


            
              	NUTS 3

              	
            


            
              	Website: www.oxford.gov.uk
            

          


          Oxford (pronounced /'ɒksfəd/, listen) is a city, and the county town of Oxfordshire, in South East England. It has a population of 134,248 (2001 census). The River Thames runs through Oxford, where for a distance of some 10miles (16km) it is known as The Isis.


          Oxford is home to the University of Oxford, the oldest university in the English-speaking world.


          Buildings in Oxford reflect every English architectural period since the arrival of the Saxons, including the mid-18th century Radcliffe Camera, the hub of the city. Oxford is known as the "city of dreaming spires", a term coined by poet Matthew Arnold in reference to the harmonious architecture of Oxford's university buildings.


          


          History


          Oxford was first occupied in Saxon times, and was initially known as "Oxenaforda", meaning " Ford of the Ox"; fords being very important before the days of bridges. It began with the foundation of St Frideswide's nunnery in the 8th century, and was first mentioned in written records in the Anglo-Saxon Chronicle for the year 912. In the 10th century Oxford became an important military frontier town between the kingdoms of Mercia and Wessex and was on several occasions raided by Danes. St Frideswide is the patron saint of both the city and university.


          In 1191, a city charter stated in Latin:


          
            
              Be it known to all those present and future that we, the citizens of Oxford of the Commune of the City and of the Merchant Guild have given, and by this, our present charter, confirm the donation of the island of Midney with all those things pertaining to it, to the Church of St. Mary at Oseney and to the canons serving God in that place.


              Since, every year, at Michaelmas the said canons render half a mark of silver for their tenure at the time when we have ordered it as witnesses the legal deed of our ancestors which they made concerning the gift of this same island; and besides, because we have undertaken on our own part and on behalf of our heirs to guarantee the aforesaid island to the same canons wheresoever and against all men; they themselves, by this guarantee, will pay to us and our heirs each year at Easter another half mark which we have demanded; and we and our heirs faithfully will guarantee the aforesaid tenement to them for the service of the aforesaid mark annually for all matters and all services.


              We have made this concession and confirmation in the Common council of the City and we have confirmed it with our common seal. These are those who have made this concession and confirmation.


              (There follows a list of witnesses, ending with the phrase,  and all the Commune of the City of Oxford.)

            

          


          The prestige of Oxford is seen in the fact that it received a charter from King Henry II, granting its citizens the same privileges and exemptions as those enjoyed by the capital of the kingdom; and various important religious houses were founded in or near the city. A grandson of King John established Rewley Abbey for the Cistercian Order; and friars of various orders ( Dominicans, Franciscans, Carmelites, Augustinians, and Trinitarians), all had houses at Oxford of varying importance. Parliaments were often held in the city during the thirteenth century. The Provisions of Oxford were installed by a group of barons led by Simon de Montfort; these documents are often regarded as England's first written constitution.


          
            [image: The Radcliffe Camera]

            
              The Radcliffe Camera
            

          


          The University of Oxford is first mentioned in 12th century records. Oxford's earliest colleges were University College (1249), Balliol (1263) and Merton (1264). These colleges were established at a time when Europeans were starting to translate the writings of Greek philosophers. These writings challenged European ideology  inspiring scientific discoveries and advancements in the arts  as society began seeing itself in a new way. These colleges at Oxford were supported by the Church in hopes to reconcile Greek Philosophy and Christian Theology. The relationship between " town and gown" has often been uneasy  as many as 93 students and townspeople were killed in the St Scholastica Day Riot of 1355.


          Christ Church Cathedral, Oxford is unique as a college chapel and cathedral in one foundation. Originally the Priory Church of St Frideswide, the building was extended and incorporated into the structure of the Cardinal's College shortly before its refounding as Christ Church in 1546, since which time it has functioned as the cathedral of the Diocese of Oxford.


          The Oxford Martyrs were tried for heresy in 1555 and subsequently burnt at the stake, on what is now Broad Street, for their religious beliefs and teachings. The three martyrs were the bishops Hugh Latimer and Nicholas Ridley, and the Archbishop Thomas Cranmer.


          During the English Civil War, Oxford housed the court of Charles I in 1642, after the king was expelled from London, although there was strong support in the town for the Parliamentarian cause. The town yielded to Parliamentarian forces under General Fairfax in the Siege of Oxford of 1646. It later housed the court of Charles II during the Great Plague of London in 1665-66. Although reluctant to do so, he was forced to evacuate when the plague got too close.


          In 1790 the Oxford Canal connected the city with Coventry. The Duke's Cut was completed by the Duke of Marlborough in 1789 to link the new canal with the River Thames; and in 1796 the Oxford Canal company built their own link to the Thames, at Isis Lock. In the 1840s, the Great Western Railway and London and North Western Railway linked Oxford with London.


          In the 19th century, the controversy surrounding the Oxford Movement in the Anglican Church drew attention to the city as a focus of theological thought.


          
            [image: Map of Oxford (1904)]

            
              Map of Oxford (1904)
            

          


          Oxford's Town Hall was built by Henry T. Hare, the foundation stone was laid on 6 July 1893 and opened by the future King Edward VII on 12 May 1897. The site has been the seat of local government since the Guild Hall of 1292 and though Oxford is a city and a Lord Mayoralty, it is still called by its traditional name of " Town Hall".


          By the early 20th century, Oxford was experiencing rapid industrial and population growth, with the printing and publishing industries becoming well established by the 1920s. Also during that decade, the economy and society of Oxford underwent a huge transformation as William Morris established the Morris Motor Company to mass produce cars in Cowley, on the south-eastern edge of the city. By the early 1970s over 20,000 people worked in Cowley at the huge Morris Motors and Pressed Steel Fisher plants. By this time Oxford was a city of two halves: the university city to the west of Magdalen Bridge (from where students traditionally jump into the River Cherwell every May Day morning) and the car town to the east. This led to the witticism that "Oxford is the left bank of Cowley". Cowley suffered major job losses in the 1980s and 1990s during the decline of British Leyland, but is now producing the successful New MINI for BMW on a smaller site. A large area of the original car manufacturing facility at Cowley was demolished in the 1990s and is now the site of a major business park.


          The influx of migrant labour to the car plants and hospitals, recent immigration from south-east Asia, and a large student population, have given Oxford a notable cosmopolitan character, especially in the Headington and Cowley Road areas with their many bars, cafes, restaurants, clubs, ethnic shops and fast food outlets. Oxford is one of the most diverse small cities in Britain with the most recent population estimates for 2005. showing that 27% of the population were from an ethnic minority group, including 16.2% from a non-white ethnic minority ethnic group (ONS). These figures do not take into account more recent international migration into the city, with over 10,000 people from overseas registering for National Insurance Numbers in Oxford between 2005/06 and 2006/07. .


          On 6 May 1954, Roger Bannister, as a 25 year old medical student, ran the first authenticated four-minute mile at the Iffley Road running track in Oxford.


          Oxford's second university, Oxford Brookes University, formerly the Oxford School of Art, based on Headington Hill, was given its charter in 1991 and has been voted for the last five years the best new university in the UK.


          


          Politics and governance


          Many important and famous politicians and people in the political public eye were resident in Oxford, often due to their membership of the University. Most notably of recent times, this list includes Osama bin Laden and Benazir Bhutto.


          


          Oxford City Council


          Despite stereotypes of Oxford being a conservative city, there are no elected Conservatives on the city council, although two Liberal Democrat councillors briefly sat as Conservatives during 2007-8. Since the 2004 local elections, the council has been in minority administration, first by councillors from the Labour Party, with the Liberal Democrats being the official opposition. In 2006 these roles were reversed, although two years later, the unpopularity of the Liberal Democrat administration led to the election once again of a minority Labour administration . With seven city councillors and five county councillors, Oxford has one of the highest Green Party representation for a UK city. The Independent Working Class Association has two councillors, although their support is confined to a ward in the Blackbird Leys housing estate in the south east of the city. See Oxford Council election 2004 for further information.


          Since 2002, elections have been held for Oxford City Council in even years, with each councillor serving a term of four years. Each electoral ward within Oxford is represented by two councillors, thus all wards elect one councillor at each election. Prior to 2002, the City Council was elected by thirds.


          In early 2003, the Oxford City Council submitted a bid to become a unitary authority. This was received by Communities and Local Government but subsequently rejected.


          
            	Partisan Composition

          


          
            
              	Year

              	Labour

              	Lib Dem

              	Green

              	IWCA

              	Independent

              	Conservative

              	Source
            


            
              	2000

              	21

              	21

              	7

              	1

              	0

              	1

              	
            


            
              	2002

              	29

              	15

              	3

              	1

              	0

              	0

              	
            


            
              	2004

              	20

              	18

              	7

              	3

              	0

              	0

              	
            


            
              	2006

              	17

              	19

              	8

              	4

              	0

              	0

              	
            


            
              	2008

              	23

              	16

              	7

              	2

              	0

              	0

              	
            

          


          
            	Partisan control

          


          
            	1974  1976: Labour


            	1976  1980: Conservative


            	1980  2000: Labour


            	2000  2002: No overall control


            	2002  2004: Labour


            	2004  Present: No overall control

          


          


          Parliamentary representation


          
            [image: A pre-election husting at the Oxford West and Abingdon constituency]

            
              A pre-election husting at the Oxford West and Abingdon constituency
            

          


          The two MPs are Andrew Smith from the Oxford East constituency, erstwhile Secretary of State for Work and Pensions in the Labour government; and Dr Evan Harris from the Oxford West and Abingdon constituency, Liberal Democrat science spokesman. At the 2005 general election, Oxford East became a marginal seat with a Labour majority over the Liberal Democrats of just 963. Oxford West and Abingdon is a safe seat for the Liberal Democrats with Dr Harris enjoying a majority of just under 8,000.


          


          Parishes


          Oxford has four civil parishes with parish councils  these are Blackbird Leys, Littlemore, Old Marston and Risinghurst and Sandhills. Littlemore, Marston and Risinghurst and Sandhills have only recently been brought within the city boundary.


          


          Geography


          Oxford's latitude and longitude are (at Carfax Tower, which is usually considered the centre).


          


          Wards, neighbourhoods, and suburbs


          
            [image: The Headington Shark]

            
              The Headington Shark
            

          


          
            	Abingdon


            	Barton


            	Binsey


            	Blackbird Leys


            	Botley


            	Cowley


            	East Oxford


            	Cutteslowe


            	Donnington


            	Grandpont


            	Headington


            	Iffley


            	Littlemore


            	Jericho


            	Marston


            	North Oxford


            	Northway


            	Osney


            	Rose Hill


            	Risinghurst


            	Sandhills


            	St Ebbes


            	Summertown


            	Temple Cowley


            	Wolvercote


            	Waterways


            	Wood Farm


          


          


          Climate


          
            [image: Broad Street in the Snow (February 2007)]

            
              Broad Street in the Snow (February 2007)
            

          


          Oxford has a Maritime Temperate climate ("Cfb" by Kppen classification). Precipitation is uniformally distributed throughout the year and is provided mostly by weather systems that arrive from the Atlantic. The lowest temperature ever recorded in Oxford was -16.6C (2F) in January 1982. The highest temperature ever recorded in Oxford is 35.6C (96F) in August 2003 during the 2003 European heat wave.


          There is a field of thought that due to Climate change, temperatures are increasing in Oxford, precipitation is decreasing in summer and increasing in winter.


          The average conditions below are from the Radcliffe Meteorological Station. It boasts the longest series of temperature and rainfall records for one site in Britain. These records are continuous from January, 1815. Irregular observations of rainfall, cloud and temperature exist from 1767.


          
            
              	Weather averages for Oxford, UK
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Average high C (F)

              	6.8 (44)

              	7.4 (45)

              	10.1 (50)

              	13.0 (55)

              	16.7 (62)

              	19.8 (68)

              	21.7 (71)

              	21.2 (70)

              	18.5 (65)

              	14.2 (58)

              	9.8 (50)

              	7.4 (45)

              	13.9 (57)
            


            
              	Average low C (F)

              	1.4 (35)

              	1.4 (35)

              	2.5 (37)

              	4.3 (40)

              	7.2 (45)

              	10.2 (50)

              	12.2 (54)

              	11.9 (53)

              	9.8 (50)

              	6.8 (44)

              	3.8 (39)

              	2.1 (36)

              	6.1 (43)
            


            
              	Precipitation mm (inches)

              	52.6 (2.07)

              	41.0 (1.61)

              	41.1 (1.62)

              	43.9 (1.73)

              	50.6 (1.99)

              	53.3 (2.1)

              	59.5 (2.34)

              	58.3 (2.3)

              	60.3 (2.37)

              	65.3 (2.57)

              	61.8 (2.43)

              	55.8 (2.2)

              	643.5 (25.33)
            


            
              	Source: Radcliffe Meteorological Station ( NB: Data from the period 1881-2004) 2008-03-17
            

          


          


          Economy


          The Oxford suburb of Cowley has a long history of carmaking and now produces the BMW MINI.


          


          Brewing


          Morrells, the Oxford based regional brewery was founded in 1743 by Richard Tawney. He formed a partnership in 1782 with Mark and James Morrell, who eventually became the owners. The brewery building, known as the "Lion Brewery", was located in St Thomas Street. It closed in 1998, the beer brand names being taken over by the Thomas Hardy Burtonwood brewery., while the 132 tied pubs were bought by "Morrells of Oxford", who sold the bulk of them on to Greene King in 2002. The Lion Brewery was converted into luxury apartments in 2002.


          


          Commercial areas


          
            	Cornmarket Street


            	Queen Street, Oxford


            	The High Street


            	Turl Street


            	Little Clarendon Street


            	Broad Street


            	The Covered Market


            	George Street


            	Clarendon Shopping Centre


            	Westgate Shopping Centre


            	Golden Cross

          


          Outside the City Centre:


          
            	Iffley Road, Oxford


            	Cowley Road, Oxford


            	Templars Square Shopping Centre, Cowley, Oxford


            	St. Clements, Oxford


            	London Road, Headington, Oxford


            	Banbury Road, Summertown, Oxford


            	Walton Street, Jericho, Oxford


            	Botley Road, Oxford


            	North Parade, Oxford


            	Cowley Retail Park, Cowley, Oxford

          


          


          Theatres and cinemas


          
            	Oxford Playhouse, Beaumont Street


            	New Theatre, George Street


            	Burton Taylor Theatre, Worcester Street


            	Old Fire Station Theatre, George Street


            	Pegasus Theatre, Magdalen Road


            	Ultimate Picture Palace, Cowley Road


            	Phoenix Picturehouse, Walton Street


            	Odeon Cinema, George Street


            	Odeon Cinema, Magdalen Street


            	Vue Cinema, Grenoble Road

          


          


          Landmarks


          
            [image: The Oxford skyline facing Christ Church to the south (Christ Church Cathedral on the left and Tom Tower on the right)]

            
              The Oxford skyline facing Christ Church to the south (Christ Church Cathedral on the left and Tom Tower on the right)
            

          


          Oxford has numerous major tourist attractions, many belonging to the university and colleges. As well as several famous institutions, the town centre is home to Carfax Tower and the University Church of St Mary the Virgin, both of which offer views over the spires of the city. Many tourists shop at the historic Covered Market. In the summer punting on the Thames/Isis and the Cherwell is popular.


          


          Transport


          


          Buses


          
            [image: A Stagecoach bus behind a Oxford Bus Company park-and-ride bus in Oxford.]

            
              A Stagecoach bus behind a Oxford Bus Company park-and-ride bus in Oxford.
            

          


          Oxford has 5 park and ride sites that service the city centre;


          
            	Pear Tree (Link to city centre with bus 300)


            	Water Eaton (Link to city centre with bus 500)


            	Thornhill (Link to city centre with bus 400)


            	Redbridge (Link to city centre with bus 400)


            	Seacourt (Link to city centre with bus 300)

          


          A service also runs to The John Radcliffe Hospital (from Thornhill/Water Eaton) as well as the Churchill and Nuffield Hospitals (from Thornhill).


          Standard bus services are provided by the Oxford Bus Company and Stagecoach Oxfordshire. Both companies also operate regular services to London.


          


          Rail


          
            [image: Oxford railway station]

            
              Oxford railway station
            

          


          Oxford railway station is placed out of the city centre. The station is served by numerous routes, including CrossCountry services as far afield as Manchester and Edinburgh, First Great Western (who operate the station) services to London and other destinations and occasional Chiltern Railways services to Birmingham. The present station opened in 1852.


          


          Roads


          


          A roads


          The city has a ring road that consists of the A34, the A40 and the A4142. It is mostly dual carriageway and was completed in 1966. The main roads that lead out of Oxford are:


          
            	A40- which leads to London and High Wycombe (as well as the M40 motorway south) to the east, and Cheltenham, Gloucester and south Wales to the west.


            	A34- which leads to Bicester, the M40 north, Birmingham and Manchester to the north, and Didcot, Newbury and Winchester to the south. The A34 is entirely grade separated dual carriageway all the way from Bicester to Winchester.


            	A44- which begins in Oxford and leads to Worcester, Hereford and Aberystwyth.


            	A420- which also begins in Oxford and leads to Bristol passing Swindon and Chippenham.

          


          


          Motorways


          
            [image: The M40 Extension]

            
              The M40 Extension
            

          


          The city is served by the M40 motorway, which connects London to Birmingham. The original M40 opened in 1974 went from London to Waterstock where the A40 continued to Oxford. However, when the M40 was extended to Birmingham in 1991, a mile of the old motorway became a spur and the new section bended away sharply north. Now the M40 does a large arc around Oxford (staying around 10miles (16km) away from the centre) due to the woodland that the motorway had to avoid. The M40 meets the A34 a junction later, the latter now being in two parts, the A34 restarting in Birmingham.


          


          Education


          There are two universities in Oxford; the University of Oxford and Oxford Brookes University as well as Ruskin College, a normal university.


          Oxford is home to wide range of schools many of which receive pupils from around the world. Three are University choral foundations, established to educate the boy choristers of the chapel choirs, and have kept the tradition of single sex education. Examination results in state-run Oxford schools are consistently below the national average and regional average however results in the city are improving with 44% of pupils gaining 5 grades A*-C in 2006.


          Culture


          


          Literature and film


          Well-known Oxford-based authors include:


          
            	Oscar Wilde a nineteenth century poet and author who attended Oxford from 1874 to 1878.


            	Susan Cooper who is best known for her The Dark Is Rising Sequence


            	Lewis Carroll (real name Charles Lutwidge Dodgson), Student and Mathematical Lecturer of Christ Church.


            	Colin Dexter who wrote and set his Inspector Morse detective novels in Oxford. Colin Dexter still lives in Oxford.


            	John Donaldson (d.1989), a poet resident in Oxford in later life.


            	Siobhan Dowd Oxford resident; who was an undergraduate at Lady Margaret Hall, Oxford.


            	Kenneth Graham educated at St. Edward's School, Oxford


            	Michael Innes (J. I. M. Stewart), of Christ Church.


            	P. D. James who lives part-time in Oxford.


            	T. E. Lawrence, "Lawrence of Arabia", Oxford resident, undergraduate at Jesus, postgraduate at Magdalen.


            	C. S. Lewis, Fellow of Magdalen.


            	Ian McEwan, formerly an Oxford resident for many years.


            	Iris Murdoch, Fellow of St Anne's.


            	Mike Philbin, wrote his infamous Hertzan Chimera novels/stories in Oxford.


            	Iain Pears, undergraduate at Wadham College and Oxford resident, whose novel An Instance of the Fingerpost is set in the city.


            	Philip Pullman who was an undergraduate at Exeter.


            	Dorothy L. Sayers who was an undergraduate at Somerville.


            	J. R. R. Tolkien, undergraduate at Exeter and later professor of English at Merton.

          


          Oxford appears in the following works:


          
            	Jude the Obscure (1895) by Thomas Hardy (in which Oxford is thinly disguised as " Christminster").


            	Zuleika Dobson (1911) by Max Beerbohm.


            	Gaudy Night (1935) by Dorothy L. Sayers.


            	Brideshead Revisited (1945) by Evelyn Waugh.


            	A Question of Upbringing (1951 ) by Anthony Powell


            	Second Generation (1964 novel) by Raymond Williams


            	The Children of Men (1992) by P. D. James.


            	His Dark Materials (1995 onwards) by Philip Pullman


            	Endymion Spring (2006) by Matthew Skelton

          


          


          Sport


          Oxford is considered to be an important centre of the sport of swimming in England. The Amateur Swimming Association was founded in 1869 in England, but it was much later, in 1909, that Oxford Swimming Club came into existence. In 1939 Oxford had its first major public indoor pool at Temple Cowley in the whole of England. After the pool was installed, swimming began to take off and soon Oxford Swimming Club became Oxford City Swimming Club, and Temple Cowley Pool was its home.


          Speedway racing has been staged on and off in Oxford since 1939 at Cowley Stadium. Most recently, it held Elite League Speedway and Conference League Speedway until 2007, when landlords Greyhound Racing Association apparently doubled the rent. Speedway, for the time being, is not running in Oxford. Details of the 1949 and 1950 seasons at Cowley can be viewed on Oxford Speedway website.


          Oxford is also home to Oxford United, who are currently in the Conference National, the highest tier of non-league football, but have seen great success in the past, mainly in winning the League Cup in the 80's and being one of the highest teams in the football league.


          


          Twinning


          Oxford's twin cities are:


          
            	[image: Flag of Sweden] Ume, Sweden

          


          All of these are university towns, except for


          
            	[image: Flag of the United States] Oxford, Michigan, United States
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      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Oxygen


        
          

          
            
              	
                
                  
                    	8

                    	nitrogen  oxygen  fluorine
                  


                  
                    	-

                    

                    O

                    

                    S

                    	
                      
                        
                          	
                            
                              [image: ]
                            


                            
                              Periodic table - Extended periodic table
                            

                          
                        

                      

                    
                  

                

              
            


            
              	General
            


            
              	Name, symbol, number

              	oxygen, O, 8
            


            
              	Chemical series

              	nonmetals, chalcogens
            


            
              	Group, period, block

              	16, 2, p
            


            
              	Appearance
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                Liquid Oxygen
              
            


            
              	Standard atomic weight

              	15.9994 (3)gmol1
            


            
              	Electron configuration

              	1s2 2s2 2p4
            


            
              	Electrons per shell

              	2, 6
            


            
              	Physical properties
            


            
              	Phase

              	gas
            


            
              	Melting point

              	54.36 K

              (-218.79 C, -361.82 F)
            


            
              	Boiling point

              	90.20 K

              (-182.95  C, -297.31  F)
            


            
              	Critical point

              	154.59 K, 5.043 MPa
            


            
              	Heat of fusion

              	(O2) 0.444 kJmol1
            


            
              	Heat of vaporization

              	(O2) 6.82 kJmol1
            


            
              	Specific heat capacity

              	(25 C) (O2)

              29.378 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	

                    	

                    	

                    	61

                    	73

                    	90
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic
            


            
              	Oxidation states

              	2, 1, 1, 2

              (neutral oxide)
            


            
              	Electronegativity

              	3.44 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 1313.9 kJmol1
            


            
              	2nd: 3388.3 kJmol1
            


            
              	3rd: 5300.5 kJmol1
            


            
              	Atomic radius

              	60 pm
            


            
              	Atomic radius (calc.)

              	48 pm
            


            
              	Covalent radius

              	73 pm
            


            
              	Van der Waals radius

              	152 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	paramagnetic
            


            
              	Thermal conductivity

              	(300 K) 26.58x10-3Wm1K1
            


            
              	Speed of sound

              	(gas, 27 C) 330 m/s
            


            
              	CAS registry number

              	7782-44-7
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of oxygen
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	16O

                    	99.76%

                    	16O is stable with 8 neutrons
                  


                  
                    	17O

                    	0.039%

                    	17O is stable with 9 neutrons
                  


                  
                    	18 O

                    	0.201%

                    	18 O is stable with 10 neutrons
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          Oxygen is the element with atomic number 8 and represented by the symbol O. It is a member of the chalcogen group on the periodic table, and is a highly reactive nonmetallic period 2 element that readily forms compounds (notably oxides) with almost all other elements. At standard temperature and pressure two atoms of the element bind to form dioxygen, a colorless, odorless, tasteless diatomic gas with the formula O2. Oxygen is the third most abundant element in the universe by mass after hydrogen and helium and the most abundant element by mass in the Earth's crust. Oxygen constitutes 88.8% of the mass of water and 20.9% of the volume of air.


          All major classes of structural molecules in living organisms, such as proteins, carbohydrates, and fats, contain oxygen, as do the major inorganic compounds that comprise animal shells, teeth, and bone. Oxygen in the form of O2 is produced from water by cyanobacteria, algae and plants during photosynthesis and is used in cellular respiration for all complex life. Oxygen is toxic to anaerobic organisms, which were the dominant form of early life on Earth until O2 began to accumulate in the atmosphere 2.5billion years ago. Another form ( allotrope) of oxygen, ozone (O3), helps protect the biosphere from ultraviolet radiation with the high-altitude ozone layer, but is a pollutant near the surface where it is a by-product of smog.


          Oxygen was independently discovered by Joseph Priestley and Carl Wilhelm Scheele in the 1770s, but Priestley is usually given priority because he published his findings first. The name oxygen was coined in 1777 by Antoine Lavoisier, whose experiments with oxygen helped to discredit the then-popular phlogiston theory of combustion and corrosion. Oxygen is produced industrially by fractional distillation of liquefied air, use of zeolites to remove carbon dioxide and nitrogen from air, electrolysis of water and other means. Uses of oxygen include the production of steel, plastics and textiles; rocket propellant; oxygen therapy; and life support in aircraft, submarines, spaceflight and diving.


          


          Characteristics


          


          Structure
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          At standard temperature and pressure, oxygen is a colorless, odorless gas with the molecular formula O2, in which the two oxygen atoms are chemically bonded to each other with a spin triplet electron configuration. This bond has a bond order of two, and is often over-simplified in description as a double bond.


          Triplet oxygen is the ground state of the O2 molecule. The electron configuration of the molecule has two unpaired electrons occupying two degenerate molecular orbitals. These orbitals are classified as antibonding (weakening the bond order from three to two), so the diatomic oxygen bond is weaker than the diatomic nitrogen triple bond in which all bonding molecular orbitals are filled, but some antibonding orbitals are not.


          In normal triplet form, O2 molecules are paramagneticthey form a magnet in the presence of a magnetic fieldbecause of the spin magnetic moments of the unpaired electrons in the molecule, and the negative exchange energy between neighboring O2 molecules. Liquid oxygen is attracted to a magnet to a sufficient extent that, in laboratory demonstrations, a bridge of liquid oxygen may be supported against its own weight between the poles of a powerful magnet.


          Singlet oxygen, a name given to several higher-energy species of molecular O2 in which all the electron spins are paired, is much more reactive towards common organic molecules. In nature, singlet oxygen is commonly formed from water during photosynthesis, using the energy of sunlight. It is also produced in the troposphere by the photolysis of ozone by light of short wavelength, and by the immune system as a source of active oxygen. Carotenoids in photosynthetic organisms (and possibly also in animals) play a major role in absorbing energy from singlet oxygen and converting it to the unexcited ground state before it can cause harm to tissues.


          


          Allotropes
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          The common allotrope of elemental oxygen on Earth is called dioxygen, O2. It has a bond length of 121 pm and a bond energy of 498 kJmol-1. This is the form that is used by complex forms of life, such as animals, in cellular respiration (see Biological role) and is the form that is a major part of the Earth's atmosphere (see Occurrence). Other aspects of O2 are covered in the remainder of this article.


          Trioxygen (O3) is usually known as ozone and is a very reactive allotrope of oxygen that is damaging to lung tissue. Ozone is produced in the upper atmosphere when O2 combines with atomic oxygen made by the splitting of O2 by ultraviolet (UV) radiation. Since ozone absorbs strongly in the UV region of the spectrum, it functions as a protective radiation shield for the planet (see ozone layer). Near the earth's surface, however, it is a pollutant formed as a by-product of automobile exhaust.


          The metastable molecule tetraoxygen (O4) was discovered in 2001, and was assumed to exist in one of the six phases of solid oxygen. It was proven in 2006 that that phase, created by pressurizing O2 to 20 GPa, is in fact a rhombohedral O8 cluster. This cluster has the potential to be a much more powerful oxidizer than either O2 or O3 and may therefore be used in rocket fuel. A metallic phase was discovered in 1990 when solid oxygen is subjected to a pressure of above 96 GPa and it was shown in 1998 that at very low temperatures, this phase becomes superconducting.


          


          Physical properties


          Oxygen is more soluble in water than nitrogen; water contains approximately 1 molecule of O2 for every 2 molecules of N2, compared to an atmospheric ratio of approximately 1:4. The solubility of oxygen in water is temperature-dependent, and about twice as much (14.6 mgL1) dissolves at 0 C than at 20 C (7.6 mgL1). At 25 C and 1 atm of air, freshwater contains about 6.04 milliliters(mL) of oxygen per liter, whereas seawater contains about 4.95mL per liter. At 5 C the solubility increases to 9.0mL (50% more than at 25 C) per liter for water and 7.2mL (45% more) per liter for sea water.


          Oxygen condenses at 90.20 K (182.95 C, 297.31 F), and freezes at 54.36K (218.79 C, 361.82 F). Both liquid and solid O2 are clear substances with a light sky-blue color caused by absorption in the red (in contrast with the blue colour of the sky, which is due to Rayleigh scattering of blue light). High-purity liquid O2 is usually obtained by the fractional distillation of liquefied air; Liquid oxygen may also be produced by condensation out of air, using liquid nitrogen as a coolant. It is a highly-reactive substance and must be segregated from combustible materials.


          


          Isotopes and stellar origin
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          Naturally occurring oxygen is composed of three stable isotopes, 16O, 17O, and 18O, with 16O being the most abundant (99.762% natural abundance). Oxygen isotopes range in mass number from 12 to 28.


          Most 16O is synthesized at the end of the helium fusion process in stars but some is made in the neon burning process. 17O is primarily made by the burning of hydrogen into helium during the CNO cycle, making it a common isotope in the hydrogen burning zones of stars. Most 18O is produced when 14N (made abundant from CNO burning) captures a 4He nucleus, making 18O common in the helium-rich zones of stars.


          Fourteen radioisotopes have been characterized, the most stable being 15O with a half-life of 122.24seconds(s) and 14O with a half-life of 70.606s. All of the remaining radioactive isotopes have half-lives that are less than 27s and the majority of these have half-lives that are less than 83milliseconds. The most common decay mode of the isotopes lighter than 16O is electron capture to yield nitrogen, and the most common mode for the isotopes heavier than 18O is beta decay to yield fluorine.


          


          Occurrence


          Oxygen is the most abundant chemical element, by mass, in our biosphere, air, sea and land. Oxygen is the third most abundant chemical element in the universe, after hydrogen and helium. About 0.9% of the Sun's mass is oxygen. Oxygen constitutes 49.2% of the Earth's crust by mass and is the major component of the world's oceans (88.8% by mass). It is the second most common component of the Earth's atmosphere, taking up 21.0% of its volume and 23.1% of its mass (some 1015 tonnes). Earth is unusual among the planets of the Solar System in having such a high concentration of oxygen gas in its atmosphere: Mars (with 0.1% O2 by volume) and Venus have far lower concentrations. However, the O2 surrounding these other planets is produced solely by ultraviolet radiation impacting oxygen-containing molecules such as carbon dioxide.
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          The unusually high concentration of oxygen on Earth is the result of the oxygen cycle. This biogeochemical cycle describes the movement of oxygen within and between its three main reservoirs on Earth: the atmosphere, the biosphere, and the lithosphere. The main driving factor of the oxygen cycle is photosynthesis, which is responsible for modern Earth's atmosphere. Because of the vast amounts of oxygen gas available in the atmosphere, even if all photosynthesis were to cease completely, it would take all the oxygen-consuming processes at the present rate at least another 5,000 years to strip all the O2 from the atmosphere.


          Free oxygen also occurs in solution in the world's water bodies. The increased solubility of O2 at lower temperatures (see Physical properties) has important implications for ocean life, as polar oceans support a much higher density of life due to their higher oxygen content. Polluted water may have reduced amounts of O2 in it, depleted by decaying algae and other biomaterials (see eutrophication). Scientists assess this aspect of water quality by measuring the water's biochemical oxygen demand, or the amount of O2 needed to restore it to a normal concentration.


          


          Biological role


          


          Photosynthesis and respiration
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          In nature, free oxygen is produced by the light-driven splitting of water during oxygenic photosynthesis. Green algae and cyanobacteria in marine environments provide about 70% of the free oxygen produced on earth and the rest is produced by terrestrial plants.


          A simplified overall formula for photosynthesis is:


          
            	
              
                	6CO2 + 6H2O + photons  C6H12O6 + 6O2 (or simply carbon dioxide + water + sunlight  glucose + dioxygen)

              

            

          


          Photolytic oxygen evolution occurs in the thylakoid membranes of photosynthetic organisms and requires the energy of four photons. Many steps are involved, but the result is the formation of a proton gradient across the thylakoid membrane, which is used to synthesize ATP via photophosphorylation. The O2 remaining after oxidation of the water molecule is released into the atmosphere.


          Molecular dioxygen, O2, is essential for cellular respiration in all aerobic organisms. Oxygen is used in mitochondria to help generate adenosine triphosphate (ATP) during oxidative phosphorylation. The reaction for aerobic respiration is essentially the reverse of photosynthesis and is simplified as:


          
            	
              
                	C6H12O6 + 6O2  6CO2 + 6H2O + 2880 kJmol-1

              

            

          


          In vertebrates, O2 is diffused through membranes in the lungs and into red blood cells. Hemoglobin binds O2, changing its colour from bluish red to bright red. Other animals use hemocyanin ( molluscs and some arthropods) or hemerythrin (spiders and lobsters). A liter of blood can dissolve 200cc of O2.


          Reactive oxygen species, such as superoxide ion (O2) and hydrogen peroxide (H2O2), are dangerous by-products of oxygen use in organisms. Parts of the immune system of higher organisms, however, create peroxide, superoxide, and singlet oxygen to destroy invading microbes. Reactive oxygen species also play an important role in the hypersensitive response of plants against pathogen attack.


          An adult human in rest inhales 1.8 to 2.4 grams of oxygen per minute. This amounts to more than 6 billion tonnes of oxygen inhaled by humanity per year.


          


          Build-up in the atmosphere
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          Free oxygen gas was almost nonexistent in Earth's atmosphere before photosynthetic archaea and bacteria evolved. Free oxygen first appeared in significant quantities during the Paleoproterozoic era (between 2.5 and 1.6billion years ago). At first, the oxygen combined with dissolved iron in the oceans to form banded iron formations. Free oxygen started to gas out of the oceans 2.7billion years ago, reaching 10% of its present level around 1.7billion years ago.


          The presence of large amounts of dissolved and free oxygen in the oceans and atmosphere may have driven most of the anaerobic organisms then living to extinction during the oxygen catastrophe about 2.4billion years ago. However, cellular respiration using O2 enables aerobic organisms to produce much more ATP than anaerobic organisms, helping the former to dominate Earth's biosphere. Photosynthesis and cellular respiration of O2 allowed for the evolution of eukaryotic cells and ultimately complex multicellular organisms such as plants and animals.


          Since the beginning of the Cambrian era 540million years ago, O2 levels have fluctuated between 15% and 30% per volume. Towards the end of the Carboniferous era (about 300million years ago) atmospheric O2 levels reached a maximum of 35% by volume, allowing insects and amphibians to grow much larger than today's species. Human activities, including the burning of 7billion tonnes of fossil fuels each year have had very little effect on the amount of free oxygen in the atmosphere. At the current rate of photosynthesis it would take about 2,000years to regenerate the entire O2 in the present atmosphere.


          


          History


          


          Early experiments
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          One of the first known experiments on the relationship between combustion and air was conducted by the second centuryBCE Greek writer on mechanics, Philo of Byzantium. In his work Pneumatica, Philo observed that inverting a vessel over a burning candle and surrounding the vessel's neck with water resulted in some water rising into the neck. Philo incorrectly surmised that parts of the air in the vessel were converted into the classical element fire and thus were able to escape through pores in the glass. Many centuries later Leonardo da Vinci built on Philo's work by observing that a portion of air is consumed during combustion and respiration.


          In the late 17thcentury, Robert Boyle proved that air is necessary for combustion. English chemist John Mayow refined this work by showing that fire requires only a part of air that he called spiritus nitroaereus or just nitroaereus. In one experiment he found that placing either a mouse or a lit candle in a closed container over water caused the water to rise and replace one-fourteenth of the air's volume before extinguishing the subjects. From this he surmised that nitroaereus is consumed in both respiration and combustion.


          Mayow observed that antimony increased in weight when heated, and inferred that the nitroaereus must have combined with it. He also thought that the lungs separate nitroaereus from air and pass it into the blood and that animal heat and muscle movement result from the reaction of nitroaereus with certain substances in the body. Accounts of these and other experiments and ideas were published in 1668 in his work Tractatus duo in the tract "De respiratione".


          


          Phlogiston theory
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          Robert Hooke, Ole Borch, Mikhail Lomonosov, and Pierre Bayen all also produced oxygen in experiments in the 17th century but none of them recognized it as an element. This may in part be due to the prevalence of a philosophy of combustion and corrosion called phlogiston theory, which was then the favored explanation of those processes.


          Established in 1667 by the German alchemist J. J. Becher, and modified by the chemist Georg Ernst Stahl by 1731, phlogiston theory stated that all combustible materials were made of two parts. One part, called phlogiston, was given off when the substance containing it was burned, while the dephlogisticated part was thought to be its true form, or calx.


          Highly combustible materials that leave little residuum, such as wood or coal, were thought to be made mostly of phlogiston; whereas non-combustible substances that corrode, such as iron, contained very little. Air did not play a role in phlogiston theory, nor were any initial quantitative experiments conducted to test the idea; instead, it was based on observations of what happens when something burns: that most common objects appear to become lighter and seem to lose something in the process. The fact that a substance like wood actually gains overall weight in burning was hidden by the buoyancy of the gaseous combustion products. Indeed one of the first clues that the phlogiston theory was incorrect was that metals, too, gain weight in rusting (when they were supposedly losing phlogiston).


          


          Discovery
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          Oxygen was first discovered by Swedish pharmacist Carl Wilhelm Scheele. He had produced oxygen gas by heating mercuric oxide and various nitrates by about 1772. Scheele called the gas 'fire air' because it was the only known supporter of combustion. He wrote an account of this discovery in a manuscript he titled Treatise on Air and Fire, which he sent to his publisher in 1775. However, that document was not published until 1777.
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          In the meantime, an experiment was conducted by the British clergyman Joseph Priestley on August 1, 1774 focused sunlight on mercuric oxide (HgO) inside a glass tube, which liberated a gas he named 'dephlogisticated air'. He noted that candles burned brighter in the gas and that a mouse was more active and lived longer while breathing it. After breathing the gas himself, he wrote: "The feeling of it to my lungs was not sensibly different from that of common air, but I fancied that my breast felt peculiarly light and easy for some time afterwards." Priestley published his findings in 1775 in a paper titled "An Account of Further Discoveries in Air" which was included in the second volume of his book titled Experiments and Observations on Different Kinds of Air. Because he had published his findings first, Priestley is usually given priority in the discovery.


          The noted French chemist Antoine Laurent Lavoisier later claimed to have discovered the new substance independently. However, Priestley visited Lavoisier in October 1774 and told him about his experiment and how he liberated the new gas. Scheele also posted a letter to Lavoisier on September 30, 1774 that described his own discovery of the previously-unknown substance, but Lavoisier never acknowledged receiving it (a copy of the letter was found in Scheele's belongings after his death).


          


          Lavoisier's contribution
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          What Lavoisier did indisputably do (although this was disputed at the time) was to conduct the first adequate quantitative experiments on oxidation and give the first correct explanation of how combustion works. He used these and similar experiments, all started in 1774, to discredit the phlogiston theory and to prove that the substance discovered by Priestley and Scheele was a chemical element.


          In one experiment, Lavoisier observed that there was no overall increase in weight when tin and air were heated in a closed container. He noted that air rushed in when he opened the container, which indicated that part of the trapped air had been consumed. He also noted that the tin had increased in weight and that increase was the same as the weight of the air that rushed back in. This and other experiments on combustion were documented in his book Sur la combustion en gnral, which was published in 1777. In that work, he proved that air is a mixture of two gases; 'vital air', which is essential to combustion and respiration, and azote (Gk. ἄ "lifeless"), which did not support either.


          Lavoisier renamed 'vital air' to oxygne in 1777 from the Greek roots ὀύ (oxys) (acid, literally "sharp," from the taste of acids) and -ή (-genēs) (producer, literally begetter), because he mistook oxygen to be a constituent of all acids. Azote later became nitrogen in English, although it has kept the name in French.


          Oxygen entered the English language despite opposition by English scientists and the fact that Priestley had priority. This is partly due to a poem praising the gas titled "Oxygen" in the popular book The Botanic Garden (1791) by Erasmus Darwin, grandfather of Charles Darwin.


          


          Later history
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          John Dalton's original atomic hypothesis assumed that all elements were monoatomic and that the atoms in compounds would normally have the simplest atomic ratios with respect to one another. For example, Dalton assumed that water's formula was HO, giving the atomic mass of oxygen as 8 times that of hydrogen, instead of the modern value of about 16. In 1805, Joseph Louis Gay-Lussac and Alexander von Humboldt showed that water is formed of two volumes of hydrogen and one volume of oxygen; and by 1811 Amedeo Avogadro had arrived at the correct interpretation of water's composition, based on what is now called Avogadro's law and the assumption of diatomic elemental molecules.


          By the late 19th century scientists realized that air could be liquefied, and its components isolated, by compressing and cooling it. Using a cascade method, Swiss chemist and physicist Raoul Pierre Pictet evaporated liquid sulfur dioxide in order to liquefy carbon dioxide, which in turn was evaporated to cool oxygen gas enough to liquefy it. He sent a telegram on December 22, 1877 to the French Academy of Sciences in Paris announcing his discovery of liquid oxygen. Just two days later, French physicist Louis Paul Cailletet announced his own method of liquefying molecular oxygen. Only a few drops of the liquid were produced in either case so no meaningful analysis could be conducted.


          In 1891 Scottish chemist James Dewar was able to produce enough liquid oxygen to study. The first commercially-viable process for producing liquid oxygen was independently developed in 1895 by German engineer Carl von Linde and British engineer William Hampson. Both men lowered the temperature of air until it liquefied and then distilled the component gases by boiling them off one at a time and capturing them. Later, in 1901, oxyacetylene welding was demonstrated for the first time by burning a mixture of acetylene and compressed O2. This method of welding and cutting metal later became common.


          In 1923 the American scientist Robert H. Goddard became the first person to develop a rocket engine; the engine used gasoline for fuel and liquid oxygen as the oxidizer. Goddard successfully flew a small liquid-fueled rocket 56m at 97km/h on March 16, 1926 in Auburn, Massachusetts, USA.


          


          Industrial production


          Two major methods are employed to produce the 100milliontonnes of O2 extracted from air for industrial uses annually. The most common method is to fractionally-distill liquefied air into its various components, with nitrogen N2 distilling as a vapor while oxygen O2 is left as a liquid.
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          The other major method of producing O2 gas involves passing a stream of clean, dry air through one bed of a pair of identical zeolite molecular sieves, which absorbs the nitrogen and delivers a gas stream that is 90%to93% O2. Simultaneously, nitrogen gas is released from the other nitrogen-saturated zeolite bed, by reducing the chamber operating pressure and diverting part of the oxygen gas from the producer bed through it, in the reverse direction of flow. After a set cycle time the operation of the two beds is interchanged, thereby allowing for a continuous supply of gaseous oxygen to be pumped through a pipeline. This is known as pressure swing adsorption. Oxygen gas is increasingly obtained by these non- cryogenic technologies (see also the related vacuum swing adsorption).


          Oxygen gas can also be produced through electrolysis of water into molecular oxygen and hydrogen. A similar method is the electrocatalytic O2 evolution from oxides and oxoacids. Chemical catalysts can be used as well, such as in chemical oxygen generators or oxygen candles that are used as part of the life-support equipment on submarines, and are still part of standard equipment on commercial airliners in case of depressurization emergencies. Another air separation technology involves forcing air to dissolve through ceramic membranes based on zirconium dioxide by either high pressure or an electric current, to produce nearly pure O2 gas.


          In large quantities, the price of liquid oxygen in 2001 was approximately $0.21/kg. Since the primary cost of production is the energy cost of liquefying the air, the production cost will change as energy cost varies.


          For reasons of economy oxygen is often transported in bulk as a liquid in specially-insulated tankers, since one litre of liquefied oxygen is equivalent to 840liters of gaseous oxygen at atmospheric pressure and 20  C. Such tankers are used to refill bulk liquid oxygen storage containers, which stand outside hospitals and other institutions with a need for large volumes of pure oxygen gas. Liquid oxygen is passed through heat exchangers, which convert the cryogenic liquid into gas before it enters the building. Oxygen is also stored and shipped in smaller cylinders containing the compressed gas; a form that is useful in certain portable medical applications and oxy-fuel welding and cutting.


          


          Applications


          


          Medical
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          Uptake of O2 from the air is the essential purpose of respiration, so oxygen supplementation is used in medicine. Oxygen therapy is used to treat emphysema, pneumonia, some heart disorders, and any disease that impairs the body's ability to take up and use gaseous oxygen. Treatments are flexible enough to be used in hospitals, the patient's home, or increasingly by portable devices. Oxygen tents were once commonly used in oxygen supplementation, but have since been replaced mostly by the use of oxygen masks or nasal cannulas. Hyperbaric (high-pressure) medicine uses special oxygen chambers to increase the partial pressure of O2 around the patient and, when needed, the medical staff.


          Carbon monoxide poisoning, gas gangrene, and decompression sickness (the 'bends') are sometimes treated using these devices. Increased O2 concentration in the lungs helps to displace carbon monoxide from the heme group of hemoglobin. Oxygen gas is poisonous to the anaerobic bacteria that cause gas gangrene, so increasing its partial pressure helps kill them. Decompression sickness occurs in divers who decompress too quickly after a dive, resulting in bubbles of inert gas, mostly nitrogen and argon, forming in their blood. Increasing the pressure of O2 as soon as possible is part of the treatment.


          Oxygen is also used medically for patients who require mechanical ventilation, often at concentrations above the 21% found in ambient air.


          


          Life support and recreational use
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          A notable application of O2 as a low-pressure breathing gas is in modern space suits, which surround their occupant's body with pressurized air. These devices use nearly pure oxygen at about one third normal pressure, resulting in a normal blood partial pressure of O2. This trade-off of higher oxygen concentration for lower pressure is needed to maintain flexible spacesuits.


          Scuba divers and submariners also rely on artificially-delivered O2, but most often use normal pressure, and/or mixtures of oxygen and air. Pure or nearly pure O2 use in diving at higher-than-sea-level pressures is usually limited to rebreather, decompression, or emergency treatment use at relatively shallow depths (~ 6 meters depth, or less). Deeper diving requires significant dilution of O2 with other gases, such as nitrogen or helium, to help prevent oxygen toxicity.


          People who climb mountains or fly in non-pressurized fixed-wing aircraft sometimes have supplemental O2 supplies. Passengers traveling in (pressurized) commercial airplanes have an emergency supply of O2 automatically supplied to them in case of cabin depressurization. Sudden cabin pressure loss activates chemical oxygen generators above each seat, causing oxygen masks to drop and forcing iron fillings into the sodium chlorate inside the canister. A steady stream of oxygen gas is produced by the exothermic reaction.


          Oxygen, as a supposed mild euphoric, has a history of recreational use in oxygen bars and in sports. Oxygen bars are establishments, found in Japan, California and Las Vegas, Nevada since the late 1990s that offer higher than normal O2 exposure for a fee. Professional athletes, especially in American football, also sometimes go off field between plays to wear oxygen masks in order to get a supposed "boost" in performance. However, the reality of a pharmacological effect is doubtful; a placebo or psychological boost being the most plausible explanation. Available studies support a performance boost from enriched O2 mixtures only if they are breathed during actual aerobic exercise. Other recreational uses include pyrotechnic applications, such as George Goble's five-second ignition of barbeque grills.


          


          Industrial
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          Smelting of iron ore into steel consumes 55% of commercially-produced oxygen. In this process, O2 is injected through a high-pressure lance into molten iron, which removes sulfur impurities and excess carbon as the respective oxides, SO2 and CO2. The reactions are exothermic, so the temperature increases to 1700  C.


          Another 25% of commercially-produced oxygen is used by the chemical industry. Ethylene is reacted with O2 to create ethylene oxide, which, in turn, is converted into ethylene glycol; the primary feeder material used to manufacture a host of products, including antifreeze and polyester polymers (the precursors of many plastics and fabrics).


          Most of the remaining 20% of commercially-produced oxygen is used in medical applications, metal cutting and welding, as an oxidizer in rocket fuel, and in water treatment. Oxygen is used in oxyacetylene welding burning acetylene with O2 to produce a very hot flame. In this process, metal up to 60 cm thick is first heated with a small oxy-acetylene flame and then quickly cut by a large stream of O2. Rocket propulsion requires a fuel and an oxidizer. Larger rockets use liquid oxygen as their oxidizer, which is mixed and ignited with the fuel for propulsion.


          


          Scientific
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          Paleoclimatologists measure the ratio of oxygen-18 and oxygen-16 in the shells and skeletons of marine organisms to determine what the climate was like millions of years ago (see oxygen isotope ratio cycle). Seawater molecules that contain the lighter isotope, oxygen-16, evaporate at a slightly faster rate than water molecules containing the 12% heavier oxygen-18; this disparity increases at lower temperatures. During periods of lower global temperatures, snow and rain from that evaporated water tends to be higher in oxygen-16, and the seawater left behind tends to be higher in oxygen-18. Marine organisms then incorporate more oxygen-18 into their skeletons and shells than they would in a warmer climate. Paleoclimatologists also directly measure this ratio in the water molecules of ice core samples that are up to several hundreds of thousands of years old.


          Planetary geologists have measured different abundances of oxygen isotopes in samples from the Earth, the Moon, Mars, and meteorites, but were long unable to obtain reference values for the isotope ratios in the Sun, believed to be the same as those of the primordial solar nebula. However, analysis of a silicon wafer exposed to the solar wind in space and returned by the crashed Genesis spacecraft has shown that the Sun has a higher proportion of oxygen-16 than does the Earth. The measurement implies that an unknown process depleted oxygen-16 from the Sun's disk of protoplanetary material prior to the coalescence of dust grains that formed the Earth.


          Oxygen presents two spectrophotometric absorption bands peaking at the wavelengths 687 and 760 nm. Some remote sensing scientists have proposed using the measurement of the radiance coming from vegetation canopies in those bands to characterize plant health status from a satellite platform. This approach exploits the fact that in those bands it is possible to discriminate the vegetation's reflectance from its fluorescence, which is much weaker. The measurement is technically difficult owing to the low signal-to-noise ratio and the physical structure of vegetation; but it has been proposed as a possible method of monitoring the carbon cycle from satellites on a global scale.



          


          Compounds
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          The oxidation state of oxygen is 2 in almost all known compounds of oxygen. The oxidation state 1 is found in a few compounds such as peroxides. Compounds containing oxygen in other oxidation states are very uncommon: 1/2 ( superoxides), 1/3 ( ozonides), 0 ( elemental, hypofluorous acid), +1/2 ( dioxygenyl), +1 ( dioxygen difluoride), and +2 ( oxygen difluoride).


          


          Oxides and other inorganic compounds


          Water (H2O) is the oxide of hydrogen and the most familiar oxygen compound. Hydrogen atoms are covalently bonded to oxygen in a water molecule but also have an additional attraction (about 23.3kJmol1 per hydrogen atom) to an adjacent oxygen atom in a separate molecule. These hydrogen bonds between water molecules hold them approximately 15% closer than what would be expected in a simple liquid with just Van der Waals forces.
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          Due to its electronegativity, oxygen forms chemical bonds with almost all other elements at elevated temperatures to give corresponding oxides. However, some elements readily form oxides at standard conditions for temperature and pressure; the rusting of iron is an example. The surface of metals like aluminium and titanium are oxidized in the presence of air and become coated with a thin film of oxide that passivates the metal and slows further corrosion. Some of the transition metal oxides are found in nature as non-stoichiometric compounds, with a slightly less metal than the chemical formula would show. For example, the natural occurring FeO ( wstite) is actually written as Fe1xO, where x is usually around 0.05.


          Oxygen as a compound is present in the atmosphere in trace quantities in the form of carbon dioxide (CO2). The earth's crustal rock is composed in large part of oxides of silicon (silica SiO2, found in granite and sand), aluminium (aluminium oxide Al2O3, in bauxite and corundum), iron ( iron(III) oxide Fe2O3, in hematite and rust) and other metals.


          The rest of the Earth's crust is also made of oxygen compounds, in particular calcium carbonate (in limestone) and silicates (in feldspars). Water-soluble silicates in the form of Na4SiO4, Na2SiO3, and Na2Si2O5 are used as detergents and adhesives.


          Oxygen also acts as a ligand for transition metals, forming metalO2 bonds with the iridium atom in Vaska's complex, with the platinum in PtF6, and with the iron centre of the heme group of hemoglobin.


          


          Organic compounds and biomolecules
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          Among the most important classes of organic compounds that contain oxygen are (where "R" is an organic group): alcohols (R-OH); ethers (R-O-R); ketones (R-CO-R); aldehydes (R-CO-H); carboxylic acids (R-COOH); esters (R-COO-R); acid anhydrides (R-CO-O-CO-R); and amides (R-C(O)-NR2). There are many important organic solvents that contain oxygen, including: acetone, methanol, ethanol, isopropanol, furan, THF, diethyl ether, dioxane, ethyl acetate, DMF, DMSO, acetic acid, and formic acid. Acetone ((CH3)2CO) and phenol (C6H5OH) are used as feeder materials in the synthesis of many different substances. Other important organic compounds that contain oxygen are: glycerol, formaldehyde, glutaraldehyde, citric acid, acetic anhydride, and acetamide. Epoxides are ethers in which the oxygen atom is part of a ring of three atoms.


          Oxygen reacts spontaneously with many organic compounds at or below room temperature in a process called autoxidation. Most of the organic compounds that contain oxygen are not made by direct action of O2. Organic compounds important in industry and commerce that are made by direct oxidation of a precursor include ethylene oxide and peracetic acid.
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          The element is found in almost all biomolecules that are important to (or generated by) life. Only a few common complex biomolecules, such as squalene and the carotenes, contain no oxygen. Of the organic compounds with biological relevance, carbohydrates contain the largest proportion by mass of oxygen. All fats, fatty acids, amino acids, and proteins contain oxygen (due to the presence of carbonyl groups in these acids and their ester residues). Oxygen also occurs in phosphate (PO43) groups in the biologically important energy-carrying molecules ATP and ADP, in the backbone and the purines (except adenine) and pyrimidines of RNA and DNA, and in bones as calcium phosphate and hydroxylapatite.


          


          Precautions


          


          Toxicity
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          Oxygen gas (O2) can be toxic at elevated partial pressures, leading to convulsions and other health problems. Oxygen toxicity usually begins to occur at partial pressures more than 50kilo pascals(kPa), or 2.5 times the normal sea-level O2 partial pressure of about 21kPa. Therefore, air supplied through oxygen masks in medical applications is typically composed of 30% O2 by volume (about 30kPa at standard pressure). At one time, premature babies were placed in incubators containing O2-rich air, but this practice was discontinued after some babies were blinded by it.


          Breathing pure O2 in space applications, such as in some modern space suits, or in early spacecraft such as Apollo, causes no damage due to the low total pressures used. In the case of spacesuits, the O2 partial pressure in the breathing gas is, in general, about 30kPa (1.4 times normal), and the resulting O2 partial pressure in the astronaut's arterial blood is only marginally more than normal sea-level O2 partial pressure (see arterial blood gas).


          Oxygen toxicity to the lungs and central nervous system can also occur in deep scuba diving and surface supplied diving. Prolonged breathing of an air mixture with an O2 partial pressure more than 60kPa can eventually lead to permanent pulmonary fibrosis. Exposure to a O2 partial pressures greater than 160kPa may lead to convulsions (normally fatal for divers). Acute oxygen toxicity can occur by breathing an air mixture with 21% O2 at 66m or more of depth while the same thing can occur by breathing 100% O2 at only 6m.


          


          Combustion and other hazards
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          Highly-concentrated sources of oxygen promote rapid combustion. Fire and explosion hazards exist when concentrated oxidants and fuels are brought into close proximity; however, an ignition event, such as heat or a spark, is needed to trigger combustion. Oxygen itself is not the fuel, but the oxidant. Combustion hazards also apply to compounds of oxygen with a high oxidative potential, such as peroxides, chlorates, nitrates, perchlorates, and dichromates because they can donate oxygen to a fire.
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          Concentrated O2 will allow combustion to proceed rapidly and energetically. Steel pipes and storage vessels used to store and transmit both gaseous and liquid oxygen will act as a fuel; and therefore the design and manufacture of O2 systems requires special training to ensure that ignition sources are minimized. The fire that killed the Apollo 1 crew on a test launch pad spread so rapidly because the capsule was pressurized with pure O2 but at slightly more than atmospheric pressure, instead of the ⅓ normal pressure that would be used in a mission.


          Liquid oxygen spills, if allowed to soak into organic matter, such as wood, petrochemicals, and asphalt can cause these materials to detonate unpredictably on subsequent mechanical impact. On contact with the human body, it can also cause cryogenic burns to the skin and the eyes.
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          Oxyrhynchus ( Greek: Ὀύ; "sharp-nosed"; ancient Egyptian Pr-Medjed; Coptic Pemdje; modern Egyptian Arabic el-Bahnasa) is a city in Upper Egypt, located about 160km south-southwest of Cairo, in the governorate of Al Minya. It is also an archaeological site, considered one of the most important ever discovered. For the past century, the area around Oxyrhynchus has been continually excavated, yielding an enormous collection of papyrus texts dating from the time of the Ptolemaic and Roman periods of Egyptian history. Among the texts discovered at Oxyrhynchus are plays of Menander and fragments of the Gospel of Thomas, an early Christian document.


          History


          Oxyrhynchus lies west of the main course of the Nile, on the Bahr Yussef (Canal of Joseph), a branch of the Nile that terminates in Lake Moeris and the Fayum oasis. In ancient Egyptian times, there was a city on the site called Per-Medjed, which was the capital of the 19th Upper Egyptian Nome. After the conquest of Egypt by Alexander the Great in 332 BC, the city was reestablished as a Greek town, called Oxyrhynchou Polis (ύ ό - "town of the sharp-snouted fish").


          In Hellenistic times, Oxyrhynchus was a prosperous regional capital, the third-largest city in Egypt. After Egypt was Christianized, it became famous for its many churches and monasteries. It remained a prominent, though gradually declining, town in the Roman and Byzantine periods. After the Arab invasion of Egypt in 641, the canal system on which the town depended fell into disrepair, and Oxyrhynchus was abandoned. Today the town of el-Bahnasa occupies part of the ancient site.


          For more than 1,000 years, the inhabitants of Oxyrhynchus dumped garbage at a series of sites out in the desert sands beyond the town limits. The fact that the town was built on a canal rather than on the Nile itself was important, because this meant that the area did not flood every year with the rising of the river, as did the districts along the riverbank. When the canals dried up, the water table fell and never rose again. The area west of the Nile has virtually no rain, so the garbage dumps of Oxyrhynchus were gradually covered with sand and were forgotten for another 1,000 years.


          Because Egyptian society under the Greeks and Romans was governed bureaucratically, and because Oxyrhynchus was the capital of the 19th nome, the material at the Oxyrhynchus dumps included vast amounts of paper. Accounts, tax returns, census material, invoices, receipts, correspondence on administrative, military, religious, economic, and political matters, certificates and licenses of all kindsall these were periodically cleaned out of government offices, put in wicker baskets, and dumped out in the desert. Private citizens added their own piles of unwanted paper. Because papyrus was expensive, paper was often reused: a document might have farm accounts on one side, and a student's text of Homer on the other. The Oxyrhynchus Papyri, therefore, contained a complete record of the life of the town, and of the civilizations and empires of which the town was a part.


          The town site of Oxyrhynchus itself has never been excavated, because the modern Egyptian town is built on top of it, but it is believed that the city had many public buildings, including a theatre with a capacity of 11,000 spectators, a hippodrome, four public baths, a gymnasium, and two small ports on the Bahr Yussef. It is also likely that there were military buildings, such as barracks, since the city supported a military garrison on several occasions during the Roman and Byzantine periods. During the Greek and Roman periods, Oxyrhynchus had temples to Serapis, Zeus- Amun, Hera-Isis, Atargatis- Bethnnis and Osiris. There were also Greek temples to Demeter, Dionysus, Hermes, and Apollo; as well as Roman temples to Jupiter Capitolinus and Mars. In the Christian era, Oxyrhynchus was the seat of a bishopric, and the modern town still has several ancient Coptic Christian churches.


          When Flinders Petrie visited Oxyrhynchus in 1922, he found remains of the colonnades and theatre. Now only part of a single column remains: everything else has been scavenged for building material for modern housing.


          


          Excavation


          In 1882, Egypt, while still nominally part of the Ottoman Empire, came under effective British rule, and British archaeologists began the systematic exploration of the country. Because Oxyrhynchus was not considered an Ancient Egyptian site of any importance, it was neglected until 1896, when two young excavators, Bernard Grenfell and Arthur Hunt, both fellows of Queen's College, Oxford, began to excavate it. "My first impressions on examining the site were not very favourable," wrote Grenfell. "The rubbish mounds were nothing but rubbish mounds." However, they very soon realized what they had found. The unique combination of climate and circumstance had left at Oxyrhynchus an unequalled archive of the ancient world. "The flow of papyri soon became a torrent," Grenfell recalled. "Merely turning up the soil with one's boot would frequently disclose a layer."


          Being classically educated Englishmen, Grenfell and Hunt were mainly interested in the possibility that Oxyrhynchus might reveal the lost masterpieces of classical Greek literature. They knew, for example, that the Constitution of Athens by Aristotle had been discovered on Egyptian papyrus in 1890. This hope inspired them and their successors to sift through the mountains of rubbish at Oxyrhynchus for the next century. Their efforts were amply rewarded: it has been estimated that over 70% of all the literary papyri so far discovered come from Oxyrhynchus, both copies of well-known standard works (many in versions significantly closer to the originals than those that had been transmitted in medieval manuscripts) and previously unknown works by the greatest authors of antiquity.


          

          However, from the many thousands of papyri excavated from Oxyrhynchus, only about 10% were literary. The rest consisted of public and private documents: codes, edicts, registers, official correspondence, census-returns, tax-assessments, petitions, court-records, sales, leases, wills, bills, accounts, inventories, horoscopes, and private letters. Still, Grenfell and Hunt found enough texts of more general interest to keep them going in the hope of finding more. In their first year of digging alone, they found parts of several lost plays of Sophocles, such as the Ichneutae and many other books and fragments, including parts of what appeared to be an unknown Christian gospel. These discoveries captured the public imagination, and Grenfell and Hunt sent articles and photos to newspapers in Britain, arguing the importance of their work and seeking donations to keep it going.


          Aside from the years of World War I, Grenfell and Hunt devoted their lives to work on the material from Oxyrhynchus. For ten years, from 1896 to 1906, every winter, when the Egyptian climate was bearable, Grenfell and Hunt supervised hundreds of Egyptian workers, excavating the rubbish mounds, digging up tightly packed layers of papyrus mixed with earth. The finds were sifted, partially cleaned and then shipped to Grenfell and Hunt's base at Oxford. During the summer, Grenfell and Hunt cleaned, sorted, translated and compared the year's haul, assembling complete texts from dozens of fragments and extracts. In 1898, they published the first volume of their finds. They worked closely together, each revising what the other wrote, and publishing the result jointly. In 1920, however, Grenfell died, leaving Hunt to continue the work with other collaborators until his own death in 1934. Meanwhile, Italian excavators had returned to the site: their work, from 1910 to 1934, brought to light many further papyri, including additional pieces of papyrus rolls of which parts had already been discovered by Grenfell and Hunt.


          


          Finds


          Although the hope of finding all the lost literary works of antiquity at Oxyrhynchus was not realized, many important Greek texts were found at the site. These include poems of Pindar, fragments of Sappho and Alcaeus, along with larger pieces of Alcman, Ibycus, and Corinna.


          There were also extensive remains of the Hypsipyle of Euripides, a large portion of the plays of Menander, and a large part of the Ichneutae of Sophocles. (The latter work was adapted, in 1988, into a play entitled The Trackers of Oxyrhynchus, by British poet and author Tony Harrison, featuring Grenfell and Hunt as main characters). Also found were the oldest and most complete diagrams from Euclid's Elements. Another important find was the historical work known as the Hellenica Oxyrhynchia, whose author is unknown but may be Ephorus or, as many currently think, Cratippus. A life of Euripides by Satyrus the Peripatetic was also unearthed, while an epitome of some of the lost books of Livy was the most important literary find in Latin.


          The classical author who has most benefited from the finds at Oxyrhynchus is the Athenian playwright Menander (342291 BC), whose comedies were very popular in Hellenistic times and whose works are frequently found in papyrus fragments. Menander's plays found in fragments at Oxyrhynchus include Misoumenos, Dis Exapaton, Epitrepontes, Karchedonios, and Kolax. The works found at Oxyrhynchus have greatly raised Menander's status among classicists and scholars of Greek theatre.


          Among the Christian texts found at Oxyrhynchus, were fragments of early non- canonical Gospels, Oxyrhynchus 840 (3rd century AD) and Oxyrhynchus 1224 (4th century AD). Other Oxyrhynchus texts preserve parts of Matthew 1 (3rd century: P2 and P401), 1112 and 19 (3rd to 4th century: P2384, 2385); Mark 1011 (5th to 6th century: P3); John 1, and 20 (3rd century: P208); Romans 1 (4th century: P209); the First Epistle of John (4th-5th century: P402); the Apocalypse of Baruch (chapters 1214; 4th or 5th century: P403); the Gospel according to the Hebrews (3rd century AD: P655); The Shepherd of Hermas (3rd or 4th century: P404), and a work of Irenaeus, (3rd century: P405). There are many parts of other canonical books as well as many early Christian hymns, prayers, and letters also found among them.


          There is an on-line table of contents briefly listing the type of contents of each papyrus or fragment


          


          The project today
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          Since the 1930s, work on the papyri has continued. For the past twenty years, it has been under the supervision of Professor Peter Parsons of Oxford. Seventy-one large volumes of the Oxyrhynchus Papyri have been published, and these have become an essential reference work for the study of Egypt between the 4th century BC and the 7th century AD. They are also extremely important for the history of the early Christian Church, since many Christian documents have been found at Oxyrhynchus in far earlier versions than those known elsewhere. At least another forty volumes are anticipated.


          Since the days of Grenfell and Hunt, the focus of attention at Oxyrhynchus has shifted. Modern archaeologists are less interested in finding the lost plays of Aeschylus, although some still dig in hope, and more in learning about the social, economic, and political life of the ancient world. This shift in emphasis had made Oxyrhynchus, if anything, even more important, for the very ordinariness of most of its preserved documents makes them most valuable for modern scholars of social history. Many works on Egyptian and Roman social and economic history and on the history of Christianity rely heavily on documents from Oxyrhynchus.


          In 1966, the publication of the papyri was formally adopted as a Major Research Project of the British Academy, jointly managed by Oxford University and University College London and headed by Parsons. The project's chief researcher and administrator is Dr Nikolaos Gonis. The Academy provided funding until 1999; the project then enjoyed a grant from the Arts and Humanities Research Board, which funded ongoing work until 2005. Today some 100,000 papyrus fragments are housed at the Sackler Library, Oxford, with their indexes, archives and photographic record; it is the biggest hoard of classical manuscripts in the world. About 2,000 items are mounted in glass  the rest are conserved in 800 boxes.


          The focus of the project is now mainly on the publication of this vast archive of material: by 2003 4,700 items had been translated, edited and published. Publication continues at the rate of about one new volume each year. Each volume contains a selection of material, covering a wide range of subjects. The editors include senior professionals but also students studying papyrology at the doctoral or undergraduate level. Thus recent volumes offer early fragments of the Gospels and of the Book of Revelation, early witnesses to the texts of Apollonius Rhodius, Aristophanes, Demosthenes, and Euripides, previously unknown texts of Simonides and Menander and of the epigrammatist Nicarchus. Other subjects covered include specimens of Greek music and documents relating to magic and astrology.


          A joint project with Brigham Young University using multi-spectral imaging technology has been extremely successful in recovering previously illegible writing. With multi-spectral imaging, many pictures of the illegible papyrus are taken using different filters, finely tuned to capture certain wavelengths of light. Thus, researchers can find the optimum spectral portion for distinguishing ink from paper in order to display otherwise completely illegible papyri. The amount of text potentially to be deciphered by this technique is huge. A selection of the images obtained during the project and more information on the latest discoveries has been provided on the project's website.


          On 21 June 2005 the Times Literary Supplement published the text and translation of a newly reconstructed poem by Sappho, together with important discussion by Martin L. West. Part of this poem was first published in 1922 from an Oxyrhynchus papyrus, no. 1787 (fragment 1). Most of the rest of the poem has now been found on a papyrus kept at Cologne University.
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              	IUPAC name

              	Trioxygen
            


            
              	Identifiers
            


            
              	CAS number

              	[10028-15-6]
            


            
              	Properties
            


            
              	Molecular formula

              	O3
            


            
              	Molar mass

              	47.998gmol1
            


            
              	Appearance

              	bluish colored gas
            


            
              	Density

              	2.144gL1 (0C), gas
            


            
              	Melting point

              	
                80.7K, 192.5C

              
            


            
              	Boiling point

              	
                161.3K, 111.9C

              
            


            
              	Solubility in water

              	0.105g100mL1 (0C)
            


            
              	Thermochemistry
            


            
              	Std enthalpy of

              formation fHo298

              	+142.3kJmol1
            


            
              	Standard molar

              entropy So298

              	237.7JK1.mol1
            


            
              	Hazards
            


            
              	EU classification

              	not listed
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Ozone (O3) is a triatomic molecule, consisting of three oxygen atoms. It is an allotrope of oxygen that is much less stable than the diatomic O2. Ground-level ozone is an air pollutant with harmful effects on the respiratory systems of animals. Ozone in the upper atmosphere filters potentially damaging ultraviolet light from reaching the Earth's surface. It is present in low concentrations throughout the Earth's atmosphere. It has many industrial and consumer applications. Ozone, the first allotrope of a chemical element to be recognized by science, was proposed as a distinct chemical compound by Christian Friedrich Schnbein in 1840, who named it after the Greek word for smell (ozein), from the peculiar odour in lightning storms. The formula for ozone, O3, was not determined until 1865 by Jacques-Louis Soret and confirmed by Schnbein in 1867. The odour from a lightning strike is from ions produced during the rapid chemical changes, not from the ozone itself.


          


          Physical properties


          Ozone is a pale blue, poisonous gas with a sharp, cold, irritating odour. Most people can detect about 0.01 ppm in air. Exposure to 0.1 to 1 ppm produces headaches, burning eyes, and irritation to the respiratory passages.


          At -112C, it forms a dark blue liquid. At temperatures below -193C, it forms a violet-black solid.


          


          Structure


          The structure of ozone, according to experimental evidence from microwave spectroscopy, is bent, with C2v symmetry (similar to the water molecule), O  O distance of 127.2pm and O  O  O angle of 116.78. The central atom forms an sp hybridization with one lone pair. Ozone is a polar molecule with a dipole moment of 0.5337 D. The bonding is single bond on one side and double bond on the other side, and these bonds are blended to become known as resonance structures. The bond order is 1.5 for each side.


          


          Chemistry


          Ozone is a powerful oxidizing agent, far better than dioxygen. It is also unstable at high concentrations, decaying to ordinary diatomic oxygen (in about half an hour in atmospheric conditions):


          
            	2 O3  3 O2.

          


          This reaction proceeds more rapidly with increasing temperature and decreasing pressure. Deflagration of ozone can be triggered by a spark, and can occur in ozone concentrations of 10 wt% or higher. Ozone will oxidize metals (except gold, platinum, and iridium) to oxides of the metals in their highest oxidation state:


          
            	2 Cu2+(aq) + 2 H3O+(aq) + O3(g)  2 Cu3+(aq) + 3 H2O(l) + O2(g)

          


          Ozone also increases the oxidation number of oxides:


          
            	NO + O3  NO2 + O2

          


          The above reaction is accompanied by chemiluminescence. The NO2 can be further oxidized:


          
            	NO2 + O3  NO3 + O2

          


          The NO3 formed can react with NO2 to form N2O5:


          
            	NO2 + NO3  N2O5

          


          Ozone reacts with carbon to form carbon dioxide, even at room temperature:


          
            	C + 2 O3  CO2 + 2 O2

          


          Ozone does not react with ammonium salts but it reacts with ammonia to form ammonium nitrate:


          
            	2 NH3 + 4 O3  NH4NO3 + 4 O2 + H2O

          


          Ozone reacts with sulfides to make sulfates:


          
            	PbS + 4 O3  PbSO4 + 4 O2

          


          Sulfuric acid can be produced from ozone, starting either from elemental sulfur or from sulfur dioxide:


          
            	S + H2O + O3  H2SO4


            	3 SO2 + 3 H2O + O3  3 H2SO4

          


          All three atoms of ozone may also react, as in the reaction with tin(II) chloride and hydrochloric acid and NaCl along with Ammonium Nitrate:


          
            	3 SnCl2 + 6 HCl + O3  3 SnCl4 + 3 H2O

          


          In the gas phase, ozone reacts with hydrogen sulfide to form sulfur dioxide:


          
            	H2S + O3  SO2 + H2O

          


          In an aqueous solution, however, two competing simultaneous reactions occur, one to produce elemental sulfur, and one to produce sulfuric acid:


          
            	H2S + O3  S + O2 + H2O


            	3 H2S + 4 O3  3 H2SO4

          


          Iodine perchlorate can be made by treating iodine dissolved in cold anhydrous perchloric acid with ozone:


          
            	I2 + 6 HClO4 + O3  2 I(ClO4)3 + 3 H2O

          


          Solid nitryl perchlorate can be made from NO2, ClO2, and O3 gases:


          
            	2 NO2 + 2 ClO2 + 2 O3  2 NO2ClO4 + O2

          


          Ozone can be used for combustion reactions and combusting gases in ozone provides higher temperatures than combusting in dioxygen (O2). Following is a reaction for the combustion of carbon subnitride which can also cause lower temperatures:


          
            	3 C4N2 + 4 O3  12 CO + 3 N2

          


          Ozone can react at cryogenic temperatures. At 77 K (-196 C), atomic hydrogen reacts with liquid ozone to form a hydrogen superoxide radical, which dimerizes:


          
            	H + O3  HO2 + O


            	2 HO2  H2O4

          


          Ozonides can be formed, which contain the ozonide anion, O3-. These compounds are explosive and must be stored at cryogenic temperatures. Ozonides for all the alkali metals are known. KO3, RbO3, and CsO3 can be prepared from their respective superoxides:


          
            	KO2 + O3  KO3 + O2

          


          Although KO3 can be formed as above, it can also be formed from potassium hydroxide and ozone:


          
            	2 KOH + 5 O3  2 KO3 + 5 O2 + H2O

          


          NaO3 and LiO3 must be prepared by action of CsO3 in liquid NH3 on an ion exchange resin containing Na+ or Li+ ions:


          
            	CsO3 + Na+  Cs+ + NaO3

          


          Treatment with ozone of calcium dissolved in ammonia leads to ammonium ozonide and not calcium ozonide:


          
            	3 Ca + 10 NH3 + 6 O3  Ca6NH3 + Ca(OH)2 + Ca(NO3)2 + 2 NH4O3 + 2 O2 + H2

          


          Ozone can be used to remove manganese from the water, forming a precipitate which can be filtered:


          
            	2 Mn2+ + 2 O3 + 4 H2O  2 MnO(OH)2 (s) + 2 O2 + 4 H+

          


          Ozone will also turn cyanides to the one thousand times less toxic cyanates:


          
            	CN- + O3  CNO- + O2

          


          Finally, ozone will also completely decompose urea:


          
            	(NH2)2CO + O3  N2 + CO2 + 2 H2O

          


          


          Ozone in Earth's atmosphere
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              The distribution of atmospheric ozone in partial pressure as a function of altitude.
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              Concentration of ozone as measured by the Nimbus-7 satellite.
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              Total ozone concentration in June 2000 as measured by EP-TOMS satellite instrument.
            

          


          The standard way to express total ozone levels (the volume of ozone in a vertical column) in the atmosphere is by using Dobson units. Concentrations at a point are measured in parts per billion (ppb) or in g/m.


          


          Ozone layer


          The highest levels of ozone in the atmosphere are in the stratosphere, in a region also known as the ozone layer between about 10 km and 50 km above the surface (or between 6.21 and 31.1 miles). Here it filters out photons with shorter wavelengths (less than 320 nm) of ultraviolet light, also called UV rays, (270 to 400 nm) from the Sun that would be harmful to most forms of life in large doses. These same wavelengths are also among those responsible for the production of vitamin D, which is essential for human health. Ozone in the stratosphere is mostly produced from ultraviolet rays reacting with oxygen:


          
            	O2 + photon(radiation< 240 nm)  2 O

          


          
            	O + O2  O3

          


          It is destroyed by the reaction with atomic oxygen:


          
            	O3 + O  2 O2

          


          (See Ozone-oxygen cycle for more detail.)


          The latter reaction is catalysed by the presence of certain free radicals, of which the most important are hydroxyl (OH), nitric oxide (NO) and atomic chlorine (Cl) and bromine (Br). In recent decades the amount of ozone in the stratosphere has been declining mostly due to emissions of CFCs and similar chlorinated and brominated organic molecules, which have increased the concentration of ozone-depleting catalysts above the natural background. Ozone only makes up 0.00006% of the atmosphere. See ozone depletion for more information.


          


          Low level ozone


          Low level ozone (or tropospheric ozone) is regarded as a pollutant by the World Health Organization. It is not emitted directly by car engines or by industrial operations. It is formed by the reaction of sunlight on air containing hydrocarbons and nitrogen oxides that react to form ozone directly at the source of the pollution or many kilometers down wind. For more details of the complex chemical reactions that produce low level ozone see tropospheric ozone.


          Ozone reacts directly with some hydrocarbons such as aldehydes and thus begins their removal from the air, but the products are themselves key components of smog. Ozone photolysis by UV light leads to production of the hydroxyl radical OH and this plays a part in the removal of hydrocarbons from the air, but is also the first step in the creation of components of smog such as peroxyacyl nitrates which can be powerful eye irritants. The atmospheric lifetime of tropospheric ozone is about 22 days and its main removal mechanisms are being deposited to the ground, the above mentioned reaction giving OH, and by reactions with OH and the peroxy radical HO2 (Stevenson et al, 2006).


          As well as having an impact on human health (see below) there is also evidence of significant reduction in agricultural yields due to increased ground-level ozone and pollution which interferes with photosynthesis and stunts overall growth of some plant species.


          Certain examples of cities with elevated ozone readings are Houston and Mexico City. Houston has a reading of around 41 ppb, while Mexico City is far more hazardous, with a reading of about 125 ppb.


          


          Ozone as a greenhouse gas


          Although ozone was present at ground level before the industrial revolution, peak concentrations were far higher than the pre-industrial levels and even background concentrations well away from sources of pollution are substantially higher. This increase in ozone is of further concern as ozone present in the upper troposphere acts as a greenhouse gas, absorbing some of the infrared energy emitted by the earth. Quantifying the greenhouse gas potency of ozone is difficult as it is not present in uniform concentrations across the globe. However, the most recent scientific review on the climate change (the IPCC Third Assessment Report) suggests that the radiative forcing of tropospheric ozone is about 25% that of carbon dioxide.


          


          Ozone cracking


          Ozone gas attacks any polymer possessing olefinic or double bonds within its chain structure, such materials including natural rubber, nitrile rubber, and Styrene-butadiene rubber. Products made using these polymers are especially susceptible to the problem, which causes deep and dangerous cracks to grow slowly with time, the rate of crack growth depending on the load carried by the product and the concentration of ozone in the atmosphere. Such products can be protected by adding anti-ozonants, such as waxes which bloom to the surface and create a protective film. Ozone cracks used to be a serious problem in car tires for example, but the problem is now seen only in very old tires.


          


          Ozone and health


          


          Ozone in air pollution


          
            [image: ]

            

          


          There is a great deal of evidence to show that high concentrations (ppm) of ozone, created by high concentrations of pollution and daylight UV rays at the earth's surface, can harm lung function and irritate the respiratory system. A connection has also been shown to exist between increased ozone caused by thunderstorms and hospital admissions of asthma sufferers. Air quality guidelines such as those from the World Health Organization are based on detailed studies of what levels can cause measurable health effects.


          A common British folk myth dating back to the Victorian era holds that the smell of the sea is caused by ozone, and that this smell has "bracing" health benefits. Neither of these is true. The characteristic "smell of the sea" is not caused by ozone, but by the presence of dimethyl sulfide generated by phytoplankton, and dimethyl sulfide, like ozone, is toxic in high concentrations.


          The United States Environmental Protection Agency has developed an Air Quality index to help explain air pollution levels to the general public. 8-hour average ozone concentrations of 85 to 104 ppbv are described as "Unhealthy for Sensitive Groups", 105 ppbv to 124 ppbv as "unhealthy" and 125 ppb to 404 ppb as "very unhealthy". The EPA has designated over 300 counties of the United States, clustered around the most heavily populated areas (especially in California and the Northeast), as failing to comply with the National Ambient Air Quality Standards.


          Ozone can also be present in indoor air pollution.


          


          Physiology of ozone


          Ozone, along with reactive forms of oxygen such as superoxide, singlet oxygen (see oxygen), hydrogen peroxide, and hypochlorite ions, is naturally produced by white blood cells and other biological systems (such as the roots of marigolds) as a means of destroying foreign bodies. Ozone reacts directly with organic double bonds. Also, when ozone breaks down to dioxygen it gives rise to oxygen free radicals, which are highly reactive and capable of damaging many organic molecules. Ozone has been found to convert cholesterol in the blood stream to plaque (which causes hardening and narrowing of arteries). Moreover, it is believed that the powerful oxidizing properties of ozone may be a contributing factor of inflammation. The cause-and-effect relationship of how the ozone is created in the body and what it does is still under consideration and still subject to various interpretations, since other body chemical processes can trigger some of the same reactions. A team headed by Dr. Paul Wentworth Jr. of the Department of Chemistry at the Scripps Research Institute has shown evidence linking the antibody-catalyzed water-oxidation pathway of the human immune response to the production of ozone. In this system, ozone is produced by antibody-catalyzed production of trioxidane from water and neutrophil-produced singlet oxygen. See also trioxidane for more on this biological ozone-producing reaction.


          Ozone has also been proven to form specific, cholesterol-derived metabolites that are thought to facilitate the build-up and pathogenesis of atherosclerotic plaques (a form of heart disease). These metabolites have been confirmed as naturally occurring in human atherosclerotic arteries and are categorized into a class of secosterols termed Atheronals, generated by ozonolysis of cholesterol's double bond to form a 5,6 secosterol as well as a secondary condensation product via aldolization.


          Ozone has been implicated to have an adverse effect on plant growth, "...Ozone reduced total chlorophylls, carotenoid and carbohydrate concentration, and increased 1-aminocyclopropane-1-carboxylic acid (ACC) content and ethylene production. In treated plants, the ascorbate leaf pool was decreased, while lipid peroxidation and solute leakage were significantly higher than in ozone-free controls. The data indicated that ozone triggered protective mechanisms against oxidative stress in citrus."


          


          Use of ozone in medical therapy


          The recently-discovered physiologic role of ozone has led ozone medical advocates to suggest this as a mechanism for the use of artificially produced ozone to kill microbes in blood. Inhaled ozone is toxic to lung tissue in small amounts, but ozone appears to be less toxic when directly mixed with blood, either inside or outside the body. However, the utility of ozone in medical therapy (if any) is a subject of debate. No form of ozone therapy is presently approved by the FDA in the U.S.


          


          Preparation


          Ozone often forms in nature under conditions where O2 will not react. Ozone used in industry is measured in g/Nm or weight percent. The regime of applied concentrations ranges from 1 to 5 weight percent in air and from 6 to 13 weight percent in oxygen.


          


          Corona discharge method


          This is the most popular type of ozone generator for most industrial and personal uses. While variations of the "hot spark" coronal discharge method of ozone production exist, including medical grade and industrial grade ozone generators, these units usually work by means of a corona discharge tube. They are typically very cost-effective, and do not require an oxygen source other than the ambient air. However, they also produce nitrogen oxides as a by-product. Use of an air dryer can reduce or eliminate nitric acid formation by removing water vapor and increase ozone production. Use of an oxygen concentrator can further increase the ozone production and further reduce the risk of nitric acid formation due to removing not only the water vapor, but also the bulk of the nitrogen.


          


          Ultraviolet light


          UV ozone generators employ a light source that generates the same narrow-band ultraviolet light that is responsible for the sustenance of the ozone layer in the stratosphere of the Earth. While standard UV ozone generators tend to be less expensive, they usually produce ozone with a concentration of about 2% or lower. Another disadvantage of this method is that it requires the air to be exposed to the UV source for a longer amount of time, and any air that is not exposed to the UV source will not be treated. This makes UV generators impractical for use in situations that deal with rapidly moving air or water streams (in-duct air sterilization, for example).


          


          Cold plasma


          In the cold plasma method, pure oxygen gas is exposed to a plasma created by dielectric barrier discharge. The diatomic oxygen is split into single atoms, which then recombine in triplets to form ozone.


          Cold plasma machines utilize pure oxygen as the input source, and produce a maximum concentration of about 5% ozone. They produce far greater quantities of ozone in a given space of time compared to ultraviolet production. However, because cold plasma ozone generators are very expensive, and still require occasional maintenance, they are found less frequently than the previous two types.


          The discharges manifest as filamentary transfer of electrons (micro discharges) in a gap between two electrodes. In order to evenly distribute the micro discharges, a dielectric insulator must be used to separate the metallic electrodes and to prevent arcing.


          Some cold plasma units also have the capability of producing short-lived allotropes of oxygen which include O4, O5, O6, O7, etc. These anions are even more reactive than ordinary O3.


          


          Special considerations


          Ozone cannot be stored and transported like other industrial gases (because it quickly decays into diatomic oxygen) and must therefore be produced on site. Available ozone generators vary in the arrangement and design of the high-voltage electrodes. At production capacities higher than 20 kg per hour, a gas/water tube heat-exchanger is utilized as ground electrode and assembled with tubular high-voltage electrodes on the gas-side. The regime of typical gas pressures is around 2 bar absolute in oxygen and 3 bar absolute in air. Several megawatts of electrical power may be installed in large facilities, applied as one phase AC current at 600 to 2000Hz and peak voltages between 3000 and 20000 volts.


          The dominating parameter influencing ozone generation efficiency is the gas temperature, which is controlled by the cooling water temperature. The cooler the water, the better the ozone synthesis. At typical industrial conditions, almost 90 percent of the effective power is dissipated as heat and needs to be removed by a sufficient cooling water flow.


          Due to the high reactivity of ozone, only few materials may be used like stainless steel (quality 316L), glass, polytetrafluorethylene, or polyvinylidene fluoride. Viton may be used with the restriction of constant mechanical forces and absence of humidity.


          


          Incidental production


          Ozone may be formed from O2 by electrical discharges and by action of high energy electromagnetic radiation. Certain electrical equipment generate significant levels of ozone. This is especially true of devices using high voltages, such as ionic air purifiers, laser printers, photocopiers, and arc welders. Electric motors using brushes can generate ozone from repeated sparking inside the unit. Large motors that use brushes, such as those used by elevators or hydraulic pumps, will generate more ozone than smaller motors.


          


          Laboratory production


          In the laboratory ozone can be produced by electrolysis using a 9 volt battery, a pencil graphite rod cathode, a platinum wire anode and a 3M sulfuric acid electrolyte. The half cell reactions taking place are


          
            	3 H2O  O3 + 6 H+ + 6 e; Eo = 1.53 V;


            	6 H+ + 6 e  3 H2; Eo = 0 V;


            	2 H2O  O2 + 4 H+ + 4 e; Eo = 1.23 V;

          


          so that in the net reaction three equivalents of water are converted into one equivalent of ozone and three equivalents of hydrogen. Oxygen formation is a competing reaction.


          It can also be prepared by passing 10,000-20,000 volts DC through dry O2. This can be done with an apparatus consisting of two concentric glass tubes sealed together at the top, with in and and out spigots at the top and bottom of the outer tube. The inner core should have a length of metal foil inserted into it connected to one side of the power source. The other side of the power source should be connected to another piece of foil wrapped around the outer tube. Dry O2 should be run through the tube in one spigot. As the O2 is run through one spigot into the apparatus and 10,000-20,000 volts DC are applied to the foil leads, electricity will discharge between the dry dioxygen in the middle and form O3 in O2 out the other spigot. The reaction can be summarized as follows:


          
            	3 O2  electricity  2 O3

          


          


          Applications


          


          Industrial applications


          At present, the uses of ozone as an industrial chemical are somewhat limited. The largest use of ozone is in the preparation of pharmaceuticals, synthetic lubricants, as well as many other commercially useful organic compounds, where it is used to sever carbon-carbon bonds. It can also be used for bleaching substances and for killing microorganisms in air and water sources. Many municipal drinking water systems kill bacteria with ozone instead of the more common chlorine. Ozone has a very high oxidation potential. Ozone does not form organochlorine compounds, nor does it remain in the water after treatment, so some systems introduce a small amount of chlorine to prevent bacterial growth in the pipes, or may use chlorine intermittently, based on results of periodic testing. Where electrical power is abundant, ozone is a cost-effective method of treating water, as it is produced on demand and does not require transportation and storage of hazardous chemicals. Once it has decayed, it leaves no taste or odour in drinking water. Low levels of ozone have been advertised to be of some disinfectant use in residential homes, however, the concentration of ozone required to have a substantial effect on airborne pathogens greatly exceeds safe levels recommended by the U.S. Occupational Safety and Health Administration and Environmental Protection Agency.


          Industrially, ozone is used to:


          
            	Disinfect laundry in hospitals, food factories, care homes etc;


            	Water disinfectant in place of chlorine


            	Deodorize air and objects, such as after a fire. This process is extensively used in Fabric Restoration;


            	Kill bacteria on food or on contact surfaces;


            	Ozone swimming pool and spa sanitation


            	Scrub yeast and mold spores from the air in food processing plants;


            	Wash fresh fruits and vegetables to kill yeast, mold and bacteria;


            	Chemically attack contaminants in water (iron, arsenic, hydrogen sulfide, nitrites, and complex organics lumped together as "colour");


            	Provide an aid to flocculation (agglomeration of molecules, which aids in filtration, where the iron and arsenic are removed);


            	Manufacture chemical compounds via chemical synthesis


            	Clean and bleach fabrics (the former use is utilized in Fabric Restoration)(the latter use is patented);


            	Assist in processing plastics to allow adhesion of inks;


            	Age rubber samples to determine the useful life of a batch of rubber;


            	Hospital operating rooms where air needs to be sterile;


            	Eradicate water borne parasites such as Giardia and Cryptosporidium in surface water treatment plants.

          


          Ozone is a reagent in many organic reactions in the laboratory and in industry. Ozonolysis is the cleavage of an alkene to carbonyl compounds.


          Many hospitals in the U.S. and around the world use large ozone generators to decontaminate operating rooms between surgeries. The rooms are cleaned and then sealed airtight before being filled with ozone which effectively kills or neutralizes all remaining bacteria.


          Ozone is used as an alternative to chlorine or chlorine dioxide in the bleaching of wood pulp . It is often used in conjunction with oxygen and hydrogen peroxide to completely eliminate the need for chlorine-containing compounds in the manufacture of high-quality, white paper


          Ozone can be used to detoxify cyanide wastes (for example from gold and silver mining) by oxidizing cyanide to cyanate and eventually to carbon dioxide.


          


          Consumer applications


          Devices generating high levels of ozone, some of which use ionization, are used to sanitize and deodorize uninhabited buildings, rooms, ductwork, woodsheds, and boats and other vehicles.


          In the US, air purifiers emitting lower levels of ozone have been sold. This kind of air purifier is sometimes claimed to imitate nature's way of purifying the air without filters and to sanitize both it and household surfaces. The United States Environmental Protection Agency has declared that there is "evidence to show that at concentrations that do not exceed public health standards, ozone is not effective at removing many odour-causing chemicals" or "viruses, bacteria, mold, or other biological pollutants." Furthermore, its report states that "results of some controlled studies show that concentrations of ozone considerably higher than these [human safety] standards are possible even when a user follows the manufacturers operating instructions." The government successfully sued one company in 1995, ordering it to stop repeating health claims without supporting scientific studies.


          Ozonated water is used to launder clothes and to sanitize food, drinking water, and surfaces in the home. According to the FDA, it is "amending the food additive regulations to provide for the safe use of ozone in gaseous and aqueous phases as an antimicrobial agent on food, including meat and poultry." Studies at California Polytechnic University demonstrated that 0.3 ppm levels of ozone dissolved in filtered tapwater can produce a reduction of more than 99.99% in such food-borne microorganisms as salmonella, E. coli 0157:H7, and Campylobacter. Ozone can be used to remove pesticide residues from fruits and vegetables.


          New, patented technology uses ozone to disinfect and deodorize protective sports gear for football, hockey, and lacrosse by blowing it directly into the equipment to destroy bacteria within the padding. This has proven particularly useful in battling the spread of MRSA.


          Ozone is used in spas and hot tubs to kill bacteria in the water and to reduce the amount of chlorine or bromine required by reactivating them to their free state. As ozone does not remain in the water long enough, ozone by itself is ineffective at preventing cross-contamination among bathers and must be used in conjunction with these halogens. Gaseous ozone created by ultraviolet light or by corona discharge is injected into the water.


          Ozone is also widely used in treatment of water in aquariums and fish ponds. Its use can minimize bacterial growth, control parasites, eliminate transmission of some diseases, and reduce or eliminate "yellowing" of the water. Ozone must not come in contact with fish's gill structures. Natural salt water (with life forms) provides enough "instantaneous demand" that controlled amounts of ozone activate bromide ion to hypobromous acid, and the ozone entirely decays in a few seconds to minutes. If oxygen fed ozone is used, the water will be higher in dissolved oxygen, fish's gill structures will atrophy and they will become dependent on higher dissolved oxygen levels. The higher dissolved oxygen levels tend to minimize algal growth.


          


          Ozone therapy


          Ozone therapy has been used in alternative medicine as a medical treatment in a number of different countries. Its evidence base, however has been questioned by western medicine.


          The United States Food and Drug Administration (FDA) based on the known toxic effects of ozone and the lack of scientific evidence of any beneficial effects at non-toxic levels, has a long established policy of prohibiting ozone generators or ozone gas from being marketed as a treatment for any medical conditions Ozone therapy is a well established alternative and complementary therapy in most mainland European countries where health authorities have tolerated its practice. The European Cooperation of Medical Ozone Societies, founded in 1972 publishes guidelines on medical indications and contraindications of ozone and hosts training seminars.


          A significant amount of research has in recent years been published in peer reviewed journals of International Medical Societies that conficts with the views of the FDA. Modern medical applications of blood ozonation outside the body, conducted by Celacade and EBOO have recently been found the therapy in clinical trials to be safe and effective.
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          Ozone depletion describes two distinct, but related observations: a slow, steady decline of about 4 percent per decade in the total amount of ozone in Earth's stratosphere since the late 1970s; and a much larger, but seasonal, decrease in stratospheric ozone over Earth's polar regions during the same period. The latter phenomenon is commonly referred to as the ozone hole. In addition to this well-known stratospheric ozone depletion, there are also tropospheric ozone depletion events, which occur near the surface in polar regions during spring.


          The detailed mechanism by which the polar ozone holes form is different from that for the mid-latitude thinning, but the most important process in both trends is catalytic destruction of ozone by atomic chlorine and bromine. The main source of these halogen atoms in the stratosphere is photodissociation of chlorofluorocarbon (CFC) compounds, commonly called freons, and of bromofluorocarbon compounds known as halons. These compounds are transported into the stratosphere after being emitted at the surface. Both ozone depletion mechanisms strengthened as emissions of CFCs and halons increased.


          CFCs and other contributory substances are commonly referred to as ozone-depleting substances (ODS). Since the ozone layer prevents most harmful UVB wavelengths (270315 nm) of ultraviolet light (UV light) from passing through the Earth's atmosphere, observed and projected decreases in ozone have generated worldwide concern leading to adoption of the Montreal Protocol banning the production of CFCs and halons as well as related ozone depleting chemicals such as carbon tetrachloride and trichloroethane. It is suspected that a variety of biological consequences such as increases in skin cancer, damage to plants, and reduction of plankton populations in the ocean's photic zone may result from the increased UV exposure due to ozone depletion.


          


          Ozone cycle overview


          Three forms (or allotropes) of oxygen are involved in the ozone-oxygen cycle: Oxygen atoms (O or atomic oxygen), oxygen gas (O2 or diatomic oxygen), and ozone gas (O3 or triatomic oxygen). Ozone is formed in the stratosphere when oxygen molecules photodissociate after absorbing an ultraviolet photon whose wavelength is shorter than 240 nm. This produces two oxygen atoms. The atomic oxygen then combines with O2 to create O3. Ozone molecules absorb UV light between 310 and 200 nm, following which ozone splits into a molecule of O2 and an oxygen atom. The oxygen atom then joins up with an oxygen molecule to regenerate ozone. This is a continuing process which terminates when an oxygen atom "recombines" with an ozone molecule to make two O2 molecules: O + O3  2 O2


          The overall amount of ozone in the stratosphere is determined by a balance between photochemical production and recombination.


          Ozone can be destroyed by a number of free radical catalysts, the most important of which are the hydroxyl radical (OH), the nitric oxide radical (NO) and atomic chlorine (Cl) and bromine (Br). All of these have both natural and anthropogenic (manmade) sources; at the present time, most of the OH and NO in the stratosphere is of natural origin, but human activity has dramatically increased the high in oxygen chlorine and bromine. These elements are found in certain stable organic compounds, especially chlorofluorocarbons (CFCs), which may find their way to the stratosphere without being destroyed in the troposphere due to their low reactivity. Once in the stratosphere, the Cl and Br atoms are liberated from the parent compounds by the action of ultraviolet light, e.g. ('h' is Planck's constant, '' is frequency of electromagnetic radiation)


          CFCl3 + h  CFCl2 + Cl


          The Cl and Br atoms can then destroy ozone molecules through a variety of catalytic cycles. In the simplest example of such a cycle, a chlorine atom reacts with an ozone molecule, taking an oxygen atom with it (forming ClO) and leaving a normal oxygen molecule. A free oxygen atom then takes away the oxygen from the ClO, and the final result is an oxygen molecule and a chlorine atom, which then reinitiates the cycle. The chemical shorthand for these gas-phase reactions is:


          Cl + O3  ClO + O2


          ClO + O  Cl + O2


          The net reaction is: O3 + O  2 O2, the "recombination" reaction given above.


          The overall effect is to increase the rate of recombination, leading to an overall decrease in the amount of ozone. For this particular mechanism to operate there must be a source of O atoms, which is primarily the photo dissociation of O3; thus this mechanism is only important in the upper stratosphere where such atoms are abundant. More complicated mechanisms have been discovered that lead to ozone destruction in the lower stratosphere as well.


          A single chlorine atom would keep on destroying ozone for up to two years (the time scale for transport back down to the troposphere) were it not for reactions that remove them from this cycle by forming reservoir species such as hydrogen chloride (HCl) and chlorine nitrate (ClONO2). On a per atom basis, bromine is even more efficient than chlorine at destroying ozone, but there is much less bromine in the atmosphere at present. As a result, both chlorine and bromine contribute significantly to the overall ozone depletion. Laboratory studies have shown that fluorine and iodine atoms participate in analogous catalytic cycles. However, in the Earth's stratosphere, fluorine atoms react rapidly with water and methane to form strongly-bound HF, while organic molecules which contain iodine react so rapidly in the lower atmosphere that they do not reach the stratosphere in significant quantities. Furthermore, a single chlorine atom is able to react with 100,000 ozone molecules. This fact plus the amount of chlorine released into the atmosphere by chlorofluorocarbons(CFCs) yearly demonstrates how dangerous CFCs are to the environment.


          


          Quantitative understanding of the chemical ozone loss process


          New research on the breakdown of a key molecule in these ozone-depleting chemicals, dichlorine peroxide (Cl2O2), calls into question the completeness of present atmospheric models of polar ozone depletion. Specifically, chemists at NASA's Jet Propulsion Laboratory in Pasadena, California, found in 2007 that the temperatures, and the spectrum and intensity of radiation present in the stratosphere created conditions insufficient to allow the rate of chemical-breakdown required to release chlorine radicals in the volume necessary to explain observed rates of ozone depletion. Instead, laboratory tests, designed to be the most accurate reflection of stratospheric conditions to date, showed the decay of the crucial molecule almost a magnitude lower than previously thought.


          


          Observations on ozone layer depletion


          The most pronounced decrease in ozone has been in the lower stratosphere. However, the ozone hole is most usually measured not in terms of ozone concentrations at these levels (which are typically of a few parts per million) but by reduction in the total column ozone, above a point on the Earth's surface, which is normally expressed in Dobson units, abbreviated as "DU". Marked decreases in column ozone in the Antarctic spring and early summer compared to the early 1970s and before have been observed using instruments such as the Total Ozone Mapping Spectrometer (TOMS).
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          Reductions of up to 70% in the ozone column observed in the austral (southern hemispheric) spring over Antarctica and first reported in 1985 (Farman et al 1985) are continuing. Through the 1990s, total column ozone in September and October have continued to be 4050% lower than pre-ozone-hole values. In the Arctic the amount lost is more variable year-to-year than in the Antarctic. The greatest declines, up to 30%, are in the winter and spring, when the stratosphere is colder.


          Reactions that take place on polar stratospheric clouds (PSCs) play an important role in enhancing ozone depletion. PSCs form more readily in the extreme cold of Antarctic stratosphere. This is why ozone holes first formed, and are deeper, over Antarctica. Early models failed to take PSCs into account and predicted a gradual global depletion, which is why the sudden Antarctic ozone hole was such a surprise to many scientists.


          In middle latitudes it is preferable to speak of ozone depletion rather than holes. Declines are about 3% below pre-1980 values for 3560N and about 6% for 3560S. In the tropics, there are no significant trends.


          Ozone depletion also explains much of the observed reduction in stratospheric and upper tropospheric temperatures. The source of the warmth of the stratosphere is the absorption of UV radiation by ozone, hence reduced ozone leads to cooling. Some stratospheric cooling is also predicted from increases in greenhouse gases such as CO2; however the ozone-induced cooling appears to be dominant.


          Predictions of ozone levels remain difficult. The World Meteorological Organization Global Ozone Research and Monitoring Project - Report No. 44 comes out strongly in favour for the Montreal Protocol, but notes that a UNEP 1994 Assessment overestimated ozone loss for the 19941997 period.


          


          Chemicals in the atmosphere


          


          CFCs in the atmosphere


          Chlorofluorocarbons ( CFCs) were invented by Thomas Midgley in the 1920s. They were used in air conditioning/cooling units, as aerosol spray propellants prior to the 1980s, and in the cleaning processes of delicate electronic equipment. They also occur as by-products of some chemical processes. No significant natural sources have ever been identified for these compounds  their presence in the atmosphere is due almost entirely to human manufacture. As mentioned in the ozone cycle overview above, when such ozone-depleting chemicals reach the stratosphere, they are dissociated by ultraviolet light to release chlorine atoms. The chlorine atoms act as a catalyst, and each can break down tens of thousands of ozone molecules before being removed from the stratosphere. Given the longevity of CFC molecules, recovery times are measured in decades. It is calculated that a CFC molecule takes an average of 15 years to go from the ground level up to the upper atmosphere, and it can stay there for about a century, destroying up to one hundred thousand ozone molecules during that time.


          


          Verification of observations


          Scientists have been increasingly able to attribute the observed ozone depletion to the increase of anthropogenic halogen compounds from CFCs by the use of complex chemistry transport models and their validation against observational data (e.g. SLIMCAT, CLaMS). These models work by combining satellite measurements of chemical concentrations and meteorological fields with chemical reaction rate constants obtained in lab experiments. They are able to identify not only the key chemical reactions but also the transport processes which bring CFC photolysis products into contact with ozone.


          


          The ozone hole and its causes
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          The Antarctic ozone hole is an area of the Antarctic stratosphere in which the recent ozone levels have dropped to as low as 33% of their pre-1975 values. The ozone hole occurs during the Antarctic spring, from September to early December, as strong westerly winds start to circulate around the continent and create an atmospheric container. Within this polar vortex, over 50% of the lower stratospheric ozone is destroyed during the Antarctic spring.


          As explained above, the overall cause of ozone depletion is the presence of chlorine-containing source gases (primarily CFCs and related halocarbons). In the presence of UV light, these gases dissociate, releasing chlorine atoms, which then go on to catalyze ozone destruction. The Cl-catalyzed ozone depletion can take place in the gas phase, but it is dramatically enhanced in the presence of polar stratospheric clouds (PSCs).


          These polar stratospheric clouds form during winter, in the extreme cold. Polar winters are dark, consisting of 3 months without solar radiation (sunlight). Not only lack of sunlight contributes to a decrease in temperature but also the polar vortex traps and chills air. Temperatures hover around or below -80 C. These low temperatures form cloud particles and are composed of either nitric acid (Type I PSC) or ice (Type II PSC). Both types provide surfaces for chemical reactions that lead to ozone destruction.


          The photochemical processes involved are complex but well understood. The key observation is that, ordinarily, most of the chlorine in the stratosphere resides in stable "reservoir" compounds, primarily hydrogen chloride (HCl) and chlorine nitrate (ClONO2). During the Antarctic winter and spring, however, reactions on the surface of the polar stratospheric cloud particles convert these "reservoir" compounds into reactive free radicals (Cl and ClO). The clouds can also remove NO2 from the atmosphere by converting it to nitric acid, which prevents the newly formed ClO from being converted back into ClONO2.


          The role of sunlight in ozone depletion is the reason why the Antarctic ozone depletion is greatest during spring. During winter, even though PSCs are at their most abundant, there is no light over the pole to drive the chemical reactions. During the spring, however, the sun comes out, providing energy to drive photochemical reactions, and melt the polar stratospheric clouds, releasing the trapped compounds.


          Most of the ozone that is destroyed is in the lower stratosphere, in contrast to the much smaller ozone depletion through homogeneous gas phase reactions, which occurs primarily in the upper stratosphere.


          Warming temperatures near the end of spring break up the vortex around mid-December. As warm, ozone-rich air flows in from lower latitudes, the PSCs are destroyed, the ozone depletion process shuts down, and the ozone hole heals.


          


          Interest in ozone layer depletion


          While the effect of the Antarctic ozone hole in decreasing the global ozone is relatively small, estimated at about 4% per decade, the hole has generated a great deal of interest because:


          
            	The decrease in the ozone layer was predicted in the early 1980s to be roughly 7% over a sixty-year period.


            	The sudden recognition in 1985 that there was a substantial "hole" was widely reported in the press. The especially rapid ozone depletion in Antarctica had previously been dismissed as a measurement error.


            	Many were worried that ozone holes might start to appear over other areas of the globe but to date the only other large-scale depletion is a smaller ozone "dimple" observed during the Arctic spring over the North Pole. Ozone at middle latitudes has declined, but by a much smaller extent (about 45% decrease).


            	If the conditions became more severe (cooler stratospheric temperatures, more stratospheric clouds, more active chlorine), then global ozone may decrease at a much greater pace. Standard global warming theory predicts that the stratosphere will cool.


            	When the Antarctic ozone hole breaks up, the ozone-depleted air drifts out into nearby areas. Decreases in the ozone level of up to 10% have been reported in New Zealand in the month following the break-up of the Antarctic ozone hole.

          


          


          Consequences of ozone layer depletion


          Since the ozone layer absorbs UVB ultraviolet light from the Sun, ozone layer depletion is expected to increase surface UVB levels, which could lead to damage, including increases in skin cancer. This was the reason for the Montreal Protocol. Although decreases in stratospheric ozone are well-tied to CFCs and there are good theoretical reasons to believe that decreases in ozone will lead to increases in surface UVB, there is no direct observational evidence linking ozone depletion to higher incidence of skin cancer in human beings. This is partly due to the fact that UVA, which has also been implicated in some forms of skin cancer, is not absorbed by ozone, and it is nearly impossible to control statistics for lifestyle changes in the populace.


          


          Increased UV


          Ozone, while a minority constituent in the earth's atmosphere, is responsible for most of the absorption of UVB radiation. The amount of UVB radiation that penetrates through the ozone layer decreases exponentially with the slant-path thickness/density of the layer. Correspondingly, a decrease in atmospheric ozone is expected to give rise to significantly increased levels of UVB near the surface.


          Increases in surface UVB due to the ozone hole can be partially inferred by radiative transfer model calculations, but cannot be calculated from direct measurements because of the lack of reliable historical (pre-ozone-hole) surface UV data, although more recent surface UV observation measurement programmes exist (e.g. at Lauder, New Zealand).


          Because it is this same UV radiation that creates ozone in the ozone layer from O2 (regular oxygen) in the first place, a reduction in stratospheric ozone would actually tend to increase photochemical production of ozone at lower levels (in the troposphere), although the overall observed trends in total column ozone still show a decrease, largely because ozone produced lower down has a naturally shorter photochemical lifetime, so it is destroyed before the concentrations could reach a level which would compensate for the ozone reduction higher up.


          


          Biological effects of increased UV and microwave radiation from a depleted ozone layer


          The main public concern regarding the ozone hole has been the effects of surface UV on human health. So far, ozone depletion in most locations has been typically a few percent and, as noted above, no direct evidence of health damage is available in most latitudes. Were the high levels of depletion seen in the ozone hole ever to be common across the globe, the effects could be substantially more dramatic. As the ozone hole over Antarctica has in some instances grown so large as to reach southern parts of Australia and New Zealand, environmentalists have been concerned that the increase in surface UV could be significant.


          


          Effects of ozone layer depletion on Humans


          UVB (the higher energy UV radiation absorbed by ozone) is generally accepted to be a contributory factor to skin cancer. In addition, increased surface UV leads to increased tropospheric ozone, which is a health risk to humans. The increased surface UV also represents an increase in the vitamin D synthetic capacity of the sunlight.


          The cancer preventive effects of vitamin D represent a possible beneficial effect of ozone depletion. In terms of health costs, the possible benefits of increased UV irradiance may outweigh the burden.


          1. Basal and Squamous Cell Carcinomas -- The most common forms of skin cancer in humans, basal and squamous cell carcinomas, have been strongly linked to UVB exposure. The mechanism by which UVB induces these cancers is well understood  absorption of UVB radiation causes the pyrimidine bases in the DNA molecule to form dimers, resulting in transcription errors when the DNA replicates. These cancers are relatively mild and rarely fatal, although the treatment of squamous cell carcinoma sometimes requires extensive reconstructive surgery. By combining epidemiological data with results of animal studies, scientists have estimated that a one percent decrease in stratospheric ozone would increase the incidence of these cancers by 2%.


          2. Malignant Melanoma -- Another form of skin cancer, malignant melanoma, is much less common but far more dangerous, being lethal in about 15% - 20% of the cases diagnosed. The relationship between malignant melanoma and ultraviolet exposure is not yet well understood, but it appears that both UVB and UVA are involved. Experiments on fish suggest that 90 to 95% of malignant melanomas may be due to UVA and visible radiation whereas experiments on opossums suggest a larger role for UVB. Because of this uncertainty, it is difficult to estimate the impact of ozone depletion on melanoma incidence. One study showed that a 10% increase in UVB radiation was associated with a 19% increase in melanomas for men and 16% for women. A study of people in Punta Arenas, at the southern tip of Chile, showed a 56% increase in melanoma and a 46% increase in nonmelanoma skin cancer over a period of seven years, along with decreased ozone and increased UVB levels.


          3. Cortical Cataracts -- Studies are suggestive of an association between ocular cortical cataracts and UV-B exposure, using crude approximations of exposure and various cataract assessment techniques. A detailed assessment of ocular exposure to UV-B was carried out in a study on Chesapeake Bay Watermen, where increases in average annual ocular exposure were associated with increasing risk of cortical opacity . In this highly exposed group of predominantly white males, the evidence linking cortical opacities to sunlight exposure was the strongest to date. However, subsequent data from a population-based study in Beaver Dam, WI suggested the risk may be confined to men. In the Beaver Dam study, the exposures among women were lower than exposures among men, and no association was seen. Moreover, there were no data linking sunlight exposure to risk of cataract in African Americans, although other eye diseases have different prevalences among the different racial groups, and cortical opacity appears to be higher in African Americans compared with whites.


          4. Increased Tropospheric Ozone -- Increased surface UV leads to increased tropospheric ozone. Ground-level ozone is generally recognized to be a health risk, as ozone is toxic due to its strong oxidant properties. At this time, ozone at ground level is produced mainly by the action of UV radiation on combustion gases from vehicle exhausts.


          


          Effects on Crops


          An increase of UV radiation would be expected to affect crops. A number of economically important species of plants, such as rice, depend on cyanobacteria residing on their roots for the retention of nitrogen. Cyanobacteria are sensitive to UV light and they would be affected by its increase.


          


          Effects on Plankton


          Research has shown a widespread extinction of plankton 2 million years ago that coincided with a nearby supernova. There is a difference in the orientation and motility of planktons when excess of UV rays reach earth. Researchers speculate that the extinction was caused by a significant weakening of the ozone layer at that time when the radiation from the supernova produced nitrogen oxides that catalyzed the destruction of ozone (plankton are particularly susceptible to effects of UV light, and are vitally important to marine food webs).


          


          Public policy in response to the ozone hole


          The full extent of the damage that CFCs have caused to the ozone layer is not known and will not be known for decades; however, marked decreases in column ozone have already been observed (as explained above).


          After a 1976 report by the U.S. National Academy of Sciences concluded that credible scientific evidence supported the ozone depletion hypothesis, a few countries, including the United States, Canada, Sweden, and Norway, moved to eliminate the use of CFCs in aerosol spray cans. At the time this was widely regarded as a first step towards a more comprehensive regulation policy, but progress in this direction slowed in subsequent years, due to a combination of political factors (continued resistance from the halocarbon industry and a general change in attitude towards environmental regulation during the first two years of the Reagan administration) and scientific developments (subsequent National Academy assessments which indicated that the first estimates of the magnitude of ozone depletion had been overly large). The European Community rejected proposals to ban CFCs in aerosol sprays while even in the U.S., CFCs continued to be used as refrigerants and for cleaning circuit boards. Worldwide CFC production fell sharply after the U.S. aerosol ban, but by 1986 had returned nearly to its 1976 level. In 1980, DuPont closed down its research program into halocarbon alternatives.


          The US Government's attitude began to change again in 1983, when William Ruckelshaus replaced Anne M. Burford as Administrator of the United States Environmental Protection Agency. Under Ruckelshaus and his successor, Lee Thomas, the EPA pushed for an international approach to halocarbon regulations. In 1985 20 nations, including most of the major CFC producers, signed the Vienna Convention which established a framework for negotiating international regulations on ozone-depleting substances. That same year, the discovery of the Antarctic ozone hole was announced, causing a revival in public attention to the issue. In 1987, representatives from 43 nations signed the Montreal Protocol. Meanwhile, the halocarbon industry shifted its position and started supporting a protocol to limit CFC production. The reasons for this were in part explained by "Dr. Mostafa Tolba, former head of the UN Environment Programme, who was quoted in the June 30, 1990 edition of The New Scientist, '...the chemical industry supported the Montreal Protocol in 1987 because it set up a worldwide schedule for phasing out CFCs, which [were] no longer protected by patents. This provided companies with an equal opportunity to market new, more profitable compounds.'"


          At Montreal, the participants agreed to freeze production of CFCs at 1986 levels and to reduce production by 50% by 1999. After a series of scientific expeditions to the Antarctic produced convincing evidence that the ozone hole was indeed caused by chlorine and bromine from manmade organohalogens, the Montreal Protocol was strengthened at a 1990 meeting in London. The participants agreed to phase out CFCs and halons entirely (aside from a very small amount marked for certain "essential" uses, such as asthma inhalers) by 2000. At a 1992 meeting in Copenhagen, the phase out date was moved up to 1996.


          To some extent, CFCs have been replaced by the less damaging hydro-chloro-fluoro-carbons ( HCFCs), although concerns remain regarding HCFCs also. In some applications, hydro-fluoro-carbons ( HFCs) have been used to replace CFCs. HFCs, which contain no chlorine or bromine, do not contribute at all to ozone depletion although they are potent greenhouse gases. The best known of these compounds is probably HFC-134a ( R-134a), which in the United States has largely replaced CFC-12 ( R-12) in automobile air conditioners. In laboratory analytics (a former "essential" use) the ozone depleting substances can be replaced with various other solvents.


          Ozone Diplomacy, by Richard Benedick (Harvard University Press, 1991) gives a detailed account of the negotiation process that led to the Montreal Protocol. Pielke and Betsill provide an extensive review of early US government responses to the emerging science of ozone depletion by CFCs.


          


          Current events and future prospects of ozone depletion
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          Since the adoption and strengthening of the Montreal Protocol has led to reductions in the emissions of CFCs, atmospheric concentrations of the most significant compounds have been declining. These substances are being gradually removed from the atmosphere. By 2015, the Antarctic ozone hole would have reduced by only 1 million km out of 25 (Newman et al., 2004); complete recovery of the Antarctic ozone layer will not occur until the year 2050 or later. Work has suggested that a detectable (and statistically significant) recovery will not occur until around 2024, with ozone levels recovering to 1980 levels by around 2068.


          There is a slight caveat to this, however. Global warming from CO2 is expected to cool the stratosphere. This, in turn, would lead to a relative increase in ozone depletion and the frequency of ozone holes. The effect may not be linear; ozone holes form because of polar stratospheric clouds; the formation of polar stratospheric clouds has a temperature threshold above which they will not form; cooling of the Arctic stratosphere might lead to Antarctic-ozone-hole-like conditions. But at the moment this is not clear.


          Even though the stratosphere as a whole is cooling, high-latitude areas may become increasingly predisposed to springtime stratospheric warming events as weather patterns change in response to higher greenhouse gas loading. This would cause PSCs to disappear earlier in the season, and may explain why Antarctic ozone hole seasons have tended to end somewhat earlier since 2000 as compared with the most prolonged ozone holes of the 1990s.


          The decrease in ozone-depleting chemicals has also been significantly affected by a decrease in bromine-containing chemicals. The data suggest that substantial natural sources exist for atmospheric methyl bromide (CH3Br).


          The 2004 ozone hole ended in November 2004, daily minimum stratospheric temperatures in the Antarctic lower stratosphere increased to levels that are too warm for the formation of polar stratospheric clouds (PSCs) about 2 to 3 weeks earlier than in most recent years.


          The Arctic winter of 2005 was extremely cold in the stratosphere; PSCs were abundant over many high-latitude areas until dissipated by a big warming event, which started in the upper stratosphere during February and spread throughout the Arctic stratosphere in March. The size of the Arctic area of anomalously low total ozone in 2004-2005 was larger than in any year since 1997. The predominance of anomalously low total ozone values in the Arctic region in the winter of 2004-2005 is attributed to the very low stratospheric temperatures and meteorological conditions favorable for ozone destruction along with the continued presence of ozone destroying chemicals in the stratosphere.


          A 2005 IPCC summary of ozone issues observed that observations and model calculations suggest that the global average amount of ozone depletion has now approximately stabilized. Although considerable variability in ozone is expected from year to year, including in polar regions where depletion is largest, the ozone layer is expected to begin to recover in coming decades due to declining ozone-depleting substance concentrations, assuming full compliance with the Montreal Protocol.


          Temperatures during the Arctic winter of 2006 stayed fairly close to the long-term average until late January, with minimum readings frequently cold enough to produce PSCs. During the last week of January, however, a major warming event sent temperatures well above normal  much too warm to support PSCs. By the time temperatures dropped back to near normal in March, the seasonal norm was well above the PSC threshold. Preliminary satellite instrument-generated ozone maps show seasonal ozone buildup slightly below the long-term means for the Northern Hemisphere as a whole, although some high ozone events have occurred. During March 2006, the Arctic stratosphere poleward of 60 degrees North Latitude was free of anomalously low ozone areas except during the three-day period from March 17 to 19 when the total ozone cover fell below 300 DU over part of the North Atlantic region from Greenland to Scandinavia.


          The area where total column ozone is less than 220 DU (the accepted definition of the boundary of the ozone hole) was relatively small until around 20 August 2006. Since then the ozone hole area increased rapidly, peaking at 29 million km September 24. In October 2006, NASA reported that the year's ozone hole set a new area record with a daily average of 26 million km between 7 September and 13 October 2006; total ozone thicknesses fell as low as 85 DU on October 8. The two factors combined, 2006 sees the worst level of depletion in recorded ozone history. The depletion is attributed to the temperatures above the Antarctic reaching the lowest recording since comprehensive records began in 1979.


          The Antarctic ozone hole is expected to continue for decades. Ozone concentrations in the lower stratosphere over Antarctica will increase by 5%10% by 2020 and return to pre-1980 levels by about 20602075, 1025 years later than predicted in earlier assessments. This is because of revised estimates of atmospheric concentrations of Ozone Depleting Substances  and a larger predicted future usage in developing countries. Another factor which may aggravate ozone depletion is the draw-down of nitrogen oxides from above the stratosphere due to changing wind patterns.


          


          History of the research


          The basic physical and chemical processes that lead to the formation of an ozone layer in the earth's stratosphere were discovered by Sydney Chapman in 1930. These are discussed in the article Ozone-oxygen cycle  briefly, short-wavelength UV radiation splits an oxygen (O2) molecule into two oxygen (O) atoms, which then combine with other oxygen molecules to form ozone. Ozone is removed when an oxygen atom and an ozone molecule "recombine" to form two oxygen molecules, i.e. O + O3  2O2. In the 1950s, David Bates and Marcel Nicolet presented evidence that various free radicals, in particular hydroxyl (OH) and nitric oxide (NO), could catalyze this recombination reaction, reducing the overall amount of ozone. These free radicals were known to be present in the stratosphere, and so were regarded as part of the natural balance  it was estimated that in their absence, the ozone layer would be about twice as thick as it currently is.


          In 1970 Prof. Paul Crutzen pointed out that emissions of nitrous oxide (N2O), a stable, long-lived gas produced by soil bacteria, from the earth's surface could affect the amount of nitric oxide (NO) in the stratosphere. Crutzen showed that nitrous oxide lives long enough to reach the stratosphere, where it is converted into NO. Crutzen then noted that increasing use of fertilizers might have led to an increase in nitrous oxide emissions over the natural background, which would in turn result in an increase in the amount of NO in the stratosphere. Thus human activity could have an impact on the stratospheric ozone layer. In the following year, Crutzen and (independently) Harold Johnston suggested that NO emissions from supersonic aircraft, which fly in the lower stratosphere, could also deplete the ozone layer.


          


          The Rowland-Molina hypothesis


          In 1974 Frank Sherwood Rowland, Chemistry Professor at the University of California at Irvine, and his postdoctoral associate Mario J. Molina suggested that long-lived organic halogen compounds, such as CFCs, might behave in a similar fashion as Crutzen had proposed for nitrous oxide. James Lovelock (most popularly known as the creator of the Gaia hypothesis) had recently discovered, during a cruise in the South Atlantic in 1971, that almost all of the CFC compounds manufactured since their invention in 1930 were still present in the atmosphere. Molina and Rowland concluded that, like N2O, the CFCs would reach the stratosphere where they would be dissociated by UV light, releasing Cl atoms. (A year earlier, Richard Stolarski and Ralph Cicerone at the University of Michigan had shown that Cl is even more efficient than NO at catalyzing the destruction of ozone. Similar conclusions were reached by Michael McElroy and Steven Wofsy at Harvard University. Neither group, however, had realized that CFC's were a potentially large source of stratospheric chlorine  instead, they had been investigating the possible effects of HCl emissions from the Space Shuttle, which are very much smaller.)


          The Rowland-Molina hypothesis was strongly disputed by representatives of the aerosol and halocarbon industries. The Chair of the Board of DuPont was quoted as saying that ozone depletion theory is "a science fiction tale...a load of rubbish...utter nonsense". Robert Abplanalp, the President of Precision Valve Corporation (and inventor of the first practical aerosol spray can valve), wrote to the Chancellor of UC Irvine to complain about Rowland's public statements (Roan, p 56.) Nevertheless, within three years most of the basic assumptions made by Rowland and Molina were confirmed by laboratory measurements and by direct observation in the stratosphere. The concentrations of the source gases (CFC's and related compounds) and the chlorine reservoir species (HCl and ClONO2) were measured throughout the stratosphere, and demonstrated that CFCs were indeed the major source of stratospheric chlorine, and that nearly all of the CFCs emitted would eventually reach the stratosphere. Even more convincing was the measurement, by James G. Anderson and collaborators, of chlorine monoxide (ClO) in the stratosphere. ClO is produced by the reaction of Cl with ozone  its observation thus demonstrated that Cl radicals not only were present in the stratosphere but also were actually involved in destroying ozone. McElroy and Wofsy extended the work of Rowland and Molina by showing that Bromine atoms were even more effective catalysts for ozone loss than chlorine atoms and argued that the brominated organic compounds known as halons, widely used in fire extinguishers, were a potentially large source of stratospheric bromine. In 1976 the U.S. National Academy of Sciences released a report which concluded that the ozone depletion hypothesis was strongly supported by the scientific evidence. Scientists calculated that if CFC production continued to increase at the going rate of 10% per year until 1990 and then remain steady, CFCs would cause a global ozone loss of 5 to 7% by 1995, and a 30 to 50% loss by 2050. In response the United States, Canada, Sweden and Norway banned the use of CFCs in aerosol spray cans in 1978. However, subsequent research, summarized by the National Academy in reports issued between 1979 and 1984, appeared to show that the earlier estimates of global ozone loss had been too large.


          Crutzen, Molina, and Rowland were awarded the 1995 Nobel Prize in Chemistry for their work on stratospheric ozone.


          


          The Ozone Hole


          The discovery of the Antarctic "ozone hole" by British Antarctic Survey scientists Farman, Gardiner and Shanklin (announced in a paper in Nature in May 1985) came as a shock to the scientific community, because the observed decline in polar ozone was far larger than anyone had anticipated. Satellite measurements showing massive depletion of ozone around the south pole were becoming available at the same time. However, these were initially rejected as unreasonable by data quality control algorithms (they were filtered out as errors since the values were unexpectedly low); the ozone hole was detected only in satellite data when the raw data was reprocessed following evidence of ozone depletion in in situ observations. When the software was rerun without the flags, the ozone hole was seen as far back as 1976.


          Susan Solomon, an atmospheric chemist at the National Oceanic and Atmospheric Administration (NOAA), proposed that chemical reactions on polar stratospheric clouds (PSCs) in the cold Antarctic stratosphere caused a massive, though localized and seasonal, increase in the amount of chlorine present in active, ozone-destroying forms. The polar stratospheric clouds in Antarctica are only formed when there are very low temperatures, as low as -80 degrees C, and early spring conditions. In such conditions the ice crystals of the cloud provide a suitable surface for conversion of unreactive chlorine compounds into reactive chlorine compounds which can deplete ozone easily.


          Moreover the polar vortex formed over Antarctica is very tight and the reaction which occurs on the surface of the cloud crystals is far different from when it occurs in atmosphere. These conditions have led to ozone hole formation in Antarctica. This hypothesis was decisively confirmed, first by laboratory measurements and subsequently by direct measurements, from the ground and from high-altitude airplanes, of very high concentrations of chlorine monoxide (ClO) in the Antarctic stratosphere.


          Alternative hypotheses, which had attributed the ozone hole to variations in solar UV radiation or to changes in atmospheric circulation patterns, were also tested and shown to be untenable.


          Meanwhile, analysis of ozone measurements from the worldwide network of ground-based Dobson spectrophotometers led an international panel to conclude that the ozone layer was in fact being depleted, at all latitudes outside of the tropics. These trends were confirmed by satellite measurements. As a consequence, the major halocarbon producing nations agreed to phase out production of CFCs, halons, and related compounds, a process that was completed in 1996.


          Since 1981 the United Nations Environment Programme has sponsored a series of reports on scientific assessment of ozone depletion. The most recent is from 2007 where satellite measurements have shown the hole in the ozone layer is recovering and is now the smallest it has been for about a decade .


          


          Controversy regarding ozone science and policy


          That ozone depletion takes place is not seriously disputed in the scientific community. There is a consensus among atmospheric physicists and chemists that the scientific understanding has now reached a level where countermeasures to control CFC emissions are justified, although the decision is ultimately one for policy-makers.


          Despite this consensus, the science behind ozone depletion remains complex, and some who oppose the enforcement of countermeasures point to some of the uncertainties. For example, although increased UVB has been shown to constitute a melanoma risk, it has been difficult for statistical studies to establish a direct link between ozone depletion and increased rates of melanoma. Although melanomas did increase significantly during the period 19701990, it is difficult to separate reliably the effect of ozone depletion from the effect of changes in lifestyle factors (e.g., increasing rates of air travel).


          


          Ozone depletion and global warming


          Although they are often interlinked in the mass media, the connection between global warming and ozone depletion is not strong. There are four areas of linkage:


          
            	The same CO2 radiative forcing that produces near-surface global warming is expected to cool the stratosphere. This cooling, in turn, is expected to produce a relative increase in polar ozone (O3) depletion and the frequency of ozone holes.
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            	Conversely, ozone depletion represents a radiative forcing of the climate system. There are two opposing effects: Reduced ozone causes the stratosphere to absorb less solar radiation, thus cooling the stratosphere while warming the troposphere; the resulting colder stratosphere emits less long-wave radiation downward, thus cooling the troposphere. Overall, the cooling dominates; the IPCC concludes that "observed stratospheric O3 losses over the past two decades have caused a negative forcing of the surface-troposphere system" of about 0.15 0.10 watts per square meter (W/m).

          


          
            	One of the strongest predictions of the greenhouse effect is that the stratosphere will cool. Although this cooling has been observed, it is not trivial to separate the effects of changes in the concentration of greenhouse gases and ozone depletion since both will lead to cooling. However, this can be done by numerical stratospheric modeling. Results from the National Oceanic and Atmospheric Administration's Geophysical Fluid Dynamics Laboratory show that above 20km (12.4miles), the greenhouse gases dominate the cooling.

          


          
            	Ozone depleting chemicals are also greenhouse gases. The increases in concentrations of these chemicals have produced 0.34 0.03W/m of radiative forcing, corresponding to about 14% of the total radiative forcing from increases in the concentrations of well-mixed greenhouse gases.

          


          
            	The long term modeling of the process, its measurement, study, design of theories and testing take decades to both document, gain wide acceptance, and ultimately become the dominant paradigm. Several theories about the destruction of ozone, were hyphtosized in the 1980s, published in the late 1990s, and are currently being proven. Dr Drew Schindell, and Dr Paul Newman, NASA Goddard, proposed a theory in the late 1990s, using a SGI Origin 2000 supercomputer, that modeled ozone destruction, accounted for 78% of the ozone destroyed. Further refinement of that model, accounted for 89% of the ozone destroyed, but pushed back the estimated recovery of the ozone hole from 75 years to 150 years. (An important part of that model is the lack of staratospheric flight due to depletion of fossil fuels. )

          


          


          Misconceptions about ozone depletion


          A few of the more common misunderstandings about ozone depletion are addressed briefly here; more detailed discussions can be found in the ozone-depletion FAQ.


          


          CFCs are "too heavy" to reach the stratosphere


          It is sometimes stated that since CFC molecules are much heavier than nitrogen or oxygen, they cannot reach the stratosphere in significant quantities. But atmospheric gases are not sorted by weight; the forces of wind (turbulence) are strong enough to fully intermix gases in the atmosphere. CFCs are heavier than air, but just like argon, krypton and other heavy gases with a long lifetime, they are uniformly distributed throughout the turbosphere and reach the upper atmosphere.


          


          An ozone hole was first observed in 1956


          G.M.B. Dobson (Exploring the Atmosphere, 2nd Edition, Oxford, 1968) mentioned that when springtime ozone levels over Halley Bay were first measured, he was surprised to find that they were ~320 DU, about 150 DU below spring levels, ~450 DU, in the Arctic. These, however, were the pre-ozone hole normal climatological values. What Dobson describes is essentially the baseline from which the ozone hole is measured: actual ozone hole values are in the 150100 DU range.


          The discrepancy between the Arctic and Antarctic noted by Dobson was primarily a matter of timing: during the Arctic spring ozone levels rose smoothly, peaking in April, whereas in the Antarctic they stayed approximately constant during early spring, rising abruptly in November when the polar vortex broke down.


          The behaviour seen in the Antarctic ozone hole is completely different. Instead of staying constant, early springtime ozone levels suddenly drop from their already low winter values, by as much as 50%, and normal values are not reached again until December.


          


          The "ozone hole" is a hole in the ozone layer


          When the "ozone hole" forms, essentially all of the ozone in the lower stratosphere is destroyed. The upper stratosphere is much less affected, however, so that the overall amount of ozone over the continent declines by 50 percent or more. The ozone hole does not go all the way through the layer; on the other hand, it is not a uniform 'thinning' of the layer either. It's a "hole" in the sense of "a hole in the ground", a depression, not in the sense of "a hole in the windshield."


          


          World Ozone Day


          In 1994, the United Nations General Assembly voted to designate September 16 as "World Ozone Day", to commemorate the signing of the Montreal Protocol on that date in 1987.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ozone_depletion"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
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